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Abstract

In this paper, the performance of a binary phase shift keyed random time-hopping impulse radio system
with pulse-based polarity randomization is analyzed. The effects of inter-frame interference and multiple access
interference on the performance of a generic Rake receiver are investigated for asynchronous systems in frequency-
selective environments. A key step is to model the asynchronous system as a chip-synchronous system with uniformly
distributed timing jitter for the transmitted pulses of interfering users. This model allows the analytical technique
developed for the synchronous case to be extended to the asynchronous case, and allows the derivation of closed-
form equations for the bit error probability in various Rake receiver architectures. It is shown that a Gaussian
approximation can be used for both multiple access and inter-frame interference as long as the number of frames
per symbols is large (typically, at leas}, while there is no minimum requirement for the number of users for the
equations to hold. It is observed that under many circumstances, the chip-synchronous case shows a worse bit error
probability performance than the asynchronous case; the amount of the difference depends on the autocorrelation
function of the ultra-wideband pulse and the signal-to-interference-plus-noise-ratio of the system. Simulations studies
support the approximate analysis.

Index Terms—Yltra-wideband (UWB), impulse radio (IR), Rake receivers, multiple access interference (MAI),

inter-frame interference (IFI).
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I. INTRODUCTION

Since the US Federal Communications Commission (FCC) approved the limited use of ultra-wideband (UWB)
technology [1], communications systems that employ UWB signals have drawn considerable attention. A UWB
signal is defined to possess an absolute bandwidth largebtdnHz or a relative bandwidth larger than 20% and
can coexist with incumbent systems in the same frequency range due to its large spreading factor and low power
spectral density. UWB technology holds great promise for a variety of applications such as short-range high-speed
data transmission and precise location estimation.

Commonly, impulse radio (IR) systems, which transmit very short pulses with a low duty cycle, are employed to
implement UWB systems ([2]-[6]). In an IR system, a train of pulses is sent and information is usually conveyed
by the position or the polarity of the pulses, which correspond to Pulse Position Modulation (PPM) and Binary
Phase Shift Keying (BPSK) respectively. In order to prevent catastrophic collisions among different users and
thus provide robustness against multiple-access interference, each information symbol is represented by a sequenc
of pulses; the positions of the pulses within that sequence are determined by a pseudo-random time-hopping (TH)
sequence specific to each user [2]. The numNegrof pulses representing one information symbol can also be
interpreted as pulse combining gain.

In “classical” impulse radio, the polarity of thos€, pulses representing an information symbol is always the
same, whether PPM or BPSK is employed ([2], [7]). Recently, pulse-based polarity randomization was proposed,
where each pulse has a random polarity coéié)(in addition to the modulation scheme ([8], [9]). The use of
polarity codes can provide additional robustness against multiple-access interference [8] and help optimize the
spectral shape according to FCC specifications by eliminating the spectral lines that are inherent in IR systems
without polarity randomization [10].

A TH-IR system with pulse-based polarity randomization can be considered as a random CDMA (RCDMA)
system with a generalized signature sequence, where the elements of the sequence take values, fronpi }
and are not necessarily independent and identically distributed (i.i.d.) [8]. The performance of RCDMA systems with
i.i.d. binary spreading codes has been investigated thoroughly in the past (see e.g. [11]-[13]). Recently, [14] and [15]

have considered the problem of designing ternary codes for TH-IR systems. Moreover, in [8], the performance of

®Since IR is a carrierless system, the only admissible phases ame 7. Therefore, BPSK becomes identical to Binary Amplitude-Shift
Keying (BASK) in this case.



random TH-IR systems with pulse-based polarity randomization has been investigated over additive white Gaussian
noise (AWGN) channels, assuming symbol-synchronized users. To the best of our knowledge, no study concerning
the bit error probability (BEP) performance of Rake receivers (with various combining schemes) for a random TH-IR
system with pulse-based polarity randomization in a multiuser, frequency-selective environment has been reported
in the literature. In this paper, we investigate such a system and provide (approximate) closed-form expressions for
its performance. We consider an important case in practice, where the different users are completely asynchronous
We begin by considering the chip-synchronous case where the symbols of different users are misaligned but this
misalignment is an integer multiple of the chip interval. Subsequently, we treat a more general asynchronous
case, where we show that the system can be represented as a chip-synchronous system with uniform timing jitter
between zero and the chip interval for each interfetisgr We consider frequency-selective channels and analyze

the performance of Rake receivers with various combining schemes.

The remainder of the paper is organized as follows. Section Il describes the transmitted signal model for a
TH-IR system with pulse-based polarity randomization. In Section IIl, both chip-synchronous and asynchronous
systems over frequency-selective channels are considered, and the performance of Rake receivers is analyzed fc
various combining schemes. Simulation studies are presented in Section IV, followed by some concluding remarks

in Section V.

II. SIGNAL MODEL

We consider a BPSK random TH-IR system with) users, where the transmitted signal from user represented
by
k) Er <= k), (k . (k
s ) =57, 2 47 Wi et =Ty = 7T, (1)
Jj=—00

wherew,(t) is the transmitted UWB pulse with duratidin and unit energy[, is the bit energy of usek, T} is
the “frame” time, N, is the number of pulses representing one information symbolb%r}yqfJ € {+1,—1} is the
information symbol transmitted by uskr In order to allow the channel to be shared by many users without causing
catastrophic collisions, a time-hopping sequelﬁcy-zc)} is assigned to each user, Whe:éé) € {0,1,...,N. — 1}
with equal probability, withV, denoting the number of possible pulse positions in a frame= T /1), andc§k)

and cgl) are independent fofk, j) # (I,i). This TH sequence provides an additional time shift]%ch seconds



Fig. 1. A TH-IR signal with pulse-based polarity randomization wh&¥e= 6, N. = 4 and the TH sequence {&,1,2,3,1,0}. Assuming
that 41 is currently being transmitted, the polarity codes for the pulses &k +1,—1,+1, —1,+1}.

to the jth pulse of thekth user where the pulse width is also considered as the chip interval.

N = Ny N, represents the total processing gain of the system. Due to the regulations by the FCC [1], each user
can transmit a certain amount of energy in a given time interval. Since the symbol (bit) energy of the signal defined
in (1) is constant (denoted h¥;), we consider a fixed symbol interval; hence, a constant total processingvgain
throughout the paper.

The random polarity codez$§.k)’s are binary random variables takingl with equal probability, and such that
dy“) and dgl) are independent fofk, j) # (I,7) [8]. Use of random polarity codes helps reduce the spectral lines
in the power spectral density of the transmitted signal [10] and mitigate the effects of MAI [8]. The receiver for

userk is assumed to know its polarity code.

Defining a sequencesgk)} as

(k) : : _ (k)
w ) vy 3Ny Li/Ne] = ¢jn.
Sj - ’ (2)
0, otherwise
we can express (1) as
k Ep ~~ (k) ,(k .
sH 1) = N ‘Z s b0y e (= 5T, 3)
J=—00

which indicates that a TH-IR system with polarity randomization can be regarded as an RCDMA system with a
generalized spreading sequer{@é’“)} ([16], [8]). Note that the main difference of the signal model in (1) from the
“classical” RCDMA model ([11]-[13]) is the use df—1,0,+1} as the spreading sequence, instead-ef, +1}.

The system model given by equation (1) can represent an RCDMA system with a processing 9gin boyf
considering the special case whép = T¢.

An example TH-IR signal is shown in Figure 1, where six pulses are transmitted for each information symbol



(Ny = 6) with the TH sequencg¢2,1,2,3,1,0}.

[1l. PERFORMANCEANALYSIS

We consider transmission over frequency selective channels, where the channel forisissvdelled as

Zal (- 1)T. 7). @

Whereal(k) andr, are the fading coefficient of thigh path and the delay of usér respectivelyT, is the minimum
resolvable path interval. We set = 0 without loss of generality. We assume that the channel characteristics remain
unchanged over a number of symbol intervals, which can be justified by considering that the symbol duration in a
typical application is on the order of tens or hundreds of nanoseconds, and the coherence time of an indoor wireless
channel is on the order of tens of milliseconds.
Note that the channel model in (4) is quite general in that it can model any channel of thgﬁ;rlrml(k)é(t—%l(k))
if the channel is bandlimited td/7.. Thus, each realization of an arbitrary (and nonuniformly sampled) channel
model, e.g., the 802.15.3a UWB channel model [17], can be represented in the form of equation (4). Only the
statistics of the tap amplitude are changed when the tap spacing is changed to a uniform spacing.
Using (1) and (4), the received signal can be expressed as follows:
N,
= Z Z d u® (t — Ty — c(k)Tc — 7) + opn(t), (5)
k=1 Fj="00

wheren(t) is a white Gaussian noise with zero mean and unit spectral density, and

Zal Wy (t— (1 —1)T,), (6)

with w,(t) being the received UWB pulse with unit energy.
We consider a Rake receiver for the user of interest, say Lsand express the template signal at the Rake
receiver as follows:
(i+1)N;—1

sop® =3 dPu(t — i1y — VT, (7)

J=tNy



where

L
= Zﬂlwm (t— (- 1)TC) ) (8)
=1

with 8 = [34, ..., 5] being the Rake combining weights.

The template signal given by (7) and (8) can represent different multipath diversity combining schemes by
choosing an appropriate weighting vectsirin an M-finger Rake the weights foiZ — M) multipath components
not used in the Rake receiver are set to zero while the remaibingieights are determined according to the
combining scheme, such as “Equal Gain Combining (EGC)” or “Maximum Ratio Combining (MRC)".

The output of the Rake receiver can be obtained from (5)-(8) as follows:

L
yl:bgl)\/EleZal(l)ﬂl+d+a+n, (9)
=1

where the first term is due to the desired sigiais the self interference of the received signal from uséself,
which we call inter-frame interference (IFl}, is the MAI from other users and is the output noise, which is
approximately distributed as ~ N (O, Nio2 S, @2) for large Ny (Appendix A).
Inter-frame interference (IFI) occurs when a pulse of usén a frame spills over to an adjacent frame due
to the multipath effect and consequently interferes with the pulse in that frame (Figure 2). The IFI in (9) can be

expressed, from (5) and (7), as

E l—‘rl)Nf—l
a= N; S (10)
m=iNy
where
i = dD Z a0y, 100 (G = m)Ty + () — T2, (11)
j=—00
Jj#FEm

with ¢{)(z) denoting the cross-correlation betweet) (¢) of (6) andw(t) of (8):

) (z) = / T a® (= y(t)dr. (12)

—00

Note thata,, in (11) denotes the IFI due to the transmitted pulse insttth frame of userl, and the sum of

such IFI terms ovelV,; frames is equal ta, as seen in (10). In Appendix B, we show that thégeterms form a
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Fig. 2. Inter-frame interference (IFl) from tHen — 1)th frame to themth frame, wherept) denotes the position of the first user's pulse
in the mth frame. Only the signals from thexth frame of the template (the signal on the top) and from (the— 1)th frame of the first
user are shown. The IFI can also result from a spill-over of the signal attheframe of the template to then + 1)th frame when any
of the pulses of the first user in tHen + 1)th frame overlap with those pulses that spill over.

1-dependent sequerfcethen L < N, + 1 and their sum converges to a Gaussian random variable for a Nyge
This result is summarized in the following lemma:
Lemma 3.1:As Ny — oo, the IFla in (10) is asymptotically normally distributed as

_ L—j 2
a~N o, Zyl (Aol +af ﬁlﬂ)] , (13)

=1

for L < N, + 1.

Proof: See Appendix B.

Note that for a Rake receiver with one finger such that 1 andg; = 0 for [ = 2, ..., L, the expression reduces
toa~ N (0, 8277 1 (al})?).

Due to the FCC’s regulation on peak to average ratio (PAV)cannot be chosen very small in practice. Since
we transmit a certain amount of energy in a constant symbol intervéV,;agets smaller, the signal becomes more
peaky as shown in Figure 3. Therefore, the approximation for lAfgealues can be quite accurate for real systems
depending on the system parameters.

WhenL > N.+1, the pulses in a frame always spill over to the adjacent frame(s). In this cas¥, tteems in
(10) form a[(L — 1)/N.|-dependent sequence and the asymptotic distribution of the IFI is given by the following

lemma:

A sequence{ X, }.cz is called aD-dependent sequence, if all finite dimensional margifas,, ..., X,,,) and (Xmys o, Xmy) are
independent wheneven; — n; > D.
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Fig. 3. Two different cases for a BPSK-modulated TH-IR system with pulse-based polarity randomizatiomViwie?d. For the first
case,N. = 8, Ny = 3 and the pulse energy i&/3; for the second caséy. = 4, Ny = 6 and the pulse energy iE/6.

Lemma 3.2:As Ny — oo, the IFla in (10) is asymptotically normally distributed as

2 2

p, Nemd [L=i
B[S (el oln)] ) e

¢ j=1 =1

L N, J
a~N 0, [Z( lal-{—L ]+al 5Z+L ])

Jj=1 Li=1

for L > N, + 1.
Proof: See Appendix C.
The MAI term in (9) can be considered as the sum of MAI terms from each user, tlaact:igff;‘2 a®), where

eacha'® is in turn the sum of interference due to the signals in the frames of the template:

E (1+1 Nf—l
(k) — | Zk (k)
RN D (15)
m=iNy
with
> k), (k . k
=) 3 AU o (=t 6 =T ), a0
j=—00

where¢(k")( ) is as in (12) andy, is the delay of theith user.
The effects of MAI will be different for synchronous and asynchronous systems, as investigated in the following

subsections.

A. Symbol-Synchronous and Chip-Synchronous Cases

In the symbol-synchronous case, the symbols from different users are exactly aligned. In otherrwerds,

for k =2,..., N,. On the other hand, for a chip-synchronous scenario, the symbols are misaligned but the amount



of misalignment is an integer multiple of the chip inter@l That is, 7, = AT, for k = 2, ..., N, whereAy is
uniformly distributed in{0, 1,..., N — 1} with N = N.Ny.

Note that the assumption of synchronism may not be very realistic for a UWB system due to its high time
resolution. However, the aim of this subsection is two-fold. First, we will show that the BEP performance of
the UWB system is the same whether the users are symbol-synchronized or chip-synchronized. Second, we will
extend the result for the chip-synchronous case to a more practical asynchronous case by modelling asynchronou:
interfering users as chip-synchronous users with uniform timing jitter, as will be shown in the next subsection.

The following lemma gives the asymptotic distribution of MAI from a user for a large number of pulses per
symbol.

Lemma 3.3:As Ny — oo, the MAI from userk, which is chip-synchronized to usér is asymptotically

normally distributed as

Lo/ 2 L1y 2
E
a® ~ N0, 5 §:<§:ﬂla§&_j> +§:<§:afk)ﬁz+Lj> . (17)
¢ [j=1 \i=1 j=1 \i=1

The result is also valid for a symbol-synchronous scenario.

Proof: See Appendix D.

Note that when3; =1 and g, = 0, for [ = 2, ..., L, we havea® ~ N (0, Byl a12>, which represents the
result for a Rake receiver with a single finger that picks up the first path signal component only.

Note that the Gaussian approximation in Lemma 3.3 is different from the standard Gaussian approximation (SGA)
used in analyzing a system with many users ([19]-[21]). Lemma 3.3 states that when the nurpbisesper
information symbol is large, the MAI from an interfering user is approximately distributed as a Gaussian random
variable.

We also note from Lemma 3.3 that the effect of the MAI is the same for symbol-synchronized and chip-
synchronized cases. This is due mainly to the pulse-based polarity randomization, which makes the probability
distribution of the MAI independent of the information bits of the interfering user, as can be observed from (16).
Since the probability that a pulse of the template signal overlaps with any of the pulses of an interfering user is
the same whether the users are symbol-synchronous or chip-synchronous, the probability distributions turn out to
be the same for both cases.

An approximate expression for BEP can be derived from (9), using Lemma 3.1, Lemma 3.2 and Lemma 3.3 as
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follows:

1
vV Er Zlel al( )/Bl (18)
N, L
\/N NNOTrr T & LoTprg T N Dok ExoSiare + 08 201 57
where
min{N.,L}~1 [L—j 2
1 (1
otrry = Z [ (ﬁl%&? +ap ])] : (19)
=1 -1
2
9 Zjl‘/;fvc [ (B al+L —j + o )ﬁl—&-L ]ﬂ ) L > N,
OIF12 = ) (20)
0, L <N,
and

2

2 L1y
oRraLk = Z (Z Bialy, ]) + (Z agk)ﬂi—&-L—j) : (21)
i=1

7j=1 \:=1

Equation (18) implies that, for a fixed total processing gainincreasing/N,, the number of chips per frame,
will decrease the effects of IFI, while the dependency of the expressions on the MAI remains unchanged. Hence,
an RCDMA system, wheréVy = N, can suffer from IFI more than any other TH-IR system with pulse-based

polarity randomization, wheré'; < N, if the amount of IFI is comparable to the MAI and thermal noise.

B. Asynchronous Case

Now consider a completely asynchronous scenario. In this case, it is assumerd tha{16) is uniformly
distributed according t&/[0, NT,) for k = 2,..., N,,.

In order to calculate the statistics of the MAI term in (9), the following simple result will be used.

Proposition 3.1: The MAI in the asynchronous case has the same distribution as the MAI in the chip-synchronous
case with interfering uset having a jittere, for k = 2, ..., N,,, which is the same for all pulses of that user and
is drawn from the uniform distributiot{ [0, 7).

Proof: Consider (16). Fok = 2, ..., N,, 7 is uniformly distributed in the discrete s@, 7, ..., (N—1)T.} in the
chip-synchronous case. In the asynchronous egss,a continuous random variable with distributiéifn, NTv). If
the jittere in the chip-synchronous case is uniformly distributed Wif, 7¢.), thent;, + ¢ is uniformly distributed
asU[0, NT.) hence is equivalent to the distribution gf in the asynchronous case.

Proposition 3.1 reduces the performance analysis of asynchronous systems to the calculation of the statistical
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properties of
k) k
Z d( U/ij k) ((J —m)Ty + (Cg ) - Cgrlz))Tc + Tkt €k> 5 (22)
j=—00
wherer, = AT, takes on the value$0, T, ..., (N — 1)T.} with equal probabilities and, ~ U/[0,T.). This
problem is similar to the analysis of TH-IR systems in the presence of timing jitter, which is studied in [18].
However, in the present case, the timing jitter of all pulses of an interfering user is the same instead of being i.i.d.
The following lemma approximates the distribution of the MAI from an asynchronous user, conditioned on the
timing jitter of that user when the number of pulses per symbagl, is large.

Lemma 3.4:As N; — oo, the MAI from userk given ¢, has the following asymptotic distribution:
Ey
a®ey, ~ N< N ~—0Nrar k(%)) (23)

where

-1/ j 2
k k k
012\4A1,k(6k) = (Z 6l[al(+)L—j—1R(TC — Ek) + a§+)L—jR(6k>] + ﬂj_ﬂa(L )R(TC — Gk)>
J
I 2
- ( B j1R(er) + Brar—yR(Te — e)] + a§-’f21mR<ek>> , (24)
7=0 =1

with R(z) = [% wye(t — 2)w,s(t)dt.
Proof: See Appendix E.
Note that where;, = 0, which corresponds to the chip-synchronized case, (24) reduces to (21).
From Lemma 3.4, we can calculate, for laryg, an approximate conditional BEP given= [e>...en, ] as

L (1)
Ple~Q ( VB S i ) , (25)

E, 2 Ei 2 1 Ny 2 2 L 2
\/NCNUIFI,l + NOirre T N 2keo Ekoyrag (k) + 05 30000 B

whereo?, ,; ;. (ex) is as in (24) andr?.; , andoy,; , are as in (19) and (20), respectively.
By taking the expectation of (25) with respectdo= [eo, ..., en, ], Wheree, ~ U[0,T,) for k = 2,..., N,, we

find the BEP:

Pox oy _1/ / Bl des . (26)
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However, when the number of users is large, calculation of (26) becomes cumbersome since it requires integration
of P.|e over (N, — 1) variables. In this case, the SGA [19]-[21] can be employed in order to approximate the BEP
in the case of large number of equal energy interferers:

Lemma 3.5:Assume that all the interfering users have the same bit erféigyyd normalized channel coefficients.

Then, for largeN,, a/+/N, — 1, wherea is the MAI term in (9), is approximately distributed as

E
a~N (0, ME{U?WAM(%)}) , (27)

where
J 2
E{UMAIk €r)} Z/ (Z aHL i R(T = &) + O‘Z(i)ijR(ﬁk)] i 5j+104(Lk)R(Tc B 6k)> der
i 2
+ Z/ (Zal Bi4r—j—1R(ex) + Biyr—j R(Te — €x)] +a]+15LR(6k)> dep.  (28)
Proof: See Appendix F

The BEP can be approximated from Lemma 3.5 as

FZZ 1al

P.~Q ,
L
\/ NOTrra + R 0Tere T & (Nu — 1)E{JMAI,k(€k)} +oR 3l B

(29)

for large Ny and IV,,, and for equal energy interferers.

From (29) we make the same observations as in the synchronous case. Namely, for a given value of the total
processing gainV = N.Ny, the effect of the MAI on the BEP remains unchanged while the effect of the IFI
increases as the number of chips per frafig, decreases. Hence, the IFI could be more effective for an RCDMA

system, whereV, = 1.

C. Different Rake Receiver Structures

In the previous derivations, we have considered a Rake receiverlwitigers, one at each resolvable multipath
component (see (7) and (8)). A Rake receiver combining all the paths of the incoming signal is calle&®alke
(ARakeé receiver. Since a UWB signal has a very large bandwidth, the number of resolvable multipath components
is usually very large. Hence, an ARake receiver is not implemented in practice due to its complexity. However, it
serves as a benchmark for the performance of more practical Rake receivers. A feasible implementation of diversity

combining can be obtained byselective-RakéSRake receiver, which combines th&/ best, out ofL, multipath
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components. Although an SRake receiver is less complex than an ARake receiver, it needs to keep track of all the
multipath components and choose the best subset of them before feeding it to the combining stage. A simpler Rake
receiver, which combines the firdf paths of the incoming signal, is calledpartial-Rake(PRaké receiver [22].

The BEP expressions derived in the previous subsections for synchronous and asynchronous cases are gener
since one can express different combining schemes by choosing appropriate combining weightGveEtor,
example, if we consider the maximum ratio combining (MRC) scheme, the weights can be expressed as follows
for ARake, SRake and PRake receivers:

1) ARake: In this case, the combining weights are choserBas o', where@ = [, ...3;] are the Rake
combining weights in (8) and(!) = [a§1> . ..a(Ll)] are the fading coefficients of the channel for user

2) SRake:An SRake receiver combines the bégtpaths of the received signal. Létbe the set of indices of
these best fading coefficients with largest amplitudes. Then, the combining wgBight8) are chosen as follows:

al(l), lesS
B = : (30)

0, 1¢8

3) PRake: A PRake receiver combines the firdf paths of the received signal. Therefore, the weights of an

SRake receiver with MRC scheme are given by the following:

B = - , (31)

whereM < L.

D. Special Case: Transmission over AWNGN Channels

From the analysis of frequency-selective channels, we can obtain the expressions for AWGN channels as a specia
case, which might be useful for intuitive explanations.
Considering the expressions in (5)-(8), and setting= 5, = 1 ando; = 5; =0 for [ = 2, ..., L, the output of

the matched filter (MF) receiver can be expressed as

y1 =/ E1N b(1)+a+n, (32)
Y%
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where the first term is the signal part of the outputs the multiple-access interference (MAI) due to other users
andn is the output noise, distributed as~ N (0, Nso2). Note that there is no IFI in this case since a single path
channel is assumed.

The MAI is expressed as = > 1, a(¥), where the distribution o&(*) in the symbol-synchronous and chip-

synchronous cases can be obtained from Lemma 3.3 as

a®) ~ N (o, i’ﬂ) . (33)

Then, the BEP can be obtained as follows:

Eq
P.~Q , (34)
(\/J%/ 22\7;2 By + o2 )

where N = N.N;, which is the total processing gain of the system. Note from (34) that the BEP depends on

and Ny only through their product. Hence, the system performance does not change by changing the number of
pulses per information symbaN;, and the number of chips per fram¥,, as long asV.N; is held constant. This
is different from the general case of (18), where the IFI is reduced for ld¥gemherefore, for AWGN channels,
the BEP performance of a TH-IR system with pulse-based polarity randomization is the same as the special case
of an RCDMA system.

From [8], the BEP for TH-IR systemwithout pulse-based polarity randomization is given by the following

expression for the case of a synchronous environment with a large number of equal energy interferers:

Eq

FemQ E Ny—1 2
(Nu =Dy (1+ %) + o3

) (35)

where E is the energy of an interferer.

Comparing (34) and (35), we observe that, f§y > 1, the MAI affects a TH-IR system without polarity
randomization more than it affects a TH-IR system with pulse-based polarity randomization and that the gain
obtained by polarity randomization increases\gsincreases (in an interference-limited scenario). The main reason
behind this is that random polarity codes make each interference term to a pulse of the template signal (see (16))
a random variable with zero mean since it can be plus or minus interference with equal probability. On the other

hand, without random polarity codes, the interference terms to the pulses of the template signal have the same sign
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hence add coherently, which increases the effects of the MAI.

Note that the effects of the MAI reduce if the UWB system without pulse-based polarity randomization is in
an asynchronous environment. Because, in such a case, the MAI terms from some of the pulses add up amonc
themselves while the remaining ones add up among themselves and the polarities of these two groups are independel
from each other. Hence, the average power of the MAI is smaller than that in the symbol-synchronous case but it
is still larger than or equal to the power the MAI for the UWB systeiith pulse-based polarity randomization,
where the sign of each interference term is independent (see [23] for the trade-off between processing gains in
TH-IR systems with and without polarity randomization).

For TH-IR systems with polarity randomization, we can approximate, using Lemma 3.5, the total MAI in the

asynchronous case for a large number of equal energy interferers as

;pr c /O - R2(e)de> . (36)

Let y = 2 [* R*(e)de = £ [*5 R*(e)de. Then, from (36).a ~ N (0, v(N, — 1)E/N,). Note from (33)

o~ (0, (8, - 1)

that for equal energy interfering users, the MAI in the symbol/chip-synchronous case is distributed-as
N (0, (N, —1)E/N.). Hence we see that the difference between the powers of the MAI terms depends on the
autocorrelation function of the UWB pulse. For example, for the autocorrelation function of (39) betevi.2
and symbol/chip-synchronization assumption could possibly result in an over-estimate of the BEP depending on
the signal-to-interference-pulse-noise ratio (SINR) of the system.

From (32) and (36), the BEP of an asynchronous system can be approximately expressed as follows:

VvV E
V@~ D22 [T R2(e)de + o

Pe=Q ; (37)

for large values ofN,,. Similar to the synchronous case, the performance is independent of the distributdon of

betweenN,. and N;. Therefore, the TH-IR system performs the same as an RCDMA system in this case.

E. Average Bit Error Probability

In order to calculate the average BEP, the previous expressions for probability of bit error need to be averaged
over all fading coefficients. That if,,, = E{P.(a(),..., a®)}, which does not lend itself to simple analytical

solutions. However, this average can be evaluated numerically, or by Monte-Carlo simulations.
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Fig. 4. UWB pulses and autocorrelation functions Tor= 0.5ns.

V. SIMULATION RESULTS
In this section, the BEP performance of a TH-IR system with pulse-based polarity randomization is evaluated by
conducting simulations in MATLAB. The following two types of (unit energy) UWB pulses and their autocorrelation

functions are employed as the received UWB pulsg(¢) in the simulations (Figure 4):

47Tt2 —27rt2/7'2
w1 (t) =(1- ? (& /\/ Ep7 (38)
At 472 At Aty2
Ri(At) = [1 - 4#(7)2 + §(7)4] e (5, (39)
wa(t) = \/17 05T, <t < 05T, (40)
—At/T.+1, 0<At<T,
RQ(At) = ] (41)

AT, +1, —T.<At<0

where E,, of w;(t) is the normalization constant,= 7,./2.5 is used in the simulations, and the rectangular pulse
we(t) is chosen as an approximate pulse shape in order to compare the performance of the system with different
pulse shapes.

Figure 5 shows the BEP performance of@&user system/, = 10) over an AWGN channel, wher&; = 15
and N, = 5. The bit energy of the user of interest, udelis £; = 0.5, whereas the interfering users transmit bits

with unit energy € = 1 for k£ = 2, ..., 10), and the attenuation due to the channel is set equal to unity. The SINR
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Bit Error Probability

-2
10 “H —— Symbol/Chip-sync w/ polarity rand, Theo
s Async wl(t) w/ polarity rand, Theo

—— Async wz(t) w/ polarity rand, Theo
—t— Symbol-sync w/o polarity rand, Theo
—©- Symbol-sync w/ polarity rand, Simu

—# Chip-Sync w/ polarity rand, Simu
_g Async wl(t) w/ polarity rand, Simu

—o— Async wz(t) w/ polarity rand, Simu
—A— Symbol-sync w/o polarity rand, Simu
T T

10_ L L L
-6 -4 -2 0 2 4 6
SINR (dB)

Fig. 5. BEP vs SINR for different cases, wheke = 5, Ny = 15, N, = 10, E; = 0.5 and E = 1. Transmission over an AWGN channel
is considered.

is defined by SINR= 101log;, (El/(% SN, By + a%)). In Figure 5, the SINR is varied by changing the noise
powero2 and the BEP is obtained for different SINR values in the cases of symbol-synchronous, chip-synchronous
and asynchronous TH-IR systems with pulse-based polarity randomization and a synchronous TH-IR system without
pulse-based polarity randomizatforiFor the asynchronous case, performance is simulated for different pulse shapes
w1 (t) and wo(t), given by (38) and (40), respectively. From Figure 5, we see that the simulation results match
closely with the theoretical results. Also note that for small SINR, all the systems perform quite similarly since the
main source of error is the thermal noise in that case. As the SINR increases, i.e., as the MAI becomes the limiting
factor, the systems start to perform differently. The asynchronous systems perform better than the chip-synchronous
and symbol-synchronous cases siq%%ﬂ R?(€)de in (37) is about0.2 for wy () and2/3 for wo(t), which also
explains the reason for the lowest BEP of the asynchronous system with UWBupilseAlso it is observed that
for an IR-UWB system with pulse-based polarity randomization, the chip-synchronous and the symbol-synchronous
systems perform the same as expected. Moreover, we observe that without pulse-based polarity randomization, the
MAI is more effective, which results in larger BEP values.

In order to compare the approximate analytical expressions and the simulation results for multipath channels, we
consider the following channel coefficients for all usefs= [0.4653 0.5817 0.2327 — 0.4536 0.3490 0.2217 —

0.1163 0.0233 — 0.0116 — 0.0023]. Then, the Rake combining fingers gfe= « for an ARake receiverg =

"The results for the TH-IR system without pulse-based polarity randomization are provided to justify the discussion in Section I1I-D. The
extensive comparison between TH-IR systems with and without polarity randomization is beyond the scope of this paper.
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[0.4653 0.5817 0 —0.4536 0 0 0 0 0 0] for an SRake receiver with fingers, ang3 = [0.4653 0.5817 0.2327 0
00000 0] for a PRake receiver witl3 fingers. The system parameters are choseiNas= 10, N, = 5,
Ny =15, FE; =0.5andE, =1 for k = 2,...,10. Figure 6 plots BEPs of different Rake receivers for synchronous
and asynchronous systems with pulse-based polarity randomization. From the figure, we have the same conclusion:
as in the AWGN channel case about synchronous and asynchronous cases. Namely, chip-synchronous and symbo
synchronous systems perform the same and asynchronous systems with received tijsasd w2 (t) perform
better. The asynchronous system with(¢) performs the best due to the properties of its correlation function. Note
that the performance is poor when there is synchronism (chip or symbol level) among the users. However, the
asynchronous system performs reasonably well even in this harsh multiuser environment. Hence, when computing
the BEP of a system, the assumption of synchronism can result in over-estimating the BEP. Apart from those, it
is also observed from the figure that the ARake receiver performs the best as expected. Also the SRake performs
better than the PRake since the former collects more energy because the fourth path is stronger than the third path
For the next simulations, we model the channel coefficientsyas- sign(«y)|«oy| for I = 1,..., L, where
sign(ay) is +1 with equal probability andoy| is distributed lognormally a£N (1, 02). Also the energy of the
taps is exponentially decaying ag|&|?} = Qpe *(¢=1), where is the decay factor and 1, E{|a;|*} = 1 (so
Qo = (1 —eM)/(1 —e ). All the system parameters are the same as in the previous case, except we have
E; = 1in this case. For the channel parameters, we Have20, A = 0.25, 02> = 1 and; can be calculated from
=05 |In(£=555) — A1 — 1) — 20|, for i = 1,..., L.
Figure 7 plots the BEP versus, /N, for different Rake receivers in an asynchronous environment wiefe
models the received UWB pulse. We consider ARake, SRake and PRake receivers for the TH-IR system with
pulse-based polarity randomization and an ARake receiver for the one without pulse-based polarity randomization.
The SRake and PRake receivers havéngers each. As can be seen from the figure, the theoretical results are
quite close to the simulation results. More accurate results can be obtained when the number of users is larger. It
is also observed that the performance of the SRake receivehvitigers is close to that of the ARake receiver in
this setting. Moreover, the ARake receiver for the system without polarity randomization performs almost as worst
as the PRake receiver for the UWB system with polarity randomization, which indicates the benefit of polarity
randomization in reducing the effects of MAI.

In Figure 8, we se = 2 and keep all the other parameters the same as in the previous case. Here we consider
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Probability of Error
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15 20 25 30
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Fig. 6. Bit error rate vsE, /Ny for different cases, wherd/. = 5, Ny = 15, N, = 10, E; = 0.5 and E = 1. The channel coefficients
are[0.4653 0.5817 0.2327 — 0.4536 0.3490 0.2217 — 0.1163 0.0233 — 0.0116 — 0.0023].

Probability of Error

—©&—- ARake, Polarity Rand, Simu
-7 SRake, Polarity Rand, Simu
—8- PRake, Polarity Rand, Simu
—— ARake, Polarity Rand, Theo
—k— SRake, Polarity Rand, Theo
—— PRake, Polarity Rand, Theo
—— ARake, No Polarity Rand, Simu
T

10"
15 20 25 30

Eb/No (dB)

Fig. 7. Bit error rate vsF,, /Ny for different receivers in an asynchronous environment, wiére= 5, Ny = 15, N, = 10, E; = 1 and
E = 1. The channel parameters afe= 20, A = 0.25, o2 = 1. The SRake and PRake haydingers each.

a UWB system with polarity randomization and observe the performances of the SRake and the PRake receivers
for different number of fingerg/, using (29). It is observed from the figure that the performance of the SRake
receiver with10 fingers is very close to that of the ARake receiver whereas the PRake receiver needslaround

fingers for a similar performance.
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10°

Probability of Error

10
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~ V- SRake, M=3
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Fig. 8. Bit error rate vsE, /Ny for different receivers in an asynchronous environment, whére= 5, Ny = 15, N, = 10, E; = 2 and
E = 1. The channel parameters ake= 20, A = 0.25, o2 =1.

V. CONCLUSION

In this paper, the performance of random TH-IR systems with pulse-based polarity randomization has been
analyzed and approximate BEP expressions for various combining schemes of Rake receivers have been derived
Starting from the chip-synchronous case, we have analyzed the completely asynchronous case by modelling the
latter by an equivalent chip-synchronous system with uniform timing jitter at interfering users. The effects of MAI
and IFI have been investigated assuming that the number of pulses per symbol is large, and approximate expression
for the BEP have been derived. Also for a large number of interferers with equal energy, an approximate BEP
expression has been obtained. Simulation results agree with the theoretical analysis, justifying our approximate

analysis for practical situations.
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APPENDIX
A. Asymptotic Distribution ofi in (9)

The noise ternm in (9) can be obtained from (5) and (7) as= o, [ sg,)np(t)n(t)dt, wheren(t) is a zero mean
white Gaussian process with unit spectral density. Hencis, a Gaussian random variable for a given template
signal. Since the process has zero mearhas zero mean for any template signal. The variance ctn be

calculated as &%} = o2 [( Stemp( ))2dt using the fact thak(t) is white. Using the expressions in (7) and (8),

we get
Z-‘rl Nf 1 Z-‘rl Nf 1
E(n?} =02 > / FA(t)dt + 202 Z V) / Fi(t) fe(t)dt, (42)
J=iNy k=iN;
J#k’

where f;(t) = S Brwro(t — jTf — VT — (1= )T — 7).

It can be shown thaf ff(t)dt = Zlel 32 for all j sincew,,(t) is assumed to be a unit energy pulse. Now
consider [ f;(¢) fx(t)dt. By definition, f;(¢) fx(t) is zero when there is no overlap between the pulses from the
jth and thekth frames. Assume that < N.. Then, f;(t) fx(t) = 0 for |j — k| > 1. In other words, there can be

spill-over from one frame only to a neighboring frame. In this case, (42) becomes

L (i+1)N;—2 N
E(n?} =o2N; Y 2 +202 S dVdll) / Fi(t) faa (t)dt. (43)
=1 j=iN;

Note thatf;(¢) is a random variable at a given time instardue to the presence of the random time-hopping
sequencéeg.l)}, and{f;(t) fj+1(t)} are identically distributed fof = iNy, ..., (i+1) Ny —2. Since{dg.l)dﬁ)l} has
zero mean and forms an i.i.d. sequence fet iNy, ..., (i + 1)Ny — 2, {d§1)d§21 J fi(#) fi+1(¢)dt} forms a zero
mean i.i.d. sequence. Hence, the second summation in (43) converge to 2éfo-as oo, by the Strong Law of

Large Numbers.
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When theL < N, assumption is removed, we can still use the same approach to prove the result for finite values
of L. In that case, we can write a more general version of (43) as
D (i+1)N;—1-k
1 1
E{n*} = 02Ny Zﬁl + 202 Z S dVdl, / i) fn(tydt, (44)
k=1 j=iNy
where f;(t) fi(t) = 0 for |j — k| > D. SinceL is assumed to be finitd) is also finite. Hence, the second term in

(44) still converges to zero a¥; — oo.

Thus for largeN, E{n?} ~ 02N; 3"/, 47, and s is approximately distributed as~ A/ (O, oINS @2)

B. Proof of Lemma 3.1

The aim is to approximate the distribution @f= Z;flmjzf ! am, Wherea,, is given by (11). Note that
an, denotes the interference to theh frame coming from the other frames. Assuming that N, + 1, there can
be interference to the:th frame only from thgm — 1)th or (m + 1)th frames. Hence;,,, can be expressed as:
am=dD) S AV oW (G- m)Ty + () - D)) (45)
je{m—1,m+1}
Note thata;n,, . . ., a¢4+1)n,—1 are identically distributed but not independent. However, they form a 1-dependent
sequence [24] sinc&,, anda,, are independent wheneven —n| > 1.
The expected value af,, is equal to zero due to the random polarity code. That {g,8 = 0. The variance
of a,, can be calculated from (45) as
Eaz}l= Y E{ (60 (G = m)Ty + (Y - c&?)Tc)f} : (46)
jE{m—1,m+1}
where the fact that the random polarity codes are zero mean and independent for different indices is employed.
Since the TH sequence can take any valug(ni,..., N, — 1} with equal probability, the variance can be

calculated as

L-1

Efa2,} = i {BRGTE + R (T} (47)

ﬁw
o,

=1
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which can be expressed as

- L—j 2 L—j 2
~ 1 1
E{a%} = —2 Z (Z mal&;) + (Z o mj) , (48)
N Jj=1 =1 =1
using (12), (6) and (8).
Now consider the correlation terms. Sinte< N., E{a,,a,,} = 0 when|m —n| > 1. Hence, we need to consider
E{@mam+1} only. Similar to the derivation of the variance{&,a.,+1} can be obtained, from (45), as follows:

L—-1
Elamimi1} = 13 LY (Z ﬂzalﬂ> (Z B alﬂ) : (49)
7=1

C

Since{a m}rfﬁjévf " is a zero mean 1-dependent sequer‘fznff]\z,vf " a,, converges to
N (0, By [E{(am)*} + 2E{am@m1}]) (50)

as Ny — oo [24]. Hence, (13) follows from (48) and (49).

C. Proof of Lemma 3.2

In this section we derive the distribution of IFI fdr > N, + 1. Consider the case whe(® — 1)N, + 1 <
L < DN.+1, with D being a positive integer. Henc{aam}niﬂz]\z,vf ! forms aD-dependent sequence in this case.
Similar to Appendix B, we need to calculate the mean, the variance and the correlation tedpsifofll). Due

to the polarity codes, it is clear thaf&,,} = 0. The variance can be expressed as follows, using (11) and the fact

that the polarity codes are zero mean and independent for different indices:

B2} = Y E {[«z@ (G =mTy + (" c£,1>>Tc)]2}, (51)
"itm
which can be calculated as
1 N.—1N.—1 oo M . a O 9
E{ m} = 72 Z Z |:¢1w ((] *m)Tf + (Cj —Cnm )TC)} ) (52)
c =0 [=0 j=—o0
Jj#EmM

using that fact that the TH sequence is uniformly distributeddnt, ..., N. — 1}.
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Then, the variance term can be expressed as

E(a2,) = ]\;Mz_lj{[qﬁ}(m)}ﬁ s sm) }+ 5 5 {foum) + [im) ). 69
¢ j=1 ¢ j=N.

which can be obtained, using (12), (6) and (8), as follows:

1 L—N. 2 j 2
g (e ) (o)
=1

]:

N.— 2 L—j 2
+ 3 Z {(Zﬁz m) + (Zaﬁ”%) ] (54)
=1

J:
Sincea;ny, - - -, G(i+1)n,—1 form a D-dependent sequence, we need to calculdtg, &, 1.} forn =1,..., D.

Then, the IFI termi in (10) can be approximated by

N(O,El

D
E{<d’le)2} + 2 Z E{&iNfdiNf—f—n}] ) ; (55)

n=1
asN; — oo [24].

Using (11), (12), (6) and (8), the correlation term in (55) can be calculated, after some manipulation, as

D J J
ZE{diN‘f&iN‘ern} = Ni Z (ZﬁZaL—H j> (Za )ﬁL+z g)
n=1 ¢ % i=1
1 N.—1 7
(Z ﬂz Z+j> (Z Bz-i-]) . (56)
C J=1 =1 =1

Hence, (14) can be obtained by inserting (54) and (56) into (55).

D. Proof of Lemma 3.3

In order to calculate the distribution of the MAI from uskra*) = Zf;“d@;f "al¥), we first calculate

the mean and variance @ﬁf) given by (16), where the delay of the useg, is an integer multiple of the chip
interval: 7, = A T..

Due to the polarity codes, the mean is equal to zero for any delay vajubat is, Eaﬁﬁ)mk} = 0. In order to
calculate the variance, we make use of the facts that the polarity codes are independent for different user and frame

indices, and that the TH sequence is uniformly distributed(nt,..., N. — 1}. Then, we obtain the following



26
expression:
{18 = 5 3 f} Lo [~ 1+ G~ m)N. + AT} (57)
which is equal to
Ela)a) = Y [sW6T)] (59)

Using (12), (6) and (8), (58) can be expressed as

E{(al)?| A} = i

2 L1/ 2
Z (Z Bia| H—L ]> + Z (Z agk)ﬁi-s—L—j) ] . (59)
=1 \i=1

7j=1 \:=1

Moreover, we note that {igf)a%k”Ak} = 0 for m # n due to the polarity codes.

Similar to the proofs in Appendices B and {zp }n’ft}\],vf ! forms a dependent sequence and the MAI from
userk, a(¥) = Z ”Lé\f[f Lol converge to\ (0, EkE{(agi))Q}) since the correlation terms are zero.

Hence, (17) can be obtained from (59).
Note that the result is true for any value 4f; since E(afff))ka} in (59) is independent of\;. Hence, the

result is valid for both symbol and chip synchronous cases.

E. Proof of Lemma 3.4

The proof of Lemma 3.4 is an extension of that of Lemma 3.3. Considering (22), we have an additional offset
€x, Which causes a partial overlap between pulses from the template signal and those from the interfering signal.
Due to the presence of random polarity codes, the meaazﬁf@)fin (22) is equal to zero. Using the fact that

the polarity codes are zero mean and independent for different frame indices and that the TH codes are uniformly

distributed in{0, 1,..., N. — 1}, we can calculate the variance m%) conditioned onA, ande; as
1 N.,—1N.,—1 oo 9
() An et =55 > 2 D {6 =1+ G —mNe+ AT +al} . (60)
¢ =0 1=0 j=—o0

which can be shown to be equal to

L-1

Bk a) = Y [$0T+a)] 6)
c J—
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Note that since the expression in (61) is independemsof E{(a'¥)2| Ay, ex} = E{(a™)2[es}.
From (12), (6) and (8), we can obtain an expressiongzﬁtﬁ}(ch + €x) whenj > 0 as
L—j—1
Guv (JTe + €r) Z Oél( [Bi1jR(ex) + Bryjr1 R(Te — ex)] + OéL) BrR(eg), (62)
=1
whereR(z) = [0 wq(t — x)w,o(t)dt. Similarly, the expression fcxbgf,)(—ch + ¢;;) can be expressed as follows
for j > 0:
L—j
Su(—iTe+ex) = > By [ag_’?]R(ek) +a | R(T. — e)| + Br—jsr0" R(T. — e). (63)

=1

Using (62) and (63), E(a,(fi))2|ek} can be expressed from (61) as

2

L—1
E{<a$’i>>2lek}—]§20 (Z;ﬂ o BT — )+l 3R<ek>1+ﬁj+1a<f>R<Tc—ek>>
J
1 L=t 2
7 (Za (Bisr—jmrRex) + Bivri R (Tc—ek>1+a§?16LR<ek>> . (64)
¢ 7=0 \i=1

Also, due to the polarity codes, the correlation terms are zero. That{aé,’lg } = 0 for m # n. Then, from
the central limit argument in [24], we see thdt) in (15), conditioned ory,, converge to the distribution given in

Lemma 3.4.

F. Proof of Lemma 3.5

Consider (N, — 1) interfering users, each with bit energy, and assume normalized channel coefficients.
Then, the total MAla = Y7, a® is the sum of(N, — 1) uncorrelated random variables, wheré) =
N Es (DN, =1 (), Using the results in Appendix E, namely{céf)} =0, E{am al } =0 form # n

m=iNy

and (64), we obtain, a&, — oo,

1 E
N Z:: a®) ~ A <0 : ]VCE{U?\/[AI,k(Ek)}> : (65)

using the SGA [19]-[21], where {Er%/[ALk(ek)} can be obtained as in (28) from (64) using the fact that-

ulo, T,,).



