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Abstract

Performance Evaluation of Inter-cell Interference Mitigation

Techniques for OFDMA Cellular Networks

by Weiwei Wu

For emerging cellular wireless systems, the mitigation of inter-cell interference

is the key to achieve a high capacity and good user experience. This thesis is

devoted to the performance analysis of interference mitigation techniques for the

downlink in an orthogonal frequency division multiple access (OFDMA) network,

with a focus on the Long Term Evolution (LTE) standard. We investigate two types

of coordination techniques for interference mitigation, namely reuse partitioning and

resource prioritization in the frequency domain.

First, we assume best-effort elastic traffic for broad-band data networks and

introduce a new metric, called the flow capacity, to indicate the maximum traffic

intensity that can be supported by a base station sector while satisfying a minimum

level of provided service. We develop a queueing theoretic methodology to analyse

the flow capacity for standard reuse and reuse partitioning schemes with different

scheduling algorithms. Using this analysis framework, we show how an improved

cell-edge throughput can translate into an improvement in the flow capacity. We

develop model variants for infinite (Poisson arrivals) and finite user populations;

the infinite user population model is more tractable and yields simple, insightful

expressions for the flow capacity, while the finite user population model has greater

practical relevance. Furthermore, we develop a methodology to account for the effect

of interference from neighbouring base stations with an arbitrary level of loading.

Next, we propose possible distributed realizations of interference coordination

schemes in a reuse-1 environment, which are based on setting allocation priority

in the frequency domain. The proposed schemes are more suited to narrow-band



services and can be implemented in a fractional loading scenario.
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Chapter 1

Introduction

1.1 Overview and research motivation

The mobile and wireless communications industry has enjoyed tremendous growth

over the past two decades, and today, there are over four billion mobile subscribers

worldwide [59]. The focus in mobile and wireless systems has gradually shifted

from high volume voice services to high volume and high speed data services. This

has led to the development of third generation (3G) wireless technologies, which

are dominated by code division multiple access (CDMA) based technologies such

as wideband code division multiple access (WCDMA) and high speed packet access

(HSPA) [39, 53]. The 3G technologies can support the needs of existing wireless

broadband services. However, as more applications are devised and put into service,

there are increasing demands for better support for even higher data rates and

higher capacities. This has stimulated the need to develop orthogonal frequency

division multiple access (OFDMA) based next generation networks, including 3GPP

Long Term Evolution (LTE) [121] and Mobile WiMAX [55, 96]. OFDMA is well

suited to support higher data rates due to its advantages over CDMA, which include

bandwidth scalability, compatibility with multiple-input multiple-output (MIMO)

antenna techniques, and immunity against multi-path fading [147].

In CDMA-based networks, the data transmission of one user suffers not only from

inter-cell interference caused by all concurrent users in neighbouring cells or sectors

(these two terms are used interchangeably), but also intra-cell interference originated

by every other user transmitting in the same cell. In contrast, in OFDMA-based

networks, the frequency bandwidth is divided into a set of sub-carriers, and the

orthogonality of the sub-carriers effectively eliminates intra-cell interference, leaving

1
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inter-cell interference as the most prominent source of interference in a multi-cell

environment. However, inter-cell interference can be severe due to the following: (i)

the scarcity of spectrum combined with the desire for high peak rates leads to an

objective of universal frequency reuse (i.e. reuse-1), or as close to that as practical;

(ii) a need for a high capacity per unit area causes the sector sizes to be small, which

leads to a dense network. Therefore, with such deployments, the management of

inter-cell interference is a challenge for wireless operators. This thesis is devoted to

the performance analysis of techniques which help to mitigate inter-cell interference

in OFDMA systems.

In a dense reuse-1 network, a user at the sector edge is exposed to strong inter-

cell interference, which leads to a low signal to interference and noise ratio (SINR),

and, consequently, limited throughput. Therefore, there is a need for interference

mitigation techniques at the base station and/or the mobile terminal to improve the

user performance, particularly for the edge users.

There are a number of different types of interference mitigation techniques. In-

terference coordination is one of the most promising approaches, and has received

considerable attention in the literature. The basic principle is to apply some re-

strictions to the resource allocations in a coordinated way among neighbouring base

stations. The coordination can be achieved via resource management or resource

scheduling. OFDMA is much more amenable to resource coordination than CDMA,

since OFDMA resources are partitioned in both frequency and time.

Coordination schemes involving resource management include conventional reuse

schemes with a frequency reuse factor greater than 1 (such as reuse-3) and reuse par-

titioning [61,128]. In reuse partitioning schemes, the available frequency bandwidth

in each sector is partitioned into a reuse-1 band that is allocated to sector centre

users and a reuse-3 (or larger reuse) band allocated to sector edge users. Two varia-

tions are possible, namely fractional frequency reuse (FFR) and soft frequency reuse

(SFR), depending on the different use of the edge bands in neighbouring sectors.

Reuse partitioning schemes can achieve a frequency reuse factor close to 1 if the

resources in the network are planned well.

Many studies on reuse partitioning [33, 57, 106, 111, 115, 119, 125, 146] have ap-
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plied simulation under the assumption of persistent traffic (full-buffer) to investigate

the base station performance, including the sector throughput and the sector edge

throughput. The general consensus is that reuse partitioning leads to an improve-

ment in the sector edge throughput compared to the conventional reuse-1 scheme,

but a reduction in the sector throughput. However, the key question of whether the

improvement in the edge performance justifies the reduction in the sector throughput

is left unanswered.

In coordination schemes based on resource scheduling, users are dynamically

assigned those resources on which they suffer less interference. Many studies inves-

tigate this allocation problem using various optimization techniques [48, 75, 77, 118,

124,126,127,149]. However, they assume the existence of a central controller which

has full system state knowledge, which is not feasible in real systems. Furthermore,

if the number of users in the system is large, the amount of computation required for

the solutions can be prohibitive. A much simpler alternative is to do the scheduling

based on prioritization of the resource allocations in the frequency domain. The key

question is whether such an approach can deliver worthwhile performance gains.

1.2 Research objective

The aim of this thesis is to determine whether or not reuse partitioning or resource

prioritization in the frequency domain provide benefits over conventional resource

allocation and scheduling approaches. To provide a concrete example for our numeri-

cal studies, we focus on the downlink transmission direction of a LTE network. Note,

however, that our analysis framework and proposed schemes are equally applicable

to Mobile WiMAX or any other OFDMA-based cellular technology.

First, we assume best-effort elastic traffic for broad-band data networks and in-

troduce a new metric, called the flow capacity, to indicate the maximum traffic

intensity that can be supported by a base station sector while satisfying a mini-

mum level of provided service. To indicate the level of service, we apply the flow

throughput to be the user-level performance metric. The flow throughput gives an

estimate of the average throughput experienced by a user when downloading a file
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(see Bonald and Proutiére [26] and Borst [28]). We develop a queueing theoretic

methodology to analyse the flow capacity for standard reuse and reuse partitioning

schemes with different scheduling algorithms. We apply this framework to find the

capacity benefits of reuse partitioning schemes.

Next, we propose possible distributed realizations of interference coordination

schemes in a reuse-1 environment, which are based on setting allocation priority in

the frequency domain. The proposed schemes are more suited to narrow-band ser-

vices and can be implemented in a fractional loading scenario. We perform system-

level simulation to investigate the performance improvement due to the resource

prioritization schemes.

1.3 Thesis outline

The chapters in this thesis are organized as follows.

In Chapter 2, we give some background and context necessary for understanding

the materials in subsequent chapters. We briefly review some basic concepts of

3GPP LTE, and survey the literature related to interference mitigation techniques.

Then we discuss several important performance metrics defined for high data rate

wireless networks. Since a large part of our work is about modelling the scheduler at

a base station at a flow level, processor sharing queueing disciplines are introduced.

In Chapter 3 and Chapter 4, we use a flow-level queueing theoretic approach to

analyse and compare the downlink performance of reuse-1, reuse-3 and static reuse

partitioning schemes, namely FFR and SFR, with different scheduling algorithms.

We develop model variants for infinite (Chapter 3) and finite (Chapter 4) user pop-

ulations to characterise the user performance for elastic traffic, and define a new

flow capacity metric as a basis for comparison of different reuse schemes. In our

models, we employ a hybrid simulation/analysis approach, where a rate distribution

obtained via simulation is used as input to the queueing model. Furthermore, we

develop a methodology to account for the effect of interference from neighbouring

base stations with an arbitrary level of loading.

In Chapter 5, we propose several inter-cell interference coordination schemes for
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the LTE downlink to enable efficient utilization of the entire available bandwidth.

The schemes are based on setting resource allocation priority in the frequency do-

main; variants are possible, depending on whether the allocation priority is assigned

through off-line network planning (static) or is made adaptive to traffic load vari-

ations in neighbouring sectors. We perform system-level simulation to investigate

the base station performance, namely the average sector throughput and the sector

edge throughput.

In Chapter 6, we summarize the main results in this thesis, and describe potential

directions for future research.

1.4 Contributions

The main contributions of this thesis are as follows.

(i) We use a flow-level queueing theoretic approach to characterise the user per-

formance for elastic traffic, and introduce a new performance metric, which we

call the flow capacity. By comparing the flow capacities of different interfer-

ence mitigation schemes, we show how an improved cell-edge throughput can

translate into an improvement in the flow capacity.

(ii) In addition to modelling the baseline round-robin (RR) scheduler, we show how

the variations of the proportional fair (PF) scheduling gain with the number of

active users can be incorporated into the analytical model. Furthermore, for

the PF case, we implement a computationally efficient algorithm to solve for

the flow throughputs by exploiting a fast convergence property of the multi-

user diversity gain.

(iii) We perform the capacity analysis using a hybrid simulation/analysis approach,

which dramatically reduces the computational effort compared to a pure simu-

lation approach. Our approach requires simulation only of the single user rate

distribution, which can be obtained from a simple static system-level simula-

tion.
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(iv) We develop model variants for both infinite user population (Poisson arrivals)

and finite user population models. The infinite user population model is more

tractable and yields simple, insightful expressions for the flow capacity for the

round-robin scheduler. The finite user population model is more computation-

ally complex but has greater practical appeal, since real sector populations are

finite. In the finite user population model, we go further than the works by

Bonald and Proutiére [26], Borst [28], and Liu and Virtamo [83] by devising

computationally efficient methods to solve for the flow throughputs. Further-

more, we present an approximation method to calculate an estimate of the flow

capacity with reduced computational complexity, which is particularly useful

for the PF case.

(v) We extend the flow-level methodology of [26, 28, 83] to the reuse partitioning

setting, which requires definition of separate processor sharing queueing sys-

tems for the sector centre and sector edge users. In the process, we significantly

extend the methodology itself in several directions that are not specific to reuse

partitioning, but have general applicability so that our framework can be also

used to find the capacity benefits of general performance enhancement tech-

niques. We present an example that explores the capacity benefits of MIMO

schemes.

(vi) We perform the analysis in a multi-cell scenario with fractional loading, show

how fractional loading in the interfering sectors can approximately be taken

into account, and present an iterative approach to find the flow capacity for a

homogeneous load network.

(vii) We propose possible distributed realizations of interference coordination schemes

in a reuse-1 environment based on resource prioritization in the frequency do-

main, where the allocation priority can be assigned statically through network

configuration or be made adaptive to traffic load variations. For the static

schemes, we apply the idea of traditional reuse or a heuristic and greedy algo-

rithm to assign the priorities. For the adaptive schemes, we define the inter-

ference weights to indicate different interference impacts of the neighbouring
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sectors which can be pre-computed reflecting the average interference impact or

be user-specific depending on the user channel conditions. Inter-base-station

signalling is introduced to obtain the resource allocation information in the

neighbouring sectors. The tradeoff between system performance and signalling

overhead in the adaptive schemes is investigated.

All the above contributions are fully or partially presented in the following pub-

lications and submissions.

- W. Wu, M. Gitlits, and T. Sakurai. Dynamic resource allocation with inter-cell

interference coordination for 3GPP LTE. In Asia Pacific Microwave Confer-

ence, APMC 2008, pages 1-4, December 2008.

- W. Wu and T. Sakurai. Capacity of reuse partitioning schemes for OFDMA

wireless data networks. In IEEE 20th International Symposium on Personal,

Indoor and Mobile Radio Communications, PIMRC2009, pages 2240-2244,

September 2009.

- W. Wu and T. Sakurai. Flow-level capacity of fractionally loaded OFDMA

networks with proportional fair scheduling. In IEEE Vehicular Technology

Conference, VTC-2010 Fall, September 2010.

- W. Wu and T. Sakurai. Flow capacity of different reuse schemes in OFDMA

wireless data networks. Submitted to IEEE Transactions on Wireless Com-

munications.

During the course of my PhD study, some other research has been made which is

not included in this thesis. The following is the publication related to this research.

- W. Wu, B. Moran, J. H. Manton, and M. Zukerman. Topology design of un-

dersea cables considering survivability under major disasters. In International

Conference on Advanced Information Networking and Applications Workshops,

WAINA 2009, pages 1154-1159, May 2009.
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Chapter 2

Background

2.1 Introduction

The aim of this chapter is to present the background and context necessary for

understanding the materials in subsequent chapters. We first review some basic

concepts of 3GPP LTE, followed by an overview of various interference mitigation

techniques. In addition, several important performance metrics defined for high

data rate wireless networks are presented. Since a large part of our work is about

modelling the scheduler at a base station (BS) at a flow level, processor sharing

queueing disciplines are introduced.

In Section 2.2, an overview of LTE and OFDMA, and the associated inter-cell in-

terference problem are presented. Then, a brief survey of the interference averaging,

cancellation and coordination techniques is given in Section 2.3. The primary met-

rics for base station performance and user-level performance for evaluating resource

allocation schemes are covered in Section 2.4. Lastly, the processor sharing queue-

ing disciplines to model round-robin (RR) and proportional fair (PF) scheduling are

introduced in Section 2.5.

2.2 Basic concepts in 3GPP LTE

In the past decade, the mobile and wireless communications industry has experienced

an explosive growth and brought significant changes to the design of wireless network

systems. While the earlier mobile communications standards focused primarily on

voice traffic, the emphasis now is on the provision of high data rate service. Although

3G technologies such as WCDMA [53] and HSPA [39] provide significantly higher

9
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speed data communication services than 2G technologies such as general packet radio

service (GPRS) [51] and enhanced data rates for global evolution (EDGE) [73], there

are increasing user demands for still higher data rates and higher quality mobile

communication services.

Long Term Evolution (LTE) is the next step forward in the road-map of the

3GPP mobile communications standardisation body, and will be the basis on which

next generation systems will be built [64]. The main objectives of LTE are to provide

high data rates (greater than 100 Mbps for the peak rate in the downlink and greater

than 50 Mbps in the uplink), low user plane and control plane latency, low cost (for

the operators and end users) and packet-optimized radio access technology, while

supporting flexible spectrum allocations (see 3GPP specification [1]).

The conflict of limited spectrum and rapidly growing user demands requires that

the modulation and multiple access scheme in LTE must be much more spectrally

efficient and flexible than those applied in current mobile systems. Orthogonal

frequency division multiple access (OFDMA) is one such key technology. LTE has

selected OFDMA for the downlink radio access, and single-carrier frequency division

multiple access (SC-FDMA), which is a modified form of OFDMA, for the uplink

(see 3GPP specification [4]).

OFDMA is a multi-user version of the OFDM modulation scheme, which has the

great advantage of immunity against severe frequency selective fading. In OFDMA,

the data is transmitted over a large number of narrow-band sub-carriers. The sub-

carrier frequencies are chosen so that the sub-carriers are orthogonal to each other,

which can substantially decrease the inter-carrier interference, or cross-talk between

sub-carriers. Furthermore, an extra guard interval, known as the cyclic prefix (CP),

is introduced in OFDM modulation to overcome the time dispersion of the channel,

which helps to eliminate the inter-symbol interference.

In LTE, the smallest unit of resource that can be allocated is called a resource

block (RB). According to the 3GPP standard [4], one RB spans a 0.5 ms slot in

the time domain and consists of 180 kHz (12 adjacent OFDM sub-carriers) in the

frequency domain, as depicted in Figure 2.1. In a frequency division duplex (FDD)

LTE system, the scheduling is done on a sub-frame (1 ms) basis, and the resource
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allocation is usually carried out in terms of a resource block pair (RBP), which

consists of two consecutive RBs (one sub-frame) in the time domain. Within one

RBP, some specific resource elements, called reference signals (RS, see Figure 2.1),

are used for channel estimation, timing synchronization, and other purposes. A

sub-band is a group of several adjacent RBs in the frequency domain; the size of a

sub-band varies depending on the total available frequency bandwidth in the system

(see 3GPP specification [5]).

Figure 2.1: The structure of resource block and sub-frame in LTE for normal cyclic
prefix.

A fixed tri-sector layout is usually considered, with one base station (referred

to as e-NodeB or eNB) at the centre of each site, controlling the three sectors, as

depicted in Figure 2.2. When the sector size is small, the dense network leads to an

interference-limited environment.

In an attempt to maximise the capacity, a frequency reuse of 1 among sectors

is typically suggested, where all the frequency resources are available everywhere in

each sector. In a reuse-1 system, the interference will severely limit the user perfor-

mance, particularly at the sector edge. Since intra-cell interference can be eliminated

if the user equipments (UE) within one sector are allocated mutually exclusive RBPs,

inter-cell interference (ICI) is the most prominent source of interference in a multi-

cell environment. In the downlink, ICI comes from the neighbouring base stations

using the same resource, as shown in Figure 2.2, while in the uplink, ICI is gener-
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Figure 2.2: A tri-sector layout and downlink inter-cell interference.

ated by the UEs allocated the same resource in other sectors. As a consequence, an

important research topic in LTE networks, and OFDMA networks in general, is how

to reduce the ICI. In this chapter, we focus on downlink ICI mitigation techniques,

most of which can also be applied directly or with minor changes to the uplink.

2.3 Interference mitigation techniques

A variety of interference mitigation techniques have been proposed for OFDMA

networks, including interference cancellation at the UE, interference averaging, in-

terference coordination, and other advanced techniques such as multi-antenna trans-

missions. The different types of techniques can often be applied in combination for

more effective interference mitigation.

2.3.1 Interference averaging and cancellation

Interference averaging is the class of techniques which attempts to randomize the

interfering signals and hence distribute the interference among all users evenly, such

that the edge user will not always suffer strong ICI during all the transmission

period.

The early 3GPP proposals for LTE [107–110] consider a distributed RB definition
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in the frequency domain as a means of achieving frequency diversity. In this scheme,

the sub-carriers within a RB are distributed over the operating bandwidth instead

of being contiguous as shown in Figure 2.1 (also see Pokhariyal, Kolding and Mo-

gensen [101]). Sector-specific scrambling is another proposal in 3GPP to randomize

the interference from surrounding sectors (see 3GPP contributions [105,113]).

Frequency hopping (FH) is another well-known technique to average the interfer-

ence, which has been successfully applied in Global System for Mobile Communica-

tions (GSM) networks [95]. As shown in Figure 2.3, the transmit and receive carrier

frequencies are dynamically assigned for each frame in GSM via hopping between

available frequencies according to a specific sequence, which can be cyclic or pseudo

random. FH can also be adopted in OFDMA networks (see Kim et al. [67] and

Stolyar and Viswanathan [129]). If planned correctly, FH can reduce the possibility

of using the same RBs in adjacent sectors all the time.

Figure 2.3: An example of FH in GSM with four hopping frequencies: (a) cyclic;
(b) pseudo random.

Interference cancellation techniques use extra signal processing at the receiver

to suppress the interference. The basic principle is illustrated in Figure 2.4. The

receiver first carries out the channel estimation of the interference signals using

approaches such as minimum mean squared estimation (MMSE) or maximum like-

lihood sequence estimation (MLSE) on the reference signals (see Li, Seshadri and

Ariyavisitakul [78] and Beek et al. [134]), and subtracts the estimates from the re-

ceived signal to obtain an interference-cancelled signal. There are generally three

categories: successive interference cancellation, parallel interference cancellation and

iterative interference cancellation (see Andrews [11] and WINNER project [56]).
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Since the data detection is performed on the interference-cancelled signal instead of

the original received signal, the signal quality can be improved.

Figure 2.4: The basic principle of interference cancellation.

Impact on system design and discussion

The main impacts on the system design that need to be considered are the possible

changes in system architecture, additional measurements for the channel quality,

and signalling overhead for the communications between UE and base stations or

the communications between base stations (see WINNER project [56, 57]).

The support of interference averaging techniques has very limited impact on the

system architecture. The distributed definition of RB, sector-specific scrambling,

and frequency hopping sequences may be set by network planning procedures. No

additional measurements and signalling are needed. However, these types of tech-

niques will cause interference to some users who may be initially in good signal

quality conditions. Moreover, interference averaging is mainly beneficial for narrow-

band services with small packet sizes, and even then, the overall performance benefit

can be quite small [56].

Interference cancellation in the downlink will impose additional complexity on

the device. The accuracy of the channel estimation is the main concern; estimation

errors may degrade the system performance greatly. Therefore, the network should

be synchronized well in the time domain; the parameters of the interfering signals,

such as modulation and code scheme (MCS), should be known at the receiver, which

may require some control signalling. Furthermore, these techniques introduce addi-

tional processing latency, and are therefore only applied to deal with the dominating

interference.
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2.3.2 Interference coordination

Interference coordination (also referred to as interference avoidance) is one of the

most promising approaches to solve the problem of ICI in OFDMA systems, and

has received considerable attention in 3GPP for LTE. The basic principle is to apply

some restrictions to the resource allocations in a coordinated way among neighbour-

ing base stations. The coordination techniques can be classified into two categories:

resource management and resource scheduling (see Hernández, Gúıo and Valdovi-

nos [52], Boudreau et al. [29], Hu, Luo and Chen [54], and WINNER project [57]).

Furthermore, depending on the time scale (days, or minutes/seconds/milliseconds),

the coordination between base stations can be classified as static or adaptive.

Standard reuse and reuse partitioning schemes

LTE is designed to operate with an aggressive frequency reuse plan, with reuse-1

as an objective. Figure 2.5(a) illustrates the frequency and power allocations in the

reuse-1 scheme, where all frequency resources are available everywhere in each sector.

The lower pictures in Figure 2.5 depict the mapping of power (P ) to frequency (F ),

showing the frequency partitions; the upper pictures show the allocation of the

frequency partitions to the sectors, including centre and edge allocations in reuse

partitioning schemes.

A conventional reuse scheme with a reuse factor greater than 1, such as reuse-

3 or reuse-7, is the simplest interference coordination technique based on resource

management. Figure 2.5(b) illustrates the power and frequency configuration for a

reuse-3 scheme. In reuse-3, each sector only gets one third of the bandwidth of the

reuse-1 case, and the allocations are configured to be orthogonal among immediately

neighbouring sectors. This type of static resource management can avoid allocating

the same frequency resource in the adjacent sectors, leading to substantially lower

interference.

Reuse partitioning (see Katzela and Naghshineh [61] and Sternad et al. [128]) is

another type of resource management technique to mitigate ICI and improve sector-

edge performance. The essential idea is to partition the available frequency band in
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Figure 2.5: Standard reuse schemes: (a) reuse-1, (b) reuse-3 and reuse partitioning
schemes: (c) FFR, (d) SFR.

each sector into a reuse-1 band that is allocated to sector centre users and a reuse-3

(or larger reuse) band allocated to sector edge users. Variants are possible, depending

on whether the use of the edge bands of neighbouring sectors is strictly prohibited

in the reference sector (fractional frequency reuse (FFR), shown in Figure 2.5(c),

see Elayoubi, Haddada and Fourestié [42], and Simonsson [125]), or made available

with reduced transmission power for sector centre users (soft frequency reuse (SFR),

shown in Figure 2.5(d), see [57], Rahman, Yanikomeroglu and Wong [119], and Xiang

et al. [146]). A metric needs to be introduced to differentiate the centre/edge users,

which can be the location, geometry factor (see Won et al. [139] and Zhang et

al. [148]) or an SINR threshold (see [142] or Chapter 3). If a user is deemed to be

an edge user, only edge band resources can be allocated. Users in the centre area

can access both the centre band and any unoccupied edge band resources.

In FFR and SFR schemes, the edge band size is an important design parameter,

which can be changed through operations and maintenance intervention (static) or

adaptive to traffic load variations in neighbouring sectors. Furthermore, the power

levels for the centre and edge band can also be adjusted to pursue an improved

overall system performance. Stolyar and Viswanathan [129, 130] propose one such

algorithm, called Multi-cell Gradient (MGR), to adjust the transmit power of differ-

ent sub-bands with periodical exchange of information between neighbouring sectors.
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The information exchanged is the gradient of the system utility function with respect

to the current sub-band transmit powers in the sector.

These schemes may bring in some changes to the system design and implementa-

tion, and each scheme has its own advantages and disadvantages. In the static reuse

schemes and reuse partitioning schemes, the spectrum allocations in each sector re-

main constant over time, and can be done off-line via network planning. Therefore,

no inter-base-station communication is required. However, these schemes have the

disadvantage that the available bandwidth in each sector is usually much less than

that of reuse-1 scheme. In particular, it is extremely low in the standard reuse

schemes, for example, only one third for reuse-3 compared to reuse-1 and even lower

for schemes with a larger reuse factor. For the adaptive FFR/SFR schemes, some

additional information exchange will be required via inter-base-station signalling in

order to agree on the edge band size, possibly on a relatively slow time scale.

Dynamic scheduling

Due to the dynamic arrivals of data flows, as well as the time-varying characteristics

of the interference, a scheduling algorithm can be applied to dynamically allocate to

the users those resources on which they suffer less interference. The ICI coordination

schemes based on dynamic resource scheduling take a reuse-1 scheme into account.

The essential problem is how to improve the user performance, especially for those

in the sector edge area.

Numerous studies on dynamic resource scheduling in OFDMA systems in the sin-

gle cell (see Li and Liu [76], Shen, Andrews and Evans [124], Song and Li [126,127],

Wang et al. [135], Wong et al. [140], and Zhang and Letaief [149]) and multi-cell con-

text (see Gesbert et al. [48], Li and Liu [75,77], and Rahman and Yanikomeroglu [118])

are available in the literature. Most of these studies solve the problem using various

optimization techniques to maximise the total throughput (or utility) or minimise

the total transmit power.

In the single-cell multi-user scenario, the optimization problem can be formulated
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as

max
K
∑

k=1

N
∑

n=1

δk,nrk,n, (2.1)

such that
K
∑

k=1

N
∑

n=1

δk,nPk,n ≤ Px,

N
∑

n=1

δk,nrk,n ≥ Rk ∀k,

if δk,n = 1, then δk′,n = 0 ∀k′ ̸= k,

Pk,n ≥ 0, rk,n ≥ 0 ∀k, n,

or

min
K
∑

k=1

N
∑

n=1

δk,nPk,n, (2.2)

such that
N
∑

n=1

δk,nrk,n ≥ Rk ∀k,

if δk,n = 1, then δk′,n = 0 ∀k′ ̸= k,

Pk,n ≥ 0, rk,n ≥ 0 ∀k, n,

where it is assumed that there are K active users and N available resource units

in the cell; Px is the total transmit power; Rk, k = 1, . . . , K, is the data rate re-

quirement for user k; if the nth resource unit is assigned to the kth user, rk,n is

the achieved throughput, Pk,n is the transmit power, and δk,n is an indicator vari-

able. The computational complexity in such optimization problems is very high

(NP-hard), thus sub-optimal methods are usually applied to significantly reduce the

amount of computation while still achieving performance close to the global optimum

(see [76, 124,135]).

The authors in [48,75,77,118] extend the optimal resource allocation problems to

the multi-cell scenario. Even though several approaches are presented to reduce the

complexity, it is still a very complicated problem, particularly in a traffic-varying

environment. A central controller is usually assumed for the coordination among a

group of neighbouring sectors, which collects all the information from the users and
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base stations through signalling. By solving the optimization problem, the resource

allocation can be made optimal (or sub-optimal) in the group of sectors. These

models give an insight into the upper bound for the scheduling gain, however, the

actual implementation of these near-optimal mechanisms are typically not feasible

or economical in real systems due to the need for a global optimizer, perfect channel

knowledge and huge computational complexity.

Other advanced techniques, such as graph theory, can also be applied for ICI

coordination during scheduling. Necker in [92, 93] constructs an interference graph

(see Figure 2.6); if there is an edge between two users in this graph, it indicates

the possibility of high interference and the scheduler in the system should avoid

allocating the same frequency resource to them. Such a scheme can maintain a

minimum required SINR throughout the coverage area. However, the procedure is

done based on a global interference analysis and the knowledge of full system state

information (of both base stations and users). Secondly, if the number of users in the

area is large, the amount of computation required for constructing the interference

graph may be prohibitive.

Figure 2.6: An example of interference graph [92,93].

Some schemes therefore consider the coordination of transmissions among base

stations in the time domain by switching off several base stations for a certain amount

of time according to traffic in order to avoid the adverse effect of inter-cell interference

(see Ahmed, Yanikomeroglu and Mahmoud [9], Bonald, Borst and Proutiére [24],
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Liu and Virtamo [84]). Such time scheduling may perform well in fixed wireless

systems (see Leung and Srivastava [74]), however, it is hard to implement in fully

dynamic scenarios and it may seriously reduce the resource utilization.

With respect to the impact on the system design, we can see that in dynamic

scheduling schemes, additional inter-base-station signalling is first required to obtain

the system state information in the neighbouring sectors. Secondly, very tight time

synchronization needs to be performed between the base stations. Thirdly, addi-

tional measurements should be done at the UEs and the state reporting may also

require additional signalling between the UEs and base station. Lastly, the process-

ing latency and computational complexity are other important considerations.

The support of coordination and scheduling in LTE specifications

In the LTE specifications, ICI coordination is performed through the X2 interface

(see 3GPP specification [6]), which is a logical interface through which the base

stations (eNBs) are interconnected with each other. A load indication procedure

(see Figure 2.7) is used to transfer interference coordination information, namely load

information [7], between the neighbouring eNBs. The load information indicates the

interference level experienced by the originating sector on all resource blocks. Thus

the receiving eNB may take such information into account for its scheduling policy.

Figure 2.7: Load indication procedure in LTE.

The channel quality indicator (CQI) measurement reporting mechanism in LTE [6]

also helps to support the dynamic scheduling on the downlink. As shown in Fig-

ure 2.8, the UE measures the reference signals to determine the received channel

quality, which is essentially an SINR measurement; then the UE reports the CQI

values of the downlink resources (on the basis of per-sub-band or wide-band) to the
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eNB, which can be performed either periodically or aperiodically. Then the eNB

can use the UE’s reported CQI to schedule and allocate resources to the UE on

the sub-bands with good channel conditions, and choose an appropriate modulation

and coding scheme. To maximise the benefit from this mechanism, each UE should

ideally provide accurate and timely CQI feedback. However, there are several prac-

tical issues with CQI reporting in real systems that detract from these objectives,

such as reporting granularity, reporting delays and wireless errors (see Kwan and

Leung [71], 3GPP contributions [116,117], and Wunder et al. [145]).

Figure 2.8: CQI reporting mechanism in LTE.

2.3.3 Other ICI mitigation techniques

There are several other techniques, which can be combined with the use of ICI aver-

aging, cancellation and coordination for more effective ICI mitigation. For example,

beamforming enables transmission in narrow beams in desired directions, resulting

in very high gain and incurring less interference to other directions in the system

(see Hu et al. [54], WINNER project [58], and Liu and Li [81]).

Adaptive antenna systems, which consist of multiple antenna elements with ca-

pability to optimize the transmission pattern automatically in response to the sig-

nal environment, are other important technologies used in wireless communication

systems for ICI mitigation (see Bellofiore et al. [15], Karakayali, Foschini and Valen-

zuela [60], Liberti and Rappaport [79], and Murch and Letaief [90]). One way is to
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use the smart antennas to take advantage of the spatial diversity effect at the trans-

mitter (multiple-input single-output (MISO)), the receiver (single-input multiple-

output (SIMO)), or both (multiple-input multiple-output (MIMO)) (see Andrews,

Choi, and Heath [12] and Gesbert et al. [49]). In LTE and future broadband wireless

systems, multiple antennas are available at both the base stations and the UEs. The

UE can compare or combine the multiple receiving signals using Maximum Ratio

Combining (MRC) or Interference Rejection Combining (IRC) approach (see Wei

et al. [136]), and thus reduce the errors caused by the interference or other adverse

effects of multi-path propagation.

Last but not least, dynamic power control (see Foschini and Miljanic [46], and

Pischella and Belfiore [99]) and multi-hop transmission or relaying (see Nabar et

al. [91], Ng and Yu [94], and Pabst et al. [97]) can also be used to deal with inter-

ference.

2.4 Performance metrics

The system-level performance studies of LTE systems that have appeared in the

literature are typically simulation-based. To evaluate a proposed resource allocation

or scheduling scheme, it is necessary to choose good performance metrics (see Tranter

et al. [133]). There is no single universal performance metric for all systems. A good

performance is defined quite differently for the user viewpoint compared to the base

station viewpoint.

The metrics oriented towards measuring the base station performance include av-

erage sector throughput and sector edge throughput (see 3GPP contributions [115],

Simonsson [125], and [141]). Sector throughput is the sum of the rates for all con-

current users in a sector, while the sector edge throughput is usually defined as the

maximum data rate achieved by the worst 5 percent of users in the sector, and is

obtained from the cumulative distribution function of the user data rate. These

two metrics are considered the primary performance metrics for schedulers in wire-

less networks, where a persistent or full-buffer traffic model (assuming that there is

never a shortage of data to transmit) and a relatively high system load are normally
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assumed in the simulations. Persistent traffic is an artificial construct designed to

fully exercise the lower protocol layers, with the aim of determining a bound on per-

formance. However, these metrics do not shed much light on user-level performance.

User-level performance reflects the user experience provided by the system, such

as the blocking probability, response time or session duration, or user throughput

(see Fodor [43] and Wu, Williamson and Luo [144]). To estimate the user-level

performance, a traffic model that accounts for the statistical nature of real traffic is

needed. For non-persistent elastic traffic, Bonald and Proutiére in [26] show that the

flow throughput (the ratio of the mean flow size to the mean flow duration, which

is an estimate of the average throughput experienced by a user when downloading

a file) is an appropriate user-level performance metric, which can be estimated an-

alytically using a queueing theoretic approach. On the basis of flow throughput,

derived metrics such as the cell capacity [21,26] and the flow capacity [142,143] (see

Chapter 3) give important performance indicators of the provided service to the

users.

2.5 Processor sharing models

To estimate the user-level performance analytically, we assume the following traffic

model: the users are uniformly distributed in each cell, and the traffic of each user

is elastic best-effort traffic. Each user only generates one elastic data flow at a time,

where the flow size is independent and identically distributed (i.i.d.). We note that

in our analysis, the user-level performance is not sensitive to flow size distributions,

but depends only on the mean flow size.

The processor sharing (PS) discipline is an appropriate abstraction to model a

base station on the downlink. The PS model has traditionally been used to represent

resource time-sharing by jobs in a computer system (see Kleinrock [68,70], and Mitra

and Weiss [88]) and bandwidth sharing on the Internet (see Ben Fredj et al. [47]).

Recently, it has also been applied to the user-level performance analysis of wireless

networks (see [26, 144], Bonald and Hegde [25], Borst [28], Cho et al. [32], Lei et

al. [72] and Shankaranarayanan et al. [122,123]).
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Theoretically, the PS model assumes an ideal fluid resource allocation (infinitely

divisible resources). In real systems such as LTE, of course, the resources have a

finite minimum size in both the frequency and time domains. However, as shown

in [28, 72], time-slotted systems like LTE can be represented by the PS model in

continuous time if the duration of the time slot is much shorter than that of the data

flow transmissions. In LTE, the scheduling is done on a 1 ms basis (see Section 2.2),

which is relatively short compared to the time to transmit a typical data flow, which

is in the order of seconds.

In wireless systems, the instantaneous transmission rate of a flow, denoted by r,

depends in a complex way on the channel conditions and varies over time due to inter-

cell interference, fast fading and user mobility. In our model, similar to Borst [28],

we assume stationary users and assume that the fading is relatively fast compared

to the flow transmission. The effects of interference and fast fading can be taken

into account by letting r , RY , where R = E[r] is the uncontended time-average

rate achieved in the absence of other active flows when the base station allocates all

its time and frequency resources to the user to send this flow. The random variable

Y represents the fast fading effects and is independently and identically distributed

with unit mean.

Figure 2.9 depicts the queueing model that we use for the base station. The

elastic data flows are generated by the users and enter the queue, which can be

characterised according to their uncontended time-average transmission rates and

classified into K classes. The service discipline at the server is processor sharing, so

that multiple flows share the service capacity of the sector. A flow which has finished

its transmission will leave the queue. The type of processor sharing depends on the

scheduling algorithms used at the base station.

Figure 2.9: A single-server queue model.
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There are several basic concepts in the queueing system, which will be used in the

analysis in Chapters 3 and 4. The rate at which the flows enter the queue is called

the arrival rate, denoted by λ. In absence of other flows, the average transmission

time of a flow is called the mean service time, denoted by 1/µ. The offered traffic is

defined by

ρ =
λ

µ
. (2.3)

The average time from the moment a flow arrives until its service is complete is

called the mean duration of a flow (also called mean response time or mean sojourn

time), denoted by E[T ]. The mean number of active flows in the queue (including

those in service) is called the mean queue size and denoted by E[x]. The utilization,

denoted by U , is the proportion of time that the server is busy (when there is at

least one active flow in the system). Let p0 be the probability that the system is

empty, we have

U = 1− p0. (2.4)

An important theorem for the relationship of the arrival rate, mean duration and

mean queue size is known as Little’s Formula (see Kleinrock [69]), which is formu-

lated as

E[x] = λE[T ]. (2.5)

2.5.1 RR scheduling and EPS

Round-robin (RR) is the simplest and best-known scheduling algorithm, which as-

signs frequency/time resources to each flow in equal portions and in circular order,

handling all flows in a fair manner. If RR scheduling is applied at the base station,

the server in Figure 2.9 can be modelled as an egalitarian processor sharing (EPS)

queue [26, 144]. If x(x > 0) flows are active at the base station at time t, then each

flow obtains during [t, t+∆t] an amount of service equal to ∆t/x. Thus a flow with

time-average rate R is served with the rate R/x.
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2.5.2 PF scheduling and GPS

In a wireless system with many users whose channels are fading independently, there

are likely to be some users experiencing good channels and some users experiencing

poor channels at any given time. Hence, an opportunistic scheduler can take ad-

vantage of the multi-user diversity by allocating the resources to the users with the

best channels to improve the performance (see the book by Goldsmith [50], Svedman

et al. [132], and Pokhariyal et al. [102, 103]). However, a fairness problem may be

raised. The users with poor average SINRs, such as the users at the sector edge

area, scarcely have the best channel and thus are rarely allocated the resources to

transmit, which leads to unfairness between the users.

To extract multi-user diversity gain while maintaining a level of long-term fairness

among active users, proportional fair (PF) scheduling can be applied (see Beh, Ar-

mour and Doufexi [14], Bender et al. [16], Kela et al. [62], Massoulié and Roberts [86],

and Wengerter, Ohlhorst, and Elbwart [137]). The PF scheduler is widely imple-

mented in many broadband wireless systems, such as HSPA [39], 1xEV-DO [18],

and LTE [14,62].

The basic principle is that each frequency resource unit j is scheduled to user k

at time t if

k = argmax
i

(

Ri,j(t)

R̃i(t)

)

, (2.6)

where Ri,j(t) denotes the predicted instantaneous supportable data rate if resource

unit j is allocated to user i. R̃i(t) represents the estimation of the past average

throughput of user i, which is calculated by

R̃i(t) =







(1− 1
tc
)R̃i(t− 1) + 1

tc
Ri(t) if user i is served,

(1− 1
tc
)R̃i(t− 1) otherwise,

(2.7)

where tc is the window size of the average throughput, and Ri(t) is the actual

transmission rate.

Based on the assumption that the time scale of the data flow transmission is

much longer than that of the rate fluctuations, the base station can be modelled as

a generalized processor sharing (GPS) queue (see Cohen [36]), which can capture
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the multi-user diversity gain of PF scheduling (see Bonald, Borst and Proutiére [23]

and Borst [28]). The server still assigns each flow a fraction 1/x of the service

capacity when there are x(x > 0) flows in the queue. But a flow with uncontended

time-average rate R is served with time-average rate RG(x)/x, where G(x) is the

scheduling gain when there are x flows at the base station.

For the RR case, we have G(x) ≡ 1, x = 1, 2, . . . , so that the GPS queue is

specialized to the EPS queue. For the PF case, the function G(x) is interpreted

as a gain accounting for the improvements from PF scheduling over RR scheduling,

which depends on the number of active users scheduled at one time and the available

frequency bandwidth. In particular, G(x), with G(1) = 1, is increasing in x and

tends to some finite limit as x → ∞, while the ratio G(x)/x is decreasing in x.

In general, the gain G(x) is a function of Y1, . . . , Yx and is difficult to characterise

analytically. An alternative approach that we employ in our work is to use system-

level simulations to obtain the G(x) values (see Chapter 3).

2.5.3 Open network and closed network

Depending on the user populations in the sector, the system can be modelled with

either an open queueing network (see Bonald and Proutiére [26]) or a closed queueing

network (see Berger and Kogan [17] and Liu and Virtamo in [83]). If we assume

ideally that there is an infinite user population in the sector, the sector system can

be modelled by an open queueing network like Figure 2.9, where the data flows arrive

as a Poisson process. This assumption gives a reasonable approximation of the real

system, and it results in a compact analytical expression for user-level performance

that provides insight for parameter sensitivity (see Chapter 3).

A finite user population is closer to reality and therefore has greater practical

relevance. For each user, only one elastic flow is generated at one time, and after the

completion of the flow, the user is assumed to go into a thinking state, after which

a new data flow is generated, and so on (as depicted in Figure 2.10). The flow sizes

and the thinking times are independent and identically distributed. For this case,

the sector system can be modelled as a two-node closed queueing network with K

classes of user flows (see Figure 2.11). There is a fixed population of users in the
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system. Node 1 is a processor sharing queue (EPS or GPS) that models the base

station, while node 0 is an infinite server (IS) queue that models the users in the

thinking state.

Figure 2.10: On-off elastic traffic model.

Figure 2.11: A two-node closed network model.

Most studies assume that node 1 is an EPS queue, and the theory of product

form networks (see Baskett et al. [13]) is applied in the analysis of the user-level

performance. The major difficulty is that the computational complexity of a di-

rect calculation (especially for the normalisation constant, see Chapter 4) grows

exponentially with the number of classes and the number of users. Many excellent

algorithms for computing the user-level performance have been developed, such as

the convolution algorithm (see Buzen [30]), the mean value analysis (MVA) algo-

rithm (see Reiser and Lavenberg [120]), the recursion by chain algorithm (RECAL)

(see Conway and Georganas [37]), the mean value analysis by chain (MVAC) algo-

rithm (see Conway [38]), the distribution analysis by chain (DAC) algorithm (see

De Souza E Silva and Lavenberg [40]), and the numerical inversion algorithm (see

Choudhury , Leung and Whitt [34]). In our problem, the queueing network has few

nodes and many classes, and so we apply the RECAL and MVAC algorithms, which

are well-suited to this setting (see Chapter 4).
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If node 1 is a GPS queue (for the PF case), the exact solution becomes more

complicated and may be intractable for a large number of classes (see Chapter 4).

Fortunately it is sometimes possible to obtain asymptotic results in the normal

operating region (see Berger and Kogan [17], Kelly [63], McKenna, Mitra and Ra-

makrishnan [87], and Pittel [100]).

Other papers (see Buzen and Goldberg [31], and Protopapas [104]) use an open

queueing network to approximate a closed queueing network. A more accurate open

queueing network approximation, called the fixed-population-mean (FPM) method,

is introduced by Whitt [138]. The aim of the approximation is to achieve the same

mean number of active users as that in node 1 of the closed queueing network.

The application of the FPM method to our problem will be discussed in detail in

Chapter 4.
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Chapter 3

Flow capacity evaluation with an infinite user

population model

3.1 Introduction

In this and the next chapter, we use a flow-level queueing theoretic approach to

analyse and compare the downlink performance of reuse-1, reuse-3 and static reuse

partitioning schemes, namely FFR and SFR. We develop model variants for infinite

and finite user populations to characterise the user-level performance for elastic

traffic, and define a new flow capacity metric as a basis for comparison of different

reuse schemes. In our models, we employ a hybrid simulation/analysis approach,

where a rate distribution obtained via simulation is used as input to the queueing

model. We do this because a rate distribution generated by analytical means would

lack realism, yet a purely simulation-based approach to estimate flow capacities

would be computationally prohibitive.

In this chapter, we assume that there is an infinite user population in the sector

and that the data flows arrive as a Poisson process. This model gives a reasonable

approximation of the real system, and is more tractable than a finite user population

model. We define the flow capacity in this chapter as the maximum traffic intensity

that can be supported by a base station sector while satisfying a minimum require-

ment on the flow throughput. In addition to modelling the baseline round-robin

(RR) scheduler, we show how the gains of proportional fair (PF) scheduling can

be incorporated into the analytical model. Furthermore we develop a methodology

to account for the effect of interference from neighbouring base stations with an

arbitrary level of loading.

Many studies (see Choi, Kim and Bahk [33], WINNER Project [57], Rahman,

31
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Yanikomeroglu and Wong [119], Simonsson [125], Xiang, Luo and Hartmann [146]

and 3GPP contributions such as [106, 111, 112, 115]) have investigated the perfor-

mance of static reuse partitioning schemes in OFDMA networks using simulation.

These studies assume persistent (infinite backlog) traffic and the primary perfor-

mance metrics sought are the average sector throughput and the sector edge user

throughput. It is observed that reuse partitioning leads to an improvement in the

sector edge throughput compared to reuse-1, but a reduction in the sector through-

put, and that the tradeoff point can be adjusted by moving the boundary of the

frequency partition. However, the key question of whether the improvement in the

edge performance justifies the reduction in the sector throughput is left unanswered.

Recently, Elayoubi and his collaborators [41, 42] present a novel analytical per-

formance model for static reuse partitioning, which they use to compare reuse-1,

reuse-3, FFR and SFR. The base station is modelled as an Erlang loss system; calls

arrive according to a Poisson distribution and each call requires one circuit (one

OFDMA sub-channel). The service time in the Erlang loss system is an average

service time that accounts for the rate variation due to adaptive modulation and

coding (AMC), its sensitivity to the location within the sector, and the interference

from arbitrary loaded neighbouring sectors. Due to its loss system basis, the model

in [41,42] is restricted to fixed bandwidth services, and cannot capture the behaviour

of elastic services whose data rate adjusts to match the available capacity, and which

are more representative of internet services today.

The seminal works by Bonald and Proutiére [26] and Borst [28] introduce flow-

level models utilizing multi-class processor sharing (PS) queues to analyse user-level

performance. These models employ an elastic traffic model and yield the per-class

flow throughput. Bonald and his collaborators [25, 26] also introduce the notion of

cell capacity, which they defind as the limiting traffic intensity for which the base

station remains non-saturated. As such, the cell capacity is a fundamental stability

limit. Borst [28] shows that the effect of PF scheduling can be approximately cap-

tured by a generalized processor sharing (GPS) queue, but does not show how to

solve this system for the flow throughputs. Lei et al. in [72] characterise analytically

the scheduling gain of PF scheduling in OFDMA systems for the idealized case of
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Rayleigh fading and a linear SINR-to-Rate mapping, but only evaluate the user-level

performance through simulations. The analysis of [26,28,72] consider primarily the

single-cell scenario. A subsequent work by Bonald et al. [22] develops bounds and

approximations for the more realistic multi-cell scenario with fractional loading in

the interfering sectors.

In this chapter, we extend the flow-level methodology of [26, 28] to the setting

of reuse partitioning, which requires definition of separate PS queueing systems for

the sector centre and sector edge users. In the process, we significantly extend the

methodology itself in several directions that are not specific to reuse partitioning, but

have general applicability. The notion of flow capacity generalizes the cell capacity

to the non-saturated regime, which coincides with the cell capacity when the mini-

mum flow throughput requirement tends to zero. For the RR scheduler, we derive

simple, insightful expressions for the flow capacity, which reveals that enhancement

of the sector edge rate can significantly improve the capacity. For the PF case, we

implement a computationally efficient algorithm to solve for the flow throughputs by

exploiting a fast convergence property of the multi-user diversity gain. Furthermore,

we consider the multi-cell scenario with fractional loading, and show how fractional

loading in the interfering sectors can approximately be taken into account. We also

develop an approximation which uses an iterative method to find the flow capacity

when the reference sector has the same loading as the interfering sectors.

The rest of this chapter is organized as follows. In Section 3.2, we describe the

basic assumptions and parameters used in our analysis. We introduce an approx-

imation for fractional loading in the interfering sectors, describe the traffic model

and the inputs of the analysis required for specific schemes, and present a hybrid

simulation/analysis approach. In the reuse partitioning schemes, we introduce an

important simplification to make the analysis tractable.

In Section 3.3, we describe an analytical model for the flow capacities for schemes

without reuse partitioning. We first formulate the problem of finding the flow ca-

pacity for an arbitrary load in the interfering sectors. Then we present two different

approaches to find the flow capacity in a homogeneous load network.

In Section 3.4, we provide a method to find the flow capacity for reuse partitioning
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schemes. We find that the parameter used to differentiate the centre/edge user has

an important effect on the capacity. Our method enables the determination of the

optimal partition between the centre band and the edge band.

In Section 3.5, we explore some key aspects of the methodology, then show the

simulation validation of the hybrid simulation/analysis approach. Finally, we present

numerical experiments to illustrate the capacities of different schemes.

To show that our framework for evaluating capacity has more general applica-

bility, in Section 3.6 we present an example that explores the capacity benefits of

MIMO schemes.

3.2 Basic assumptions and parameters

In this section, the basic assumptions and parameters for the analysis are illustrated.

3.2.1 Fractional loading in the interfering sectors

To analyse the user-level performance in the multi-cell scenario, technically we need

to model each sector by a queueing system (as shown in Figure 3.1(a)), which will

make the problem analytically intractable and extremely time-consuming to simulate

since the service rate in one sector is affected by the states in the surrounding

queueing systems.

Therefore, we apply a simplification to approximately model fractional loading in

the interfering sectors. At any arbitrary instant, we model the active/inactive state

of a base station sector using a Bernoulli random variable with success probability

UI , 0 ≤ UI ≤ 1. We call UI the load, and assume that all interfering sectors have the

same load. Then we model the reference sector by a queueing system and find the

flow capacity when the reference sector is affected by the load UI in the interfering

sectors (see Figure 3.1(b)).
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Figure 3.1: An approximation for fractional loading in a multi-cell scenario.

3.2.2 Traffic model

In our analysis, we assume that there is an infinite user population in the reference

sector and that the users are uniformly distributed. The traffic of each user is

elastic best-effort, and the traffic flows are generated as a Poisson process of rate

λ flows/sec. We assume a single-category traffic scenario, where the flow sizes are

independent and identically distributed with a mean σ bits. Note that our model

could also be extended to the multi-category traffic case when there are different

classes with different flow size distributions and means.

3.2.3 Reuse schemes and reuse partitioning schemes

We consider the downlink of a generic OFDMA wireless system with N resource

units. A 1x2 SIMO channel is assumed where there is one transmitting antenna at

the base station and two receiving antennas at the mobile terminal. The frequency

and power configurations in reuse-1, reuse-3, FFR and SFR are illustrated in Fig-

ure 2.5. In reuse-1, the number of available resource units in each sector is N , while

in reuse-3 it is N/3. In both FFR and SFR, the edge band size n ∈ {1, . . . , ⌊N
3
⌋} is

an important degree-of-freedom, which gives rise to different sub-schemes, denoted

by FFR-n and SFR-n. (The function ⌊x⌋ rounds the argument to the nearest integer



36 Chapter 3. INFINITE USER POPULATION MODEL

less than or equal to x.)

In the FFR-n (and SFR-n) scheme, we define an SINR threshold sn to differ-

entiate the centre/edge users, and deem a user whose SINR on the centre band is

less than sn to be an edge user. We let sn equal the pn-th quantile of the SINR

distribution on the centre band (see Figure 3.2), where pn is selected to maximise

the cell capacity (see Section 3.4.1). Furthermore, for tractability, we impose the

restriction that centre users can only access centre band resource units; in a real

system, centre users should also be permitted to access the unallocated edge band

resources. Our simplified assumption should have negligible impact on the capacity

when the load in the reference sector is high because there is likely to be at least

one active edge user in the system. When the load is low, however, this assumption

will lead to an under-estimate of the true flow capacity.

Figure 3.2: An SINR threshold for FFR/SFR to differentiate the centre/edge users.

3.2.4 Hybrid simulation/analysis approach

In our model, we employ a hybrid simulation/analysis approach to obtain the user-

level performance (we will verify this approach in Section 3.5.2), the basic steps of

which are illustrated in Figure 3.3. There are essentially four steps in this approach:

step 1 is to obtain an SINR distribution; step 2 is to use an appropriate SINR-

to-Rate mapping function to obtain a rate distribution; step 3 is to discretize the
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continuous distribution; step 4 is to use a queueing theoretic approach to analyse the

user-level performance, namely the per-class flow throughputs and the flow capacity.

We perform the first three steps by simulation (see Section 3.5.1) while the last step

is carried out using the analytical model.

Figure 3.3: The hybrid simulation/analysis approach to obtain the flow capacity.
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3.2.5 Inputs for the analytical model

In Section 2.5, we explained that we model the base station as a GPS queue (see

Cohen [36]) to capture the multi-user diversity gain of PF scheduling (see Bonald,

Borst and Proutiére [23] and Borst [28]), which can be specialized to the EPS queue

to model RR scheduling. If x flows are active at time t, then during [t, t+∆t] each

flow obtains an amount of service ∆t/x. A flow with uncontended time-average rate

R is served with rate RG(x)/x, where G(x) is the scheduling gain when there are x

flows at the base station.

An input to the analytical model is a set of time-average rates (see Figure 3.3),

which we obtain by discretizing a rate distribution estimated via simulation. In

the reuse-1/reuse-3 schemes, we assume that there are K classes of flows charac-

terised by discrete time-average rates {R1, . . . , RK}, with corresponding probabil-

ities {P1, . . . , PK}, where Pk is the probability that an arbitrary flow belongs to

class-k and
∑K

k=1 Pk = 1. The rates Rk (and the performance metrics introduced in

Section 3.3.1 such as γk, ρk, and λ
∗) depend on the load UI in the interfering sectors,

so technically we should write Rk(UI), k = 1, . . . , K. However, to avoid cluttering

the notation, we will only explicitly show the functional dependence on UI when it

is helpful for understanding.

In FFR-n/SFR-n schemes, the base station can be modelled as two separate GPS

queues by introducing the resource access restrictions in Section 3.2.3. We define

two discrete sets of time-average rates, one for the centre band, {Rc1, . . . , RcKc
} with

probabilities {Pc1, . . . , PcKc
} where

∑Kc

k=1 Pck = 1, and the other for the edge band,

{Re1, . . . , ReKe
} with probabilities {Pe1, . . . , PeKe

} where
∑Ke

k=1 Pek = 1.

3.2.6 Mathematical notation

The important mathematical notation that we use in our analysis is summarized in

Table 3.1.
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Table 3.1: Mathematical notation

Symbol Description Equation
where symbol
first appears

N Total number of resource units in the system −

UI Load in all interfering sectors −

Ur Load of the reference sector (3.17)

σ Mean flow size (3.1)

λ Arrival rate in the reference sector (3.4)

λsat Cell capacity in the reference sector (3.12)

δ Minimum flow throughput requirement (3.7)

β Proportion of users satisfying the throughput require-
ment

(3.8)

K Number of classes of flows (3.1)

Rk Time-average rate of class-k flows (3.3)

Pk Probability that an arbitrary flow belongs to class-k (3.4)

R Harmonic mean of a rate distribution (3.6)

ρk Offered traffic of class-k (3.4)

ρ Total offered traffic to the reference sector (3.5)

Tk Flow duration of one class-k flow (3.1)

xk Number of active class-k users (3.9)

γk Flow throughput of class-k (3.1)

g Limit of PF scheduling gain (3.25)

sn SINR threshold to differentiate the centre/edge users
in FFR/SFR

−

pn pn-th quantile of the SINR distribution (3.39)

3.3 System model for standard reuse schemes

In this section, we describe a model for the capacity analysis of schemes without

reuse partitioning, for example, reuse-1 and reuse-3 schemes. We first present a

method to analyse the flow capacity for an arbitrary load UI in all the interfering

sectors, then provide an approach to find the flow capacity in a homogeneous load

network when the reference sector has the same load as the interfering sectors.
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3.3.1 Problem formulation for an arbitrary load UI in inter-

fering sectors

For a flow arrival rate λ in the reference sector, we can calculate the flow throughput

of each class using

γk :=
σ

E[Tk]
, k = 1, . . . , K, (3.1)

where Tk is the flow duration for class-k. Without loss of generality, we assume that

the flow throughputs are arranged in decreasing order (breaking any ties randomly),

such that

γ1 ≥ · · · ≥ γK . (3.2)

For standard reuse schemes, this will be the same index order as the list of rates in

decreasing order,

R1 ≥ · · · ≥ RK . (3.3)

For the class-k flows, the arrival rate λk, the mean service time 1/µk and the offered

traffic ρk are given by

λk = Pkλ,
1

µk

=
σ

Rk

, ρk =
λk
µk

=
λkσ

Rk

. (3.4)

The total offered traffic to the reference sector is

ρ =
K
∑

k=1

ρk =
λσ

R
, (3.5)

where R is the harmonic mean of the rate distribution, and is given by

R =

(

K
∑

k=1

Pk

Rk

)−1

. (3.6)

Therefore, the problem of finding the flow capacity in the reference sector is formu-

lated as

λ∗ = max λ,
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such that γL ≥ δ, (3.7)

where δ is a pre-defined minimum flow throughput requirement. The value chosen

for δ depends on the minimum user experience that the operator wants to provide.

In addition, we define

L = min

{

n :
n
∑

k=1

Pk ≥ β

}

, (3.8)

where β is a design parameter implying user satisfaction, defined as the fraction

of the users that need to satisfy the throughput requirement. For example, if β =

0.9 then 90 percent of the users need to satisfy the requirement. The reason for

introducing β is that requiring every user to meet the throughput requirement is

usually too strict, and will result in a very low flow capacity. Since there are always

some users experiencing poor channel conditions, it is sufficient that most users can

satisfy the requirement.

The flow throughputs γk, k = 1, . . . , K, are obtained by modelling the base sta-

tion with a GPS queue. In the following, we analyse the flow throughputs and flow

capacities for RR and PF scheduling. The state of the system at a given time is

defined by the vector

x = (x1, . . . , xK), (3.9)

where xk, k = 1, . . . , K, is the number of active class-k users, and we define

x =
K
∑

k=1

xk. (3.10)

Round-robin scheduling

For RR scheduling, the flow with time-average rate R is served at rate R/x when

there are x flows in the sector. Thus we have G(x) ≡ 1 and the GPS model reduces

to EPS (see Section 2.5). For the queue to be stable, we must have

ρ < 1, (3.11)
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which, together with (3.5), leads to the cell capacity (see Bonald and his collabora-

tors [25, 26]):

λsat =
R

σ
. (3.12)

The stationary distribution of the system is

π(x1, . . . , xK) = H−1
RRx!Π

K
k=1

ρxk

k

xk!
, (3.13)

where HRR is the normalisation constant. Since

Σ∞
x1=0 · · ·Σ

∞
xK=0π(x1, . . . , xK) = 1, (3.14)

we have

HRR = Σ∞
x1=0 · · ·Σ

∞
xK=0

[

x!ΠK
k=1

ρxk

k

xk!

]

= Σ∞
x=0(ρ1 + · · ·+ ρK)

x

=
1

1− ρ
. (3.15)

The probability that there are no active flows in the system is

π(0, . . . , 0) = H−1
RR = 1− ρ. (3.16)

Therefore from (2.4), we can obtain the utilization in the reference sector (the pro-

portion of time that the system is busy), which is given by

Ur = 1− π(0, . . . , 0) = ρ. (3.17)

We interpret Ur as the load of the reference sector. The mean number of active

class-k users in the queue is

E[xk] = Σ∞
x1=0 · · ·Σ

∞
xK=0xkπ(x1, . . . , xK)

= H−1
RRρk

∂HRR

∂ρk
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= H−1
RRρk

∂HRR

∂ρ

=
ρk

1− ρ
. (3.18)

From (3.1) and applying Little’s Formula (see Section 2.5 or Kleinrock [69]), we can

obtain the per-class flow throughput

γk =
σ

E[Tk]
=

λkσ

E[xk]
= Rk(1− ρ) = Rk(1−

λσ

R
). (3.19)

By rearranging (3.19), we can solve (3.7) and obtain the flow capacity for RR schedul-

ing:

λ∗ = (1−
δ

RL

)
R

σ
. (3.20)

Equation (3.20) reveals the parameters that can affect the capacity: the flow

throughput requirement, δ; the harmonic mean of the rate distribution, R; and

the worst-case rate, RL, that meets the user satisfaction. The first parameter is

determined by the system designer, the second depends on the equipment capabilities

and environment, and the third depends on both sets of factors.

It is instructive to visualize the graph of λ∗ versus δ, as shown in Figure 3.4. The

graph is a straight line with y-intercept R/σ (which is λsat) and x-intercept RL. If

we reduce β, RL increases, and the capacity region increases. If, hypothetically, we

apply some enhancement technique to improve the low rates such as RK (assume

that RL is improved too), both RL and R increase and the capacity is significantly

improved. If, on the other hand, we improve the high rates such as R1, then only R

is increased, and only slightly since a harmonic mean is less sensitive to the larger

sample values, and so the capacity is not improved very much. Therefore, the best

way to increase the capacity is to improve the low rates, which we shall also refer to

as the cell edge rates.

Proportional fair scheduling

PF scheduling in the time and frequency domains can provide significant spectral

efficiency gains over RR scheduling since the resources can be allocated to users when
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Figure 3.4: An example of the flow capacity for RR scheduling, β1 > β2 > β3 > β4.

they experience up-fades. The function G(x) is interpreted as a gain accounting for

the improvements from PF scheduling, which depends on the number of active users

scheduled at one time, and the available frequency bandwidth. In general, G(x)

is difficult to characterise analytically, so we use simulation to obtain values (see

Section 3.5.1).

For convenience, we denote

φ(x) =







1 x = 0

x!
Πx

i=1
G(i)

x = 1, 2, . . .
. (3.21)

The stationary distribution of the system is

π(x1, . . . , xK) = H−1
PFφ(x)Π

K
k=1

ρxk

k

xk!
, (3.22)

where HPF is the normalisation constant, given by

HPF = Σ∞
x1=0 · · ·Σ

∞
xK=0

[

φ(x)ΠK
k=1

ρxk

k

xk!

]

. (3.23)
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The utilization in the reference sector is

Ur = 1− π(0, . . . , 0) = 1−H−1
PF . (3.24)

The difficulty with PF scheduling is that for general G(x), there is no easy way to

solve for the flow throughputs. Fortunately, we find that for commonly used channel

models, G(x) converges quickly to some limit g(g > 1) for x > x0, as shown by our

system-level simulation results in Section 3.5.1. This fast convergence property is

also found by some other authors (see Beh et al. [14], Classson et al. [35], and

Wengerter et al. [137]). Consequently, the stability condition for PF scheduling (see

Borst [28]) is

ρ < g, (3.25)

which leads to the definition of cell capacity (see [25, 26]):

λsat =
gR

σ
. (3.26)

We can write
∏x

i=1G(i) = Cgx for x > x0, where

C = g−x0

x0
∏

i=1

G(i). (3.27)

For x > 0 we have

φ(x) =







x!
Cgx

x > x0

x!
Cgx

− x!D(x) x ≤ x0
, (3.28)

where

D(x) =







1
Cgx

− 1∏x
i=1

G(i)
x > 0

1
C
− 1 x = 0

. (3.29)

We can then derive

HPF =
∞
∑

x=0

ρx

Cgx
−

x0
∑

x=0

D(x)ρx

=
1

C
(

1− ρ
g

) − Σx0

x=0D(x)ρx. (3.30)
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Therefore, the mean number of active class-k users is

E[xk] = Σ∞
x1=0 · · ·Σ

∞
xK=0xkπ(x1, . . . , xK)

=
ρk
HPF

∂HPF

∂ρk

=
ρk
HPF

∂HPF

∂ρ

= ρk

1
Cg(1− ρ

g
)2
− Σx0

x=1D(x)xρx−1

1

C(1− ρ

g )
− Σx0

x=0D(x)ρx
. (3.31)

From (3.1) and Little’s Formula, the flow throughput of class-k users is

γk = Rk

1

C(1− ρ

g )
− Σx0

x=0D(x)ρx

1

Cg(1− ρ

g )
2 − Σx0

x=1D(x)xρx−1
. (3.32)

Since x0 is typically not large, the sums in (3.32) can be easily evaluated.

It is not possible to obtain a simple expression for the flow capacity for PF

scheduling like (3.20) for RR scheduling. (However, we can find a linear approx-

imation, discussed in Section 3.5.1.) Therefore, we propose an iterative method

below.

The task is to find the flow capacity λ∗, given the minimum flow throughput

requirement δ and the user satisfaction proportion β. We let ε1 be the error tolerance

and apply a bisection search between 0 and λsat, as formalised in Algorithm 3.1.

Since there is no feasible solution when δ > RL, we perform a feasibility check in

Algorithm 3.1 before starting the search for the capacity. If we set ε1 = 10−3, we

can find λ∗ by at most 15 iterations of bisection search in our numerical examples.

Algorithm 3.1

(i) Feasibility check. If δ ≤ RL, let λl = 0 and λu = λsat and go to step (ii);
otherwise λ∗ = 0 and stop.

(ii) Bisection search. Let λ = (λl + λu)/2 and solve for the flow throughput γL
using (3.32). If it satisfies the constraint of (3.7), set λl = λ; otherwise λu = λ.
Continue step (ii) until λu − λl < ε1.
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3.3.2 Finding the flow capacity for Ur = UI

We have presented how to obtain λ∗ for an arbitrary load UI ∈ [0, 1] in the interfering

sectors. However, the utilization or load Ur in the reference sector associated with

this λ∗ will generally not be the same as UI . Our aim is to find the λ∗ for a

homogeneous load network such that Ur = UI . For a given δ and β, we define ε2 for

the error tolerance and apply the iterative procedure in Algorithm 3.2.

Algorithm 3.2

(i) Start with an arbitrary initial load in the interfering sectors, for example, let
UI = 0.5.

(ii) Run the system-level simulation to generate the time-average rates
{R1(UI), · · · , RK(UI)} and find the worst-case average rate, RL(UI), meeting
the proportion of satisfied users β.

(iii) Find λ∗ (using (3.20) for the RR case, or Algorithm 3.1 for the PF case) and
use (3.17) or (3.24) to obtain the associated utilization Ur.

(iv) If |Ur − UI | > ε2, set UI = Ur and go to step (ii); otherwise, stop.

Algorithm 3.2 finds λ∗ for a homogeneous load, given δ and β. If instead of

finding a single point (usually there needs to be at least 5 iterations/simulations to

achieve 10−3 calculation accuracy for one point), we are interested in generating a

curve of λ∗ versus δ for homogeneous loads (the homogeneous load curve), then a

quicker procedure can be used that avoids iterations involving additional simulations.

We perform a series of simulations beforehand for a set of loads in the interfering

sectors. For each load UI , we use (3.17) or (3.24) to find the λ∗ that satisfies Ur = UI .

Then we solve the flow throughputs (3.19) or (3.32) and find the value of δ using

the constraint of (3.7) and the pre-defined β. Thus we obtain a set of (δ, λ∗) pairs

which gives an approximate homogeneous load curve. We will illustrate this method

graphically in Section 3.5.1.
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3.4 System model for FFR and SFR schemes

3.4.1 Problem formulation for an arbitrary load UI in inter-

fering sectors

For reuse partitioning schemes, the reference sector with FFR-n (or SFR-n) is mod-

elled using two separate GPS queueing systems, namely a centre system and an edge

system, on the basis of resource access assumptions in Section 3.2.3. If the arrival

rate in the reference sector is λ, the arrival rate in the centre system is λc = λ(1−pn),

and in the edge system is λe = λpn. The total offered traffic to the centre system is

ρc =
Kc
∑

k=1

ρck, where ρck =
Pckλcσ

Rck

, k = 1, . . . , Kc, (3.33)

while the total offered traffic to the edge system is

ρe =
Ke
∑

k=1

ρek, where ρek =
Pekλeσ

Rek

, k = 1, . . . , Ke. (3.34)

For the given λ, we let γck, k = 1, . . . , Kc, and γek, k = 1, . . . , Ke, be the flow

throughputs of class-k centre users and class-k edge users respectively, which can be

obtained by solving two separate GPS queues. We sort the flow throughputs in a

combined list in decreasing order such that

γ1 ≥ · · · ≥ γK , where K = Kc +Ke. (3.35)

For a class-k user, γk = γckc (or γeke), the time-average rate Rk is Rckc (or Reke) and

the corresponding probability Pk is (1 − pn)Pckc (or pnPeke), if the user belongs to

the centre system (or edge system). Therefore, the problem formulation (3.7) can be

applied to solve for the flow capacity in FFR-n (or SFR-n) with RR scheduling or PF

scheduling. By solving the flow capacity for different FFR-n (or SFR-n) schemes,

we can explore a judicious choice of edge band size n to maximise the capacity.
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The system stability conditions for RR scheduling are

ρc < 1 and ρe < 1, (3.36)

which lead to the cell capacity

λsat = min

{

Rc

σ(1− pn)
,
Re

σpn

}

, (3.37)

where

Rc =

[

Kc
∑

k=1

Pck

Rck

]−1

and Re =

[

Ke
∑

k=1

Pek

Rek

]−1

(3.38)

are the harmonic means of the rate distributions for the centre and edge systems.

The next question that we address is how to choose the value for pn. It is clear from

(3.37) that if Rc and Re are independent of pn, then the cell capacity is maximised

if pn is chosen so that

pn =
Re

Rc +Re

. (3.39)

In actuality, Rc and Re depend on pn because we choose the SINR threshold sn as

the pn-th percentile of the SINR distribution (see Section 3.2.3). A different value

of pn gives a different SINR threshold sn (as shown in Figure 3.2), which results in

different rate distributions for centre/edge users and thus different values of Rc and

Re. Nevertheless, numerical exploration shows that the setting (3.39) typically does

maximise the cell capacity.

For example, Figure 3.5 shows the relationship between the cell capacity and

pn for FFR-11 with RR scheduling in a fully loaded environment (UI = 1), where

σ = 1 Mbits and Rc and Re are obtained via the system-level simulation described

in Section 3.5. It is clear that in this example, choosing pn according to (3.39) leads

to the maximum cell capacity.

Consequently, we apply the choice (3.39) in our numerical results, with the as-

sumption that as well as maximising the cell capacity, it will yield a high flow

capacity. The inter-dependence between pn and Rc and Re implies a fixed point

equation, and so we find pn and the associated rate distributions using an iterative
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Figure 3.5: An example of the cell capacity for different pn: FFR-11 with RR,
UI = 1, and σ = 1 Mbits.

algorithm, as defined in Algorithm 3.3.

The final step is to find the flow capacity; unlike the case for a standard reuse

scheme, the identity of the L-th class can vary with λ since there are two systems

with possibly interleaved sets of time-average rates, so it is expedient to apply an

iterative search to find the flow capacity, as formalised in Algorithm 3.4.

For PF scheduling, the stability conditions are

ρc < gc and ρe < ge, (3.40)

which lead to the cell capacity

λsat = min

{

gcRc

σ(1− pn)
,
geRe

σpn

}

, (3.41)

where gc and ge denote the limits for PF scheduling gain in the centre and edge

systems. To try to maximise the cell capacity, we parallel (3.39) and use

pn =
geRe

gcRc + geRe

. (3.42)
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The flow capacity is found by first solving the fixed point equation between pn and

the rate distributions according to Algorithm 3.3, and then solving for the capacity

itself according to the steps in Algorithm 3.4.

An approach to find rate distributions for the optimal pn

Let ε3 be the error tolerance. We perform a simulation a priori for the SINR distri-

bution on the centre band, and store the relationships of pn and sn in a look-up table.

Then we apply an iterative method, denoted by Algorithm 3.3, to determine the op-

timal pn and its associated time-average rates {Rc1, . . . , RcKc
} and {Re1, . . . , ReKe

}

in the reference sector for an arbitrary load in the interfering sectors. In our numeri-

cal experiments, we find that we only need to run 4–5 iterations to achieve ε3 = 10−3

accuracy.

Algorithm 3.3

(i) Choose an initial value for pn, for example, let it be the ratio of the edge band
to the total available band (n/(N − 2n) for FFR or n/N for SFR).

(ii) According to the look-up table, find the SINR threshold sn for the current pn.

(iii) Run the system-level simulation: randomly generate a user location; if his
SINR on the centre band is less than sn, he is deemed to be an edge user and
a new SINR on the edge band needs to be re-calculated; then use the SINR-
to-Rate mapping function to obtain one sample for the rate distribution for
the centre or edge band. Then generate enough samples to obtain two rate
distributions and discretize them to {Rc1, . . . , RcKc

} and {Re1, . . . , ReKe
}.

(iv) Find the new value of p′n using (3.39) for the RR case or (3.42) for the PF
case. If |pn − p′n| > ε3, then let pn = p′n and go to step (ii); otherwise stop.

An algorithm to find the flow capacity

Given δ and β, a bisection search similar to Algorithm 3.1, denoted by Algorithm 3.4,

is applied to find λ∗ between 0 and λsat. Unlike Algorithm 3.1, the identity of the

L-th class in the reuse partitioning case can vary with λ since there are two systems

with possibly interleaved sets of time-average rates, thus it is not possible to establish

the feasibility of the solution at the outset; we remove the feasibility check step and
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allow Algorithm 3.4 to return λ∗ = 0 if the problem is infeasible. Letting ε4 be the

error tolerance and λl = 0 and λu = λsat, we define the algorithm as shown below.

Similar to Algorithm 3.1, we need at most 15 iterations of the bisection search to

achieve 10−3 calculation accuracy in our numerical examples.

Algorithm 3.4

(i) Bisection search. Let λ = (λl + λu)/2, and set λc = (1 − pn)λ in the centre
system and λe = pnλ in the edge system. Solve for the flow throughputs
in each system (using (3.19) for RR and (3.32) for PF), and sort them in a
single list in decreasing order so that γL can be identified. If γL satisfies the
constraint of (3.7), set λl = λ; otherwise λu = λ. Continue this process until
λu − λl < ε4.

3.4.2 Finding the flow capacity for Ur = UI

We aim to find the flow capacity λ∗ for the homogeneous load case when Ur = UI ,

where Ur is the overall utilization in the reference sector. Let Urc and Ure denote

the utilizations in the centre and edge systems. For RR scheduling, Urc and Ure are

determined from (3.17), and it can be shown that (3.39) ensures that Urc = Ure;

therefore

Ur = Urc = Ure. (3.43)

For PF scheduling, Urc and Ure are computed from (3.24). The centre and edge

systems will generally have different PF scheduling gains, denoted by Gc(x) and

Ge(x) respectively, due to different frequency bandwidths (see Figure 3.10). Hence

Gc(x) ̸= Ge(x) and gc ̸= ge, and so from (3.24) and (3.30), Urc ̸= Ure. To err on the

side of conservatism, we approximate the overall utilization of the reference sector

by

Ur = max{Urc, Ure}. (3.44)

Note, however, that Urc and Ure are usually close to each other due to the following:

(i) in (3.30), the first term dominates the second; (ii) (3.42) implies ρc/gc = ρe/ge;

(iii) the parameter C in (3.30) depends on the ratios G(i)/g, i = 1, . . . , x0, which

tend to be insensitive to the bandwidth.
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For given δ and β, we define ε5 for the error tolerance and apply Algorithm 3.5

to obtain the flow capacity achieving Ur = UI .

Algorithm 3.5

(i) Start with an arbitrary initial load in the interfering sectors (e.g. UI = 0.5).

(ii) Apply Algorithm 3.3, and obtain the time-average rates
{Rc1(UI), . . . , RcKc

(UI)} and {Re1(UI), . . . , ReKe
(UI)} for the centre and

edge systems and the optimal partitioning pn in the reference sector.

(iii) Find λ∗ using Algorithm 3.4, where the overall utilization Ur = Urc = Ure for
the RR case and the approximate overall utilization Ur = max{Urc, Ure} for
the PF case.

(iv) If |Ur − UI | > ε5, then set UI = Ur and go to step (ii); otherwise, stop.

Also, we can apply the alternative approach described in Section 3.3.2 to obtain

the homogenous load curve, which can save a great deal of simulation effort.

3.5 Numerical experiments and discussion

In this section, we present numerical examples to illustrate the capacities of reuse-1,

reuse-3, FFR-n and SFR-n. A total of 48 resource units (e.g. resource block or RB

in LTE) are assumed, thus n can be selected from the set {1, . . . , 16}. Note that

FFR-16 is equivalent to reuse-3.

We employ a hybrid simulation/analysis approach to obtain the flow capacity for

each scheme, where a uncontended time-average rate distribution obtained via static

system-level simulation is used as the input to the queueing model. The simulation

parameters and assumptions are consistent with the LTE downlink. We take into

account the effects of antenna gain and antenna directivity G(θ), path loss Ld,

shadow fading Ls, inter-cell interference, and thermal noise N0 when calculating the

UE’s received SINR. While UEs are equipped with omni-directional receive antennas,

the gain pattern (in dB) for 120◦ directional transmit antennas at base station (BS)
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is considered to be

G(θ)(dB) = Gx −min

{

12 · (
θ

θ3dB
)2, GFB

}

,−180 ≤ θ ≤ 180, (3.45)

where Gx is the base station antenna gain plus cable loss, θ is defined as the angle

between the direction to UE and the boresight of the antenna, θ3dB is the degree

for the 3 dB beamwidth, and GFB is the maximum attenuation or the front-to-back

ratio (see 3GPP standard [2]).

The following path loss model, namely COST-231 Hata model for medium-sized

cities and suburbs, has been used as defined in the book by Stuber [131],

Ld(dB) = 46.3 + 33.9 log10 fc − 13.82 log10 hb

+(44.9− 6.55 log10 hm) log10 d, (3.46)

where fc is the carrier frequency, hb is the base station height, hm is the UE height,

and d is the distance between the base station and the UE.

As for the shadow fading, we use independent log-normal random variables with

a standard deviation of 8 dB, with a correlation of 0.5 between different sites and

1.0 between sectors of the same sites. The thermal noise is calculated based on a

power spectral density (PSD) of −174 dBm/Hz. Each resource block is assigned

fixed equal power and the same modulation and coding scheme for sub-carriers is

assumed within a resource block.

The parameters and assumptions are summarized in Table 3.2. The mean flow

size σ is set to be 5 Mbits.

The input to the analytical model is a discrete set of rates used to approximate

a more or less continuous rate distribution estimated from the simulation. For each

distribution, we generate 100,000 simulation samples. There are different ways in

which the distribution can be sampled to create the discrete approximation. Inspired

by the important role played by the harmonic mean in the RR analysis (3.20), we

divide the distribution into equi-probability “bins” (see step 2 in Figure 3.3) and

take Rj to be the harmonic mean of the simulation samples in the jth bin.



3.5. NUMERICAL EXPERIMENTS AND DISCUSSION 55

Table 3.2: Simulation parameters

Cell layout Hexagonal grid, 19 tri-sector sites

Inter-site distance 1 km (333 m cell radius)

Minimum distance to BS 35 m

Spectrum allocation 48RBs in 10 MHz at fc 2.5 GHz for data transmis-
sion (remaining RBs used for other purposes)

Thermal noise density -174 dBm/Hz

Propagation model COST-231 Hata model (3.46)

Shadow fading Log-normal shadowing with standard deviation 8
dB and correlation 0.5 between different sites and
1.0 between sectors of the same sites

BS transit power 43 dBm (20 W)

BS antenna gain plus ca-
ble loss, Gx

14 dBi

BS antenna pattern 3GPP 2-dimensional antenna pattern (3.45) with
θ3dB = 65 and GFB = 20dB

BS height, hb 30 m

UE antenna gain 0 dBi

UE noise figure 7 dB

UE height, hm 1.5 m

3.5.1 Definition of key aspects of the methodology

In this section, we use numerical exploration to decide on key parameter values

for our methodology for computing the flow capacity, namely (i) definition of the

mapping function between SINR and rate, (ii) quantification of the PF scheduling

gain, and (iii) definition of the number of classes K. Finally, we present a linear

approximation technique for the flow capacity for PF scheduling.

Sensitivity to SINR-to-Rate mappings

As an intermediate step, the simulation generates the time-average SINR distribu-

tion. To generate the rate distribution, the simulation employs a simple SINR-to-

Rate mapping function. We test three different options for the mapping function

(see Figure 3.6): (A) linear mapping: S(bits/s/Hz) = 1× SINR; (B) Shannon map-

ping: S(bits/s/Hz) = log2(1+SINR); (C) modified Shannon mapping introduced by
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Mogensen et al. [89], which can account for various implementation issues such as

the cyclic prefix, pilot channel and signalling overheads, and receiver performance,

and is represented by

S(bits/s/Hz) = min {BWeff · log2 (1 + SINR / SNReff ) , Smax}. (3.47)

We use the results for SIMO from [89], where BWeff = 0.62, SNReff = 1.8 dB and

Smax = 4 bits/s/Hz, which accounts for the 64QAM limit of modulation and coding

schemes.

Figure 3.6: Three SINR-to-Rate mapping methods: (A) linear; (B) Shannon; (C)
Modified Shannon [89].

Figure 3.7 plots the SINR distributions of reuse-1 and reuse-3 for a fully loaded

environment (UI = 1), as simulated for an LTE network with the parameters in

Table 3.2. We can see that reuse-3 can improve the SINR significantly since reuse-3

suffers less interference than reuse-1. Figure 3.8 shows the rate distributions using

the three mapping methods. For every mapping, reuse-3 increases the cell edge rates

compared to reuse-1 (shown in the zoomed-in area in Figure 3.8) but sacrifices the

peak rate. Note that the highest rate of reuse-3 in option (C) is restricted by the

maximum spectral efficiency Smax, hence the discontinuity.
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Figure 3.7: SINR distributions of reuse-1 and reuse-3 (when UI = 1) for a typical
LTE deployment with the parameters in Table 3.2.

Figure 3.8: Rate distributions of reuse-1 and reuse-3 with three SINR-to-Rate map-
ping methods: (A) linear; (B) Shannon; (C) Modified Shannon [89]. The inset in
the bottom right is a zoom-in of the low rates.
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In Figure 3.9, we compare the flow capacities for reuse-1 and reuse-3 in a sim-

plified scenario with RR scheduling, UI = 1, K = 10 and β = 1 (10 classes in

a fully loaded environment, and all the users need to satisfy the flow throughput

requirement). Note that for this and all subsequent graphs of the flow capacity, we

plot the product of the flow capacity λ∗ and the mean flow size σ on the y-axis; this

normalisation makes the plots invariant to the individual values of λ∗ and σ. From

Figure 3.9, we can see that for the plotted domain of δ, reuse-3 for all three mappings

has higher capacity than reuse-1, reflecting the impact of a better cell edge rate. For

large δ, however, the disparity in peak rates means that reuse-1 outperforms reuse-3,

as we will show in later examples. In the rest of this section, we only apply the most

realistic mapping, namely modified Shannon mapping (3.47).

Figure 3.9: Flow capacities with three SINR-to-Rate mappings for RR scheduling
with β = 1, UI = 1 and low δ.

Fast convergence of PF scheduling gain

We use another dynamic system-level simulation based on the parameters listed

in Table 3.2 to estimate the gain G(x) of PF scheduling over RR scheduling under

different bandwidths. The channel model is the extended pedestrian A 3km/h (EPA)

model [3]. The predicted instantaneous data rate (Ri,j(t) in (2.6), see Section 2.5) is
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reported by CQI feedback, which is based on sub-bands (4RBs per sub-band) with

delays (4 Transmission Time Intervals (TTI)) and errors (normal distribution with

1 dB variation) [5, 103,136]. The window size tc in (2.7) is set to 100.

Figure 3.10 depicts the gain function G(x) for different bandwidths as a function

of the number of active users in the sector. The gain increases with bandwidth due to

increased frequency selectivity. As foreshadowed in the analysis, the gain functions

are nearly flat beyond a certain number of users, x0 ≈ 7, which is not large and

ensures that the flow throughput (3.32) has low computational complexity. We will

use the G(x) values in Figure 3.10 to calculate flow capacities for different schemes

in Section 4.5.2.

Figure 3.10: Gain functions of PF scheduling over RR scheduling as a function of
the number of active users for different frequency bandwidths.

Sensitivity to the number of classes K for PF scheduling

In the discretization of the rate distribution, more classes will lead to a more accurate

representation of the rate distribution but at greater computational cost in the

analysis, particularly for FFR or SFR schemes. Figure 3.11 shows the capacities

of reuse-1 with PF scheduling when UI = 1 and β = 0.9, using different numbers

of classes in the analysis. We see that 100 classes can achieve almost the same
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accuracy as 1000 classes. Further, 100 classes can be comfortably managed in terms

of complexity. Therefore, we apply K = Kc = Ke = 100 in the comparisons of

different schemes in Section 4.5.2.

Figure 3.11: Sensitivity to the number of classes (reuse-1 with PF when β = 0.9 and
UI = 1).

An approximation for PF scheduling

We have shown that it is difficult to obtain a simple expression like (3.20) for the

flow capacity for PF scheduling because the calculation of flow throughput (3.32)

is more involved than for RR scheduling. However, we note, as a heuristic, that

a simple linear approximation can be applied for the capacity for PF scheduling.

Figure 3.12 displays an example for reuse-1 in a fully loaded environment. The

linear approximation is defined as follows: if δ = 0, then λ∗ = gR/σ; if λ∗ = 0, then

δ = RL (RL is dependent on β). So we have

λ∗ ≈ (1−
δ

RL

)
gR

σ
. (3.48)

Compared to the flow capacity (3.20) for the RR case, we see that in (3.48), we

assume a constant multi-user diversity gain for the PF case irrespective of the number
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of active users. We can see that this approximation works well for different definitions

of user satisfaction β.

Figure 3.12 also shows how the parameter β (which is the proportion of users

that satisfy the flow throughput requirement) impacts the flow capacity. If β is

reduced, RL increases and the capacity region increases.

Figure 3.12: Linear approximations of the capacity (reuse-1 with PF for different
values of β when UI = 1).

3.5.2 Simulation validation of the hybrid simulation/analysis

approach

Our hybrid simulation/analysis approach estimates the flow capacity with greatly

reduced simulation effort compared to a simulation-only approach. Here we validate

the accuracy of the hybrid approach with the simulation-only approach. We do not

perform the comparison on the basis of flow capacity, since using a simulation-only

approach to obtain the flow capacity could require many iterations on the arrival

rate λ, and would prove extremely computationally expensive. Instead, we compare

the per-class flow throughputs obtained by our hybrid approach with those obtained

from the pure simulation approach. This is sufficient to verify the flow capacity.



62 Chapter 3. INFINITE USER POPULATION MODEL

The objective is to validate the following case. In the analysis, as described in

Section 3.3.2, we use K classes of time-average rates as the input to calculate the

per-class flow throughputs according to (3.19) or (3.32). The inputs R1, . . . , RK

are obtained by discretizing a continuous rate distribution based on a system-level

simulation using the parameters in Table 3.2, dividing it intoK equi-probability bins

and taking the harmonic mean of each bin. In the simulation used to validate the

analysis, we determine the per-class flow throughputs via simulation. The simulation

is based on the simulation used to generate the rate distribution, but is extended

to also simulate the flow arrivals and transmissions. The data flows are generated

by a Poisson process. For each flow, the user generating it is randomly located in

the reference sector; its transmission rate depends on the location, antenna gains,

shadow fading and inter-cell interference. Each flow has a fixed file size σ = 5 Mbits

since the distribution of file size has no effect on the flow throughput (see Section 2.5).

At the end of the simulation, we aggregate the flow throughputs into K bins, and

compare the flow throughput of bin-k with the analytical flow throughput of class-k,

k = 1, . . . , K.

The next problem that we address is how to obtain an aggregated flow throughput

for bin-k in the simulation for the comparison, since in each bin the transmission

rate may vary. We present the method on a theoretic basis and take the case of

reuse-1 with RR scheduling as an example. For bin-k, Rk is the harmonic mean of

the rates within this bin; we assume that the rates within bin-k are constrained into

a finite number J of rates, which are denoted by {Rk1, . . . , RkJ} with probabilities

{Pk1, . . . , PkJ} (
∑J

j=1 Pkj = 1). We have

Rk =

(

J
∑

j=1

Pkj

Rkj

)−1

. (3.49)

From (3.19), we can obtain the flow throughput for the flows with the rate Rkj,

which is

γkj = Rkj(1−
λσ

R
), (3.50)
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where R is the harmonic mean of the rate distribution, and is given by

R =

(

K
∑

k=1

Pk

Rk

)−1

=

(

K
∑

k=1

J
∑

j=1

PkPkj

Rkj

)−1

. (3.51)

Let EH [·] represent taking the harmonic mean. We have

EH [γkj] = EH [Rkj](1−
λσ

R
) = Rk(1−

λσ

R
) = γk. (3.52)

Equation (3.52) shows that if we take the harmonic mean of the flow throughputs

associated with the J rates, we can obtain the same value as the flow throughput

obtained using the harmonic mean rate Rk of this bin. In the simulation, we use this

method to calculate the aggregated flow throughput of bin-k for the comparison.

In the simulation, the RR scheduling is performed in the time domain such that

at any 1 ms scheduling instant, the base station allocates all the frequency resources

to one flow and at the next instant schedules the next flow on a round-robin basis.

Once a data flow finishes transmission, the transmission duration is recorded. For

each rate, the mean transmission duration is then calculated; from (3.1) the flow

throughput can be obtained. Finally, we calculate the aggregated flow throughput by

taking the harmonic mean of the flow throughputs recorded for the bin, as suggested

by (3.52).

We first present the comparisons of the per-class flow throughputs between the

analysis and the simulation for the case when UI = 1, K = 10 and J = 10. As

depicted in Figure 3.13, we see that the analysis and simulation curves of per-class

flow throughputs are nearly indistinguishable (we only show the results of class-1,

2, 3, and the same accuracy holds for other classes).

Next we provide the comparisons for the notional case of J → ∞ in Figure 3.14,

where we simulate a continuous rate distribution in the validation. Again, we only

show the results of class-1, 2, 3. It can be seen that there are only slight differences

between the analysis and simulation.

For the PF case, we find that the analysis results also coincide with the simula-

tion results when the rate fluctuations of different classes are statistically identical;
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Figure 3.13: Comparison of the per-class flow throughputs between the analysis and
simulation (reuse-1 with RR when UI = 1 and J = 10).

Figure 3.14: Comparison of the per-class flow throughputs between the analysis and
simulation (reuse-1 with RR when UI = 1 and J → ∞).
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similar findings are also presented by Borst [28]. However, when different classes of

users experience different fast fading statistics, we observe that there are some dif-

ferences between the analysis results and the simulation results, which indicates that

the GPS queue model may break down for this case. A possible solution might be to

apply a discriminatory processor sharing (DPS) queue to model the effects of differ-

ent classes with different multi-user diversity gains (see Altman, Avrachenkov and

Ayesta [10], Bonald and Proutiére [27], Mitra and Weiss [88], and Wu, Williamson

and Luo [144]). In the DPS model, the division of the processor capacity is con-

trolled by a weight vector. By changing the weights, we can effectively control the

instantaneous rates of different classes, which makes DPS a more appropriate model

to study the performance of the case with different statistics on the rate fluctuations.

However, the DPS model is much more difficult to analyse, and we leave it for future

work.

The results in this section confirm that our hybrid approach provides an accurate

estimate of the user-level performance. Therefore in the next section, we use the hy-

brid approach to evaluate the capacities of the standard reuse and reuse partitioning

schemes.

3.5.3 Comparison of flow capacities for different schemes

Plotting the homogeneous load curve

In Section 3.3.2, we described a practical approach to obtain the homogeneous load

curve. Figure 3.15 shows an example of the approach for reuse-1 with PF scheduling

when β = 0.9. Each approximately straight line is the flow capacity curve for

a specific load UI in the interfering sectors; the dot on the line is the point where

Ur = UI (denoted as a (δ, λ∗) pair in Section 3.3.2). Thus if we analyse enough loads,

we can obtain a set of (δ, λ∗) pairs and thus estimate the locus of homogeneous load,

as illustrated.

We have shown in Section 3.5.1 that equation (3.48) gives a close linear approx-

imation of the flow capacity for PF scheduling. In the following, we apply this

approximation method to find the homogeneous load curve. For each specific load
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UI , we apply (3.17) for the RR case or (3.24) for the PF case in the standard reuse

schemes (or (3.43) and (3.44) for FFR/SFR schemes) to find the λ∗ that satisfies

Ur = UI . Then we apply (3.48) to find an approximate value of δ and thus obtain a

(δ, λ∗) pair. Based on the set of (δ, λ∗) pairs, we plot the homogeneous load curve.

Figure 3.16 illustrates such homogeneous load curves for reuse-1 and reuse-3 schemes

when β = 0.9. We see that the approximations achieve very close agreement to the

results from the detailed calculation. The biggest difference is about 2% at δ = 0.6

Mbps for reuse-1 and about 3.1% at δ = 1.2 Mbps for reuse-3. This provides a

method to quickly estimate the flow capacity for the PF case if we want to avoid

the complexity of the detailed calculations.

In all subsequent results, we apply the method using the detailed calculation

rather than the linear approximation.

Figure 3.15: An example of plotting the approximate homogeneous load curve from
the results of a set of loads (reuse-1 with PF when β = 0.9).

Choosing edge band size in FFR/SFR

We find the choice of edge band size that maximises the capacity for reuse partition-

ing by solving the flow capacities for different FFR-n or SFR-n schemes. Figure 3.17
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Figure 3.16: Homogeneous load curves for PF scheduling based on the linear ap-
proximation of the flow capacity using (3.48) (reuse-1 and reuse-3 when β = 0.9).

and Figure 3.18 depict the homogeneous load curves of FFR schemes with different

edge band sizes when β = 0.9 for RR and PF scheduling, respectively. We find that

FFR-11 is the best scheme in both RR and PF cases in terms of the cell capacity

(which is the flow capacity at δ = 0), though the advantage over other configurations

such as FFR-12 is only slight. For δ > 0, the different FFR-n schemes yield quite

different flow capacities. For schemes with large n such as FFR-14 and FFR-15, the

centre band resources are severely limited, and the resulting low flow throughputs of

the centre band users constrain the flow capacity. For schemes with relatively small

n such as FFR-8 and FFR-9, it is the edge band resources that are limited, and

the edge band flow throughputs that constrain the capacity when δ exceeds 4.5 to

5 Mbps. The best all-round schemes for a wide range of δ are FFR-11 and FFR-12,

which evidently provide the best balance between the edge band and centre band

resources.

A similar capacity analysis for several SFR schemes with RR and PF scheduling

when β = 0.9 is conducted, and the results are shown in Figure 3.19 and Figure 3.20.

SFR differs from FFR in that the entire bandwidth is used in each sector, and the

edge band is transmitted with higher power while the frequency bands corresponding
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Figure 3.17: Comparison of flow capacities of different FFR schemes with RR, ho-
mogeneous load, and β = 0.9.

Figure 3.18: Comparison of flow capacities of different FFR schemes with PF, ho-
mogeneous load, and β = 0.9.
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to the orthogonal edge bands (which can be used by sector centre users) are trans-

mitted with lower power (see the frequency and power allocation in Figure 2.5).

Therefore, for schemes with large n such as SFR-15 and SFR-16, the centre band

resources are no longer severely limited. Furthermore, due to the fact that the choice

of pn plays a complicated role in determining the flow capacity, the best choice of

the edge band size n depends on the throughput requirement δ. In both RR and

PF cases, SFR-16 yields the maximum cell capacity (flow capacity at δ = 0). For

δ < 0.5 Mbps or δ > 7 Mbps, SFR-15 and SFR-16 have better flow capacities. For

moderate δ ∈ [2.5, 5.5] Mbps, SFR-9 performs better; however, the edge band flow

throughputs constrain the capacity when δ > 6 Mbps. SFR-12 can be the best

choice for some ranges of δ such as [1, 1.5] and [6, 6.5] Mbps.

Figure 3.19: Comparison of flow capacities of different SFR schemes with RR, ho-
mogeneous load, and β = 0.9.

Capacity comparison for different schemes

We now present a capacity comparison between different reuse and reuse partition-

ing schemes. We apply the method in Figure 3.15 to obtain the homogeneous load

curve for each scheme. Figure 3.21 depicts the flow capacities for β = 0.9 under
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Figure 3.20: Comparison of flow capacities of different SFR schemes with PF, ho-
mogeneous load, and β = 0.9.

homogeneous loading for reuse-1, reuse-3, FFR and SFR; both RR and PF schedul-

ing cases are plotted. Note that the FFR and SFR curves are composite curves

formed by choosing the optimal edge band size n for each δ, and so are labelled as

FFR-opt/SFR-opt. We see that for each scheme, PF scheduling provides a gain over

RR scheduling, which decreases with increasing δ since the number of active users,

and hence the multi-user diversity gain, decreases in this direction.

Let us first concentrate on the regime of low δ, such as δ < 1.5 Mbps. In this

regime, FFR with an optimal edge band size, namely FFR-11, is the best scheme for

both scheduling methods; it can provide a gain over reuse-1 of over 50% for δ < 1

Mbps and the gain decreases with increasing δ. SFR-16 and reuse-3 provide lesser

gains over reuse-1.

As explained earlier, reuse-3 outperforms reuse-1 when δ is low or moderate,

due to its higher cell edge rate. FFR and SFR schemes can strike a compromise

between a higher cell edge rate than reuse-1 (though not as high as reuse-3) and more

available resource units than reuse-3 (though not as many as reuse-1). Figure 3.21

shows that with a judicious edge band size n = 11 (see also Figures 3.17 and 3.18),

this combination in the FFR scheme outperforms both reuse-1 and reuse-3 for low
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δ. For moderate δ (such as δ ∈ [2, 6] Mbps), SFR with an optimal edge band size

n = 9 (see Figures 3.19 and 3.20) yields the highest capacity. We point out that the

capacity of FFR (and SFR) will be even greater if we remove the resource access

restrictions for cell centre users (see Section 3.2.3).

For high δ, reuse-1 is the best scheme; reuse-1 outperforms all other schemes

when δ > 6.5 Mbps for the RR and PF case. This is because reuse-1 utilizes the

entire bandwidth in each sector, always yields the highest peak rate, and benefits

more from the reduction in interference as the network load is reduced.

Figure 3.21: Comparison of flow capacities for reuse schemes and reuse partitioning
schemes with PF and RR, homogeneous load, and β = 0.9.

3.6 Flow capacity of MIMO schemes

In this section, to show that our framework for evaluating flow capacity has appli-

cability beyond just reuse partitioning, we apply our methodology to certain MIMO

schemes.

In LTE systems, multiple antennas are available at both the base station and

the UE, enabling the use of MIMO. Broadly speaking, there are two major types

of MIMO: transmit diversity and spatial multiplexing. We investigate two MIMO
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schemes using two antennas at both the base stations and the UEs, namely 2x2

Space Frequency Coding (SFC) and 2x2 Vertical Bell Labs Layered Space Time

(V-BLAST) (see Mogensen et al. [89] and Wei et al. [136]).

SFC is a scheme that applies Alamouti Space Time Coding (see Paulraj et al. [98]

and the book by Paulraj [19]) on groups of two neighboring sub-carriers to achieve

transmit diversity. As shown in the schematic in Figure 3.22(a), two different data

symbols x2i and x2i+1 are transmitted from two antennas, respectively during the

first symbol period, following which symbols x∗2i+1 and −x∗2i are launched from the

two antennas. We see that effectively, only one symbol is transmitted per sym-

bol period, but through two antennas, which can be used to improve the received

instantaneous SINR for users across the sector.

V-BLAST (see Foschini [45] and Gesbert et al. [49]) is a scheme based on spatial

multiplexing, where independent data streams are transmitted from the individual

antennas (see Figure 3.22(b)). The receiver can separate the different streams under

certain conditions, thus yielding a linear increase in the spectral efficiency. However,

this scheme is only effective when the channels of the two streams are sufficiently

decorrelated and the received SINR is high.

Figure 3.22: Schematic of (a) Alamouti scheme and (b) spatial multiplexing for a
transmitter with two antennas.

We apply our methodology to find the flow capacities for these two schemes,

where we only need to obtain their resulting rate distributions. We obtain the rate
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distributions by applying SINR-to-Rate mapping functions to the SINR distribution

of the reuse-1 scheme (obtained using the same parameters in Table 3.2). The

mapping functions for the two MIMO schemes are obtained from [89], where the

authors fit modified Shannon bounds to simulation results. The general mapping

function is

S(bits/s/Hz) = min {k · BWeff · log2 (1 + SINR / SNReff ) , Smax}. (3.53)

Equation (3.53) differs from (3.47) in the new parameter k, which represents the

number of spatial streams. We apply the results for the MIMO schemes from [89].

The parameters are listed in Table 3.3, and the mapping functions for the two types

of MIMO are shown in Figure 3.23, together with the mapping function for SIMO

from (3.47).

Table 3.3: SINR-to-Rate mapping parameters for MIMO schemes

Scheme BWeff SNReff Smax Spatial streams k

2x2 SFC 0.62 1.4 dB 4 bits/s/Hz 1

2x2 BLAST 0.56 2 dB 8 bits/s/Hz 2

We see from Figure 3.23 that SFC has a higher spectral efficiency than V-BLAST

when SINR < SINReq, where SINReq is the point where the two schemes achieve the

same spectral efficiency. As a result, we apply a dynamic switch mechanism for the

use of V-BLAST, which is denoted as hybrid SFC/V-BLAST and works as follows.

When SINR < SINReq, we use SFC during the transmission; if SINR ≥ SINReq, we

switch to use V-BLAST.

Figure 3.24 illustrates the rate distributions using SIMO, SFC, and hybrid SFC/V-

BLAST schemes. We see that due to the transmit diversity gain, SFC improves all

the rates including the low rates; but the improvement is only slight because re-

ceive diversity already extracts significant diversity gain and so there is not much

additional gain that can be obtained from transmit diversity. Using the spatial

multiplexing or V-BLAST dynamically with SFC only increases the high rates.

Next, we perform a capacity comparison among the three schemes. Figure 3.25
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Figure 3.23: SINR-to-Rate mapping functions for the MIMO schemes.

Figure 3.24: Rate distributions of SIMO, SFC and hybrid SFC/V-BLAST schemes.
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depicts the flow capacities for the RR case with β = 0.9 under homogeneous loading.

Since the SFC scheme improves the rates slightly relative to the SIMO scheme, there

is a small improvement (about 8% gain) with respect to the flow capacity. We also

see that the hybrid SFC/V-BLAST scheme only has a slight advantage over the

SFC scheme. These results reinforce our findings in Section 3.3.1 that the capacity

is strongly influenced by the low rates, and less sensitive to the improvement in the

high rates.

Figure 3.25: Comparison of flow capacities for SIMO, SFC and hybrid SFC/V-
BLAST schemes with RR scheduling, homogeneous load, and β = 0.9.

3.7 Conclusion

In this chapter, we have introduced a new flow capacity metric to characterise the

user-level performance for elastic traffic. Assuming Poisson flow arrivals from an

infinite user population, we developed a methodology to find the flow capacity for

reuse-1, reuse-3, FFR and SFR schemes. We applied the GPS queue to model the

base station, which can approximately take the PF scheduling gains into account

and be specialized to the EPS queue for the RR scheduler. We also accounted for

the effect of interference from neighbouring base stations with an arbitrary level of
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loading, and developed an iterative method to estimate the flow capacity when the

reference sector has the same loading as the interfering sectors.

We derived a simple expression for the capacity of RR scheduling, which shows

that the capacity is strongly influenced by the cell edge rate. For PF scheduling,

a fast convergence property of the multi-user diversity gain was exploited, and a

computationally efficient algorithm was implemented. The numerical results based

on the assumption of elastic traffic indicated that with both RR scheduling and PF

scheduling, FFR with a judicious choice of edge band size yields the highest capac-

ity when the flow throughput requirement is low, SFR gives the highest capacity

for a moderate throughput requirement, and reuse-1 is the best choice for a high

throughput requirement.

We have validated that the per-class flow throughputs obtained using our hy-

brid simulation/analysis approach exhibit very close agreement with the per-class

flow throughputs obtained using a pure simulation approach. Therefore, the hybrid

simulation/analysis approach in our framework estimates the flow capacity with

dramatically reduced simulation effort, since we only require the simulation of the

rate distribution (or SINR distribution). Our framework for evaluating capacity has

general applicability. We presented an example to show how our methodology can

be applied to evaluate the flow capacity of MIMO schemes. Similarly, it can be also

used to find the capacity benefits of other performance enhancements such as relays,

higher order modulation, and bandwidth aggregation, provided that we can obtain

the rate distributions. Moreover, this framework can be used by network operators

to choose optimal base station configurations, or to dimension networks.



Chapter 4

Flow capacity evaluation with a finite user

population model

4.1 Introduction

In this chapter, we assume a finite user population and apply a closed queueing net-

work model to find the flow capacity for the downlink for standard reuse schemes,

such as reuse-1 and reuse-3, and reuse partitioning schemes, namely FFR and SFR.

We analyse user-level performance for these schemes with both RR and PF schedul-

ing.

The flow capacity in this chapter is defined as the maximum number of elastic

traffic users that can be supported by the system while satisfying a minimum re-

quirement on the flow throughput. Compared to the infinite user population model

in the previous chapter, the finite user population model has greater practical rele-

vance. However, this model has the disadvantages that we cannot obtain a compact

expression like (3.20) for the flow capacity, and the computational complexity of

a direct calculation (especially for the normalisation constant) grows exponentially

with the number of classes and the number of users. Therefore, a greater emphasis

is required on computationally efficient algorithms to solve for the flow capacity.

A number of previous works have modelled the wireless base station scheduler

with a processor sharing queue in a closed queueing network. Shankaranarayanan et

al. in [122,123] use a closed queueing network to analyse the user-level performance

for a wireless Internet service; however, a weakness of their work is that a single

service rate is assumed for all users. Liu and her collaborators [82, 83] consider

different service rates corresponding to different channel conditions. They extend

the basic model of Bonald and Proutiére [26] to the finite population case for reuse-1

77
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using a closed queueing network model. However, similar to [26], they consider a

single omni-directional cell with RR scheduling and assume a simple theoretical rate

distribution, where the transmission rate is only a function of distance from the base

station. Due to the computational complexity of the closed queueing model, they

only calculate the flow throughputs for cases with very few users (at most 5 users

in the system).

The parallel work by Maqbool, Coupechoux and Godlewski [85] provides an

analytical model based on a closed queueing network to dimension an OFDMA net-

work. They consider both single-category traffic and multi-category traffic models,

and apply different scheduling policies. However, for each category traffic, they only

apply an aggregate service rate, and do not differentiate the users according to their

locations. Hence, the obtained performance, such as the user throughput, is a sec-

tor average value. Furthermore, at most three classes of traffic are applied in the

analysis because of the computational cost.

In this chapter, we apply the closed queueing network model of [82,83] for stan-

dard reuse schemes to find the flow capacity, and then extend it to cover reuse

partitioning schemes. Unlike the EPS queue model in [82, 83], we apply a GPS

queue model of the base station to account for the PF scheduling gain, which we

specialize to the EPS queue for the RR case. Furthermore, we implement compu-

tationally efficient algorithms to solve for the flow throughputs for both RR and

PF scheduling in different reuse schemes. In contrast to the simple distance-based

rate distributions used in [26, 83], we use more realistic rate distributions gener-

ated via system-level simulations, which capture the effects of sectored antennas,

shadow fading, path loss, and inter-cell interference. Furthermore, we also consider

the multi-cell scenario with fractional loading, and develop an approach to find the

flow capacity in a homogeneous load network.

The rest of this chapter has been arranged as follows. In Section 4.2, we first

describe the basic assumptions and parameters used in our analysis. Then we present

our analytical models to find the flow capacity for standard reuse schemes and reuse

partitioning schemes in Sections 4.3 and 4.4, respectively. In Section 4.5, we explore

some key aspects of the methodology, and present numerical experiments to illustrate
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the capacities of different schemes.

4.2 Basic assumptions and parameters

We analyse the user-level performance in the reference sector by assuming that

all interfering sectors have the same load UI , 0 ≤ UI ≤ 1. Similar to the infinite

user population model (see Section 3.2.1), we approximate fractional loading in the

interfering sectors by using independent Bernoulli random variables with success

probability UI to represent the active/inactive states of the interfering sectors.

The finite user population model differs from the infinite user population model

in that we use a closed queueing network model in the reference sector. In this

model, we assume that a total of M , M > 0, users are in the reference sector. The

users are uniformly distributed, the traffic of each user is on-off elastic best-effort

traffic (see Figure 2.10), and each user only generates one flow at one time and after

completion of the transmission there is a thinking time before the next flow. We

assume a single-category traffic scenario, where the flow sizes are independent and

identically distributed (i.i.d.) with a mean of σ bits and the thinking times are i.i.d.

according to an exponential distribution with a mean of 1/ν seconds. The finite user

population model can be extended to a multi-category traffic scenario when there

are different categories with different distributions and means for the flow size and

thinking time.

We assume that there are N resource units in the downlink (with a 1x2 SIMO

channel) of an OFDMA wireless system. The available resource units in each sector

is N in reuse-1 and N/3 in reuse-3.

The hybrid simulation/analysis approach (see Section 3.2.4) is used to find the

flow capacity, where a set of time-average rates is the input of the analytical model.

For the standard reuse schemes (reuse-1 or reuse-3), we assume that there are K

classes of users with discrete time-average rates {R1, . . . , RK}, with corresponding

probabilities {P1, . . . , PK}, where
∑K

k=1 Pk = 1.

For FFR and SFR, the edge band size n can vary over the set {1, . . . , ⌊N
3
⌋}, de-

noted by FFR-n and SFR-n. For tractability, we impose the same restriction as that
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in the infinite user population model that centre users can only access centre band

resource units. We also define two discrete sets of time-average rates for the input,

one for the centre band, {Rc1, . . . , RcKc
} with probabilities {Pc1, . . . , PcKc

} where
∑Kc

k=1 Pck = 1, and the other for the edge band, {Re1, . . . , ReKe
} with probabilities

{Pe1, . . . , PeKe
} where

∑Ke

k=1 Pek = 1.

The rates depend on the load UI in the interfering sectors. We only explicitly

show the functional dependence on UI when it is helpful for understanding. The

important mathematic notation used in our analysis is summarized in Table 4.1.

Table 4.1: Mathematical notation

Symbol Description Equation
where symbol
first appears

N Total number of resource units in the system −
UI Load in all interfering sectors −
Ur Load of the reference sector (4.15)
σ Mean flow size (4.6)
1
ν

Mean thinking time (4.6)
δ Minimum flow throughput requirement (4.4)
β Proportion of users satisfying the throughput require-

ment
(4.5)

M Total number of users in the reference sector (4.1)
K Number of classes of flows (4.1)
Rk Time-average of class-k flows (4.6)
Pk Probability that an arbitrary flow belongs to class-k (4.1)
mk Average number of class-k users (4.1)
xk Number of active class-k users at node 1 (4.7)
yk Number of active class-k users at node 0 (4.7)
ρ0k Offered traffic of class-k with relative arrival rate at

node 0
(4.6)

ρ1k Offered traffic of class-k with relative arrival rate at
node 1

(4.6)

ρk ρ1k/ρ0k (4.6)
Tk Flow duration of one class-k flow (4.16)
γk Flow throughput of class-k (4.19)
g Limit of PF scheduling gain (4.30)
sn SINR threshold to differentiate the centre/edge users

in FFR/SFR
−

pn pn-th quantile of the SINR distribution (4.60)
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4.3 System model for standard reuse schemes

In this section, we present the methodology that uses a finite user population model

to find the flow capacity in a homogeneous load network for standard reuse schemes,

such as reuse-1 and reuse-3 schemes.

4.3.1 Problem formulation for an arbitrary load UI in inter-

fering sectors

If a total of M users are in the reference sector, the average number of users mk

within class-k is given by

mk =MPk, k = 1, . . . , K, (4.1)

which is assumed to be an integer for simplicity, otherwise rounding can be performed

to make the probability mass function approximate Pk. The average population

vector is defined as

m = (m1, . . . ,mK). (4.2)

For simplicity, we calculate the flow throughputs based on this average population

vector, which can greatly reduce the computational cost. Technically, the correct

approach is to use all possible population combinations as shown in Section 4.3.3

to calculate the flow throughputs, in which the computational complexity grows

exponentially with the number of classes and the number of users. However, we note

that the performance metrics based on this average population vector are very close

to the means considering all possible population combinations, which is discussed in

Section 4.3.3.

We define the flow throughput of a class-k user based on the average population

vector m as γk(m), k = 1, . . . , K. We order the classes in the manner of decreasing

flow throughputs (breaking any ties randomly) such that

γ1(m) ≥ · · · ≥ γK(m). (4.3)
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The problem of finding the flow capacity of a system can be formulated as

M∗ = max M,

such that γL ≥ δ, (4.4)

where δ is the minimum flow throughput requirement. We define

L = min

{

n :
1

M

n
∑

k=1

mk ≥ β

}

, (4.5)

where β indicates the user satisfaction (see Section 3.3.1 for the reason why we

introduce β in our analysis).

The flow throughput γk(m), k = 1, . . . , K, can be obtained from a closed queue-

ing network model with a finite population. Following [83], the reference sector is

modelled as a two-node closed network with K classes of flows (see Figure 4.1).

Figure 4.1: A two-node closed network model.

Node 1 is a GPS queue that models the base station, while node 0 is an infinite

server (IS) queue that models the users in the thinking state. In node 0, users have

an i.i.d. service time with a mean of 1/ν seconds. The relative arrival rate of a

class-k flow is denoted by e1k at node 1 and by e0k at node 0, and we have e1k = e0k

(and normalise them to 1). The service rate of a class-k flow is µ0k = ν at node 0

and µ1k = Rk/σ at node 1, where σ is the mean flow size. We also denote

ρ1k =
e1k
µ1k

=
σ

Rk

, ρ0k =
e0k
µ0k

=
1

ν
, and ρk =

ρ1k
ρ0k

=
νσ

Rk

. (4.6)
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The state of node 1 at an arbitrary time is defined by the vector

x = (x1, . . . , xK), (4.7)

where xk, k = 1, . . . , K, is the number of class-k users in node 1, and we let

x =
K
∑

k=1

xk. (4.8)

The corresponding state of node 0 at this instant is

y = (y1, . . . , yK), (4.9)

where

yk = mk − xk, k = 1, . . . , K. (4.10)

By the BCMP theorem for product form networks (see Baskett et al. [13]), the

stationary distribution of the network is given by

πm(x,y) = H(m)−1χm(x)χm(y). (4.11)

where H(m) is the normalisation constant, given by

H(m) =
∑

x+y=m

χm(x)χm(y). (4.12)

Node 1 is a GPS queue, so that we have (see Cohen [36])

χm(x) =
x!

Πx
i=1G(i)

K
∏

k=1

(

1

xk!
ρxk

1k

)

, (4.13)

where G(x) is the scheduling gain when there are x users at node 1. Node 0 is an

IS queue, so we have

χm(y) =
K
∏

k=1

(

1

yk!
ρyk0k

)

=
K
∏

k=1

(

1

(mk − xk)!
ρmk−xk

0k

)

. (4.14)
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The probability that there are no active flows at the base station is πm(0,m).

Therefore, from (2.4), we can obtain the utilization in the reference sector (inter-

preted as the load of the reference sector):

Ur = 1− πm(0,m). (4.15)

Let E[T1k] be the mean duration of class-k flows in node 1. From Little’s for-

mula [69], we have

E[T1k] =
E[xk]

λ1k
, (4.16)

where E[xk] is the mean number of class-k flows in node 1 and λ1k is the correspond-

ing arrival rate. From the stationary distribution (4.11), we can easily find

E[xk] =
∑

x+y=m

πm(x,y)xk

= H(m)−1ρ1k
∂

∂ρ1k
H(m), (4.17)

and

λ1k =
∑

x+y=m

πm(x,y)ykν

= H(m)−1νρ0k
∂

∂ρ0k
H(m). (4.18)

Thus the flow throughput γk of class-k users is

γk(m) :=
σ

E[T1k]

= Rk

∂
∂ρ0k

H(m)
∂

∂ρ1k
H(m)

. (4.19)

For standard reuse schemes, we find that the flow throughputs are the same index

order as the list of rates in decreasing order,

R1 ≥ · · · ≥ RK . (4.20)
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The flow throughputs (as well as the flow capacity) are insensitive to the distri-

butions of the file sizes and the distributions of the thinking times, but sensitive to

the product of the mean service rate at the IS node ν and the mean file size σ. We

show this in the following analysis.

From (4.11), (4.13) and (4.14), we can write

πm(x,y) = Ĥ(m)−1 x!

Πx
i=1G(i)

K
∏

k=1

(

1

xk!(mk − xk)!
ρxk

k

)

, (4.21)

where Ĥ(m) is a new normalisation constant

Ĥ(m) =
H(m)
∏K

k=1 ρ
mk

0k

,

=
∑

x+y=m

x!

Πx
i=1G(i)

K
∏

k=1

(

1

xk!(mk − xk)!
ρxk

k

)

. (4.22)

Thus we have

E[xk] =
∑

x+y=m

πm(x,y)xk = Ĥ(m)−1ρk
∂

∂ρk
Ĥ(m), (4.23)

λ1k =
∑

x+y=m

πm(x,y)(mk − xk)ν = Ĥ(m)−1νĤ(m− ek), (4.24)

where ek is a K-vector with 1 at position k and 0 elsewhere. The flow throughput

γk(m) is

γk(m) = Rk
Ĥ(m− ek)

∂
∂ρk
Ĥ(m)

. (4.25)

Equations (4.22) and (4.25) show that the only dependence that the flow through-

puts have on the traffic parameters is through ρk. Since ρk, k = 1, . . . , K, defined

in (4.6) only depends on the product of ν and σ, we can conclude that the flow

throughputs depend on νσ.
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Round-robin scheduling

For the RR case, we have G(x) ≡ 1 for all x, and so it follows from (4.12)-(4.14)

that the normalisation constant is

HRR(m) =
∑

x+y=m

[

x!
K
∏

k=1

(

1

xk!
ρxk

1k

) K
∏

k=1

(

1

yk!
ρyk0k

)

]

. (4.26)

The principal computational difficulty associated with solving (4.4) resides in the

determination of the normalisation constant (4.26). For a direct summation, the

time and space requirements increase exponentially with the number of classes of

flows. For example, if there are M = 100 users and K = 10 classes in the analysis,

the number of states of the system will be more than 1010, which is computationally

prohibitive for a direct calculation.

Conway and Georganas in [37] provide an efficient recursive algorithm (illustrated

in Theorem 1 of [37]) to calculate the normalisation constant, and an algorithm

called the RECAL algorithm to calculate user-level performance such as the mean

flow duration.

We can apply the algorithm for the normalisation constant in [37] to our special

case. To do so, we set HRR(m) ≡ HK(0), where HK(0) can be obtained recursively

from

Hk(vk) =
∑

n∈Ψk

hk(vk,n)Hk−1(vk + n), (4.27)

where 1 ≤ k ≤ K,vk ∈ Φk and

vk = (v1k, v0k), where v1k, v0k are non-negative integers,

n = (n1, n0), where n1, n0 are non-negative integers,

Φk =







{

vk|v0k + v1k =
∑K

s=k+1ms

}

if 0 ≤ k ≤ K − 1,

{0} if k = K,

Ψk = {n|n1 + n0 = mk} ,

hk(vk,n) =





n1 + v1k

v1k



 ρn1

1k ·
ρn0

0k

n0!
,
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and the initial conditions are H0(v0) = 1 for all v0 ∈ Φ0.

Instead of the approach described above, a more efficient approach is to apply

another recursion algorithm called the MVAC algorithm (see Conway and his col-

laborators [38]) to calculate the mean number of class-k flows at node 1 E[xk] and

its arrival rate λ1k, and hence the flow throughputs γk(m). This approach avoids

the need to compute the normalisation constant. The MVAC algorithm is computa-

tionally efficient for networks with few nodes and many users, hence it is well-suited

to our finite user population model using RR scheduling.

From (4.27) and the MVAC algorithm, we obtain HRR(m), E[xk] and λ1k. For

later use (for the PF case), we rearrange (4.17) and (4.18) to obtain the following

relationships

∂

∂ρ1k
HRR(m) = E[xk]HRR(m)ρ−1

1k , (4.28)

∂

∂ρ0k
HRR(m) = λ1kHRR(m)(νρ0k)

−1. (4.29)

Proportional fair scheduling

In Section 3.5.1, we have shown that the gain function G(x) of PF scheduling con-

verges quickly to some limit g(g > 1) for x > x0, where the value of x0 is not very

large. For convenience, we recall two definitions here:

C = g−x0

x0
∏

i=1

G(i), and D(x) =







1
Cgx

− 1∏x
i=1

G(i)
x > 0

1
C
− 1 x = 0

. (4.30)

From (4.12)-(4.14) and (4.30), we can write the normalisation constant in (4.12)

for PF scheduling as

HPF (m) =
∑

x+y=m

[

x!
∏x

i=1G(i)

K
∏

k=1

(

1

xk!
ρxk

1k

)

·
K
∏

k=1

(

1

yk!
ρyk0k

)

]

=
∑

x+y=m,x>x0

[

x!

Cgx

K
∏

k=1

(

1

xk!
ρxk

1k

)

·

K
∏

k=1

(

1

yk!
ρyk0k

)

]

+
∑

x+y=m,x≤x0

[

x!

(

1

Cgx
−D(x)

) K
∏

k=1

(

1

xk!
ρxk

1k

)

·

K
∏

k=1

(

1

yk!
ρyk0k

)

]
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=
∑

x+y=m

[

x!

Cgx

K
∏

k=1

(

1

xk!
ρxk

1k

)

·
K
∏

k=1

(

1

yk!
ρyk0k

)

]

−
∑

x+y=m,x≤x0

[

x!D(x)
K
∏

k=1

(

1

xk!
ρxk

1k

)

·
K
∏

k=1

(

1

yk!
ρyk0k

)

]

(4.31)

≡ H1(m)−H2(m),

where

H1(m) =
∑

x+y=m

[

x!

Cgx

K
∏

k=1

(

1

xk!
ρxk

1k

)

·

K
∏

k=1

(

1

yk!
ρyk0k

)

]

, (4.32)

H2(m) =
∑

x+y=m,x≤x0

[

x!D(x)
K
∏

k=1

(

1

xk!
ρxk

1k

)

·

K
∏

k=1

(

1

yk!
ρyk0k

)

]

. (4.33)

From (4.31), (4.17) and (4.18), the mean number and corresponding arrival rate of

class-k flows in node 1 are

E[xk] = HPF (m)−1ρ1k

(

∂

∂ρ1k
H1(m)−

∂

∂ρ1k
H2(m)

)

, (4.34)

λ1k = HPF (m)−1νρ0k

(

∂

∂ρ0k
H1(m)−

∂

∂ρ0k
H2(m)

)

. (4.35)

The first parts in (4.31), (4.34) and (4.35) can be calculated using (4.26), (4.28) and

(4.29) for RR scheduling since H1(m) can be put in the form of HRR(m) by multi-

plying by a constant C and letting ρ′1k = ρ1k/g. The second parts of these equations

can be calculated directly since the value of x0 is not very large. Consequently, the

flow throughput of a class-k user in PF scheduling can be found from

γk(m) =
σλ1k
E[xk]

= Rk

∂
∂ρ0k

H1(m)− ∂
∂ρ0k

H2(m)
∂

∂ρ1k
H1(m)− ∂

∂ρ1k
H2(m)

. (4.36)

Rules for allocating users to rate bins

In our model, the user population of each class must be an integer. In general, we

cannot ensure that (4.1) always returns integer values, and so we must perform a
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rounding operation. The use of rounding can introduce ambiguity in how users are

allocated to bins, so we define rules in the following to remove any such ambiguity.

To allocate theM users to theK “bins” (classes), we always define equi-probability

bins (P1 = · · · = PK) in our numerical examples and perform the following proce-

dure. First, we allocate the bulk of the users according to the probabilities, ⌊MP1⌋

for each bin. Then, starting by allocating a user to class-1, we allocate any leftover

usersM−K⌊MP1⌋ so that they are equi-spaced over the range of bins. An example

for the case of K = 10 is shown in Figure 4.2. By doing this, we tend to get a nice

and gradual change in the capacity results as the number of rate bins is changed. In

contrast, if we place the leftover users in the lowermost rate bins, we see spurious

differences in the capacity results as the number of rate bins is varied.

Figure 4.2: An example of the rules for allocating the leftover users to rate bins
(K = 10).

An algorithm to find the flow capacity

Similar to Algorithm 3.1, we define a bisection search to find the flow capacity in

problem (4.4) for the given minimum flow throughput requirement δ and the user

satisfaction proportion β. It is necessary to define an upper bound (Msat) and a

lower bound (Ml) for the bisection search.

We apply a feasibility check before the bisection search in Algorithm 4.1, where

we assume one user in the system and test whether the flow throughput satisfies the

minimum throughput requirement. According to the above rules for allocating the
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users to bins, the only user is assigned to class-1. If the requirement is not satisfied,

the problem (4.4) is not feasible.

However, unlike the cell capacity in the infinite user population model, there does

not exist a universal upper bound for the flow capacity since for δ = 0, Msat → ∞.

One method to find an upper bound is to choose an arbitrarily large value Msat

that does not satisfy the constraint of (4.4). Alternatively, we can apply a heuristic

approach. Kleinrock in [70] determines an approximate saturation point for the

two-node closed queueing network, which is defined by

Mappr ,

⌊

1/µ+ 1/ν

1/µ

⌋

, (4.37)

where 1/µ is the average service time and 1/ν is the mean thinking time. We find

in our numerical experiments that it is sufficient to let

Msat = 2Mappr (4.38)

for typical δ > 0.1 Mbps.

Thus we can perform a bisection search between Ml and Msat to find the flow

capacity. The basic algorithmic steps are defined in Algorithm 4.1.

Algorithm 4.1

(i) Feasibility check. Let Ml = 1, assign the user to class-1, and solve for the flow
throughput based on the MVAC algorithm for the RR case and (4.36) for the
PF case. If the constraint of the problem (4.4) is satisfied, let Mu =Msat and
go to step (ii); otherwise the problem is infeasible (return M∗ = 0) and stop.

(ii) Bisection search. If Mu −Ml = 1, M∗ = Ml and stop; otherwise let M =
⌊(Ml +Mu)/2⌋ and solve for the flow throughput γL. If the constraint of (4.4)
is satisfied, Ml =M ; otherwise Mu =M . Go to step (ii).

4.3.2 Finding the flow capacity for Ur = UI

We aim for a homogeneous load network, thus the next question we address is how

to find the flow capacity such that Ur = UI .
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For a given β, to obtain a flow capacity for a single δ value, we can define an

algorithm similar to Algorithm 3.2 (see Section 3.3.2). The only difference is located

in step (iii) in which we apply Algorithm 4.1 to solve for the flow capacity M∗ and

use equation (4.15) to obtain the associated utilization Ur in the reference sector.

Letting ε1 be the error tolerance, we define the steps in Algorithm 4.2.

Algorithm 4.2

(i) Start with an arbitrary initial load in the interfering sectors, for example let
UI = 0.5.

(ii) Run the system-level simulation to generate the time-average rates
{R1(UI), · · · , RK(UI)}.

(iii) Find M∗ using Algorithm 4.1, and obtain the associated utilization Ur using
(4.15).

(iv) If |Ur − UI | > ε1, set UI = Ur and go to step (ii); otherwise, stop.

Instead of a single point, we are often interested in a homogeneous load curve

of M∗ versus the flow throughput requirement δ. This could be determined using

repeated applications of Algorithm 4.2. However, this can require a large number

of simulations of rate distributions. In the following, we describe a more efficient

method to find the homogeneous load curve. We perform a series of simulations

beforehand for a set of loads {UI1, . . . , UIJ} in the interfering sectors, where UIj ∈

[0, 1] for 1 ≤ j ≤ J .

For each load UIj, we obtain a rate distribution and then discretize it into a set of

time-average rates {R1(UIj), . . . , RK(UIj)} with probabilities {P1, . . . , PK}. Then,

for load UIj, we use Algorithm 4.3 to find a (δ,M∗) pair such that the utilization (or

load) in the reference sector Ur associated withM∗ is closest to UIj and the constraint

in the problem (4.4) is satisfied for the pre-defined β. We choose the initial values

of Ml,Mu as in Algorithm 4.1, and perform a bisection section between Ml and

Mu. Typically we find that the algorithm finishes in less than 10 iterations in our

numerical examples.

In Algorithm 4.3, there are two special cases that we need to treat differently.
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The first one is the case of UIj = 0, where we let M∗ = 0 and define δ as

δ = max{R1(UIj), . . . , RK(UIj)}. (4.39)

The second case is when UIj = 1. We define ε2 for the error tolerance, and stop the

iterations when |Ur − UIj| < ε2, as shown in the step (ii) in Algorithm 4.3.

Furthermore, at the last iteration when Mu −Ml = 1, we let Url and Uru be the

utilizations associated with Ml and Mu, respectively, and choose M∗ as

M∗ =







Mu if |Url − UIj| > |Uru − UIj|

Ml otherwise
. (4.40)

By applying Algorithm 4.3 for each UIj, we can finally obtain a set of (δ,M∗)

pairs which gives an approximate homogeneous load curve.

Algorithm 4.3

(i) Let Ml = 1, and use (4.15) to find the associated load Ur. If Ur − UIj < 0, go
to step (ii); otherwise let M∗ = 0 and choose δ by (4.39), and stop.

(ii) Let Mu = 2Mappr, and find Ur using (4.15). If Ur − UIj > 0, go to step (iii).
Otherwise, if |Ur − UIj| > ε2, Mu = 2Mu and go to step (ii); otherwise let
M∗ =Mu, solve for the flow throughput γL associated with M∗, define δ = γL
and stop.

(iii) Let M = ⌊(Ml +Mu)/2⌋ and use (4.15) to find Ur. If Ur − UIj > 0, Mu =M ,
otherwise Ml = M . If Mu −Ml > 1, go to step (iii). Otherwise, define M∗

using (4.40), solve for the associated flow throughput γL, and define δ = γL
and stop.

4.3.3 Considering all possible population combinations

In Section 4.3.1, the performance metrics, such as the mean queue size and flow

throughput, are calculated based on the average population vectorm = (m1, . . . ,mK)

with mk =MPk, k = 1, . . . , K, when there are M users in the reference sector. The

flow throughput of class-k user is γk(m), and we denote the arrival rate (4.18) as

λck(m), k = 1, . . . , K, in this section.
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As mentioned previously, any population combination m = (m1, . . . ,mK) be-

longing to the set M = {(m1, . . . ,mK)|
∑K

k=1mk = M} is feasible. The probability

for this population combination is obtained from a multinomial distribution, which

is

P (m) =
M !

m1! · · ·mK !
Pm1

1 · · ·PmK

K . (4.41)

For a fixed population combination m, we can use (4.18) and (4.19) to calculate

the arrival rate λck(m) and the flow throughput γk(m). Therefore we can calcu-

late the averaged arrival rate and the averaged flow throughput over all population

combinations

E[λck] =
∑

m∈M

P (m)λck(m), (4.42)

E[γk] =
∑

m∈M

P (m)γk(m). (4.43)

Unfortunately, for a typical class number and user population (K = 10 and M can

be greater than 100 in our numerical experiments), it is computationally prohibitive

to obtain E[γk] over all population combinations. This is why we use the mean

population m and γk(m) as a proxy for E[γk]. Intuitively, we expect that

γk(m) ≈ E[γk]. (4.44)

If this is true, we can use γk(m) estimate the flow capacity with dramatically re-

duced computational complexity. To test (4.44), we perform the comparison using

a simplified experiment: RR scheduling is applied, and there are only K = 4 classes

of flows with time-average rates {18.741, 7.626, 2.962, 0.808} Mbps and probabilities

{0.4, 0.3, 0.2, 0.1}.

Figure 4.3 shows the comparisons of flow throughputs γk(m) based on the average

population and averaged flow throughput E[γk] over all population combinations

m ∈ M for different numbers of users in this test. We see that the values are quite

close to each other, so we conjecture that this is also true in the general case.

As far as we are aware, there is no known theoretical proof for (4.44). In the
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Figure 4.3: Comparison of flow throughputs with population combinations.

following, we apply some theorems of Whitt [138] to show that under some con-

ditions this conjecture is asymptotically true. First, it is necessary to introduce

the fixed-population-mean (FPM) approach of [138], which approximates the closed

queueing network with an open queueing network. For simplicity, we assume that

RR scheduling is applied at the base station. We impose the restriction that the

population vector m is in the feasible set, namely m ∈ M, which is not necessary

in the more general setting of [138].

Recall that our two-node closed queueing network has a population vector m, a

service rate at the GPS node of µk = Rk/σ for class-k, and a mean thinking time of

1/ν for class-k. To apply the FPM method to our two-node closed queueing network,

we need to remove the IS node (node 0) and replace the departure processes of the

K classes of the IS node by K external Poisson arrival processes to the GPS node

(node 1). Then we can obtain an open queueing network (see Figure 4.4).

In the open network without the IS node which is used to approximate the

closed queueing network with population vector m, let λok(m), k = 1, . . . , K, be the

external arrival rate for class-k at the GPS node. From (3.18), we can obtain the

mean number of class-k users for arrival rate vector (λo1(m), . . . , λoK(m)) for the RR
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Figure 4.4: An open network approximation using the FPM approach.

case, which is

E [xk| (λ
o
1(m), . . . , λoK(m))] =

λo
k
(m)

µk

1−
∑K

j=1

λo
j (m)

µj

. (4.45)

In the FPM method, Whitt [138] proposes an iterative algorithm to find the

external arrival rates, where φ
(i)
k is the ith lower bound and ψ

(i)
k is the ith upper

bound for λok(m), k = 1, . . . , K,

ψ
(1)
k = mkν, (4.46)

φ
(i)
k =

(

mk − E
[

xk|
(

ψ
(i)
1 , . . . , ψ

(i)
K

)])

ν, i ≥ 1, (4.47)

ψ
(i+1)
k =

(

mk − E
[

xk|
(

φ
(i)
1 , . . . , φ

(i)
K

)])

ν, i ≥ 1. (4.48)

As i→ ∞, we have

φ
(i)
k → λok(m) and ψ

(i)
k → λok(m). (4.49)

Note that other approximation methods proposed by Buzen [31] and Protopapas [104]

only use the first upper bound in the FPM method to approximate the external ar-

rival rates.

In the following, we apply the ideas of [138] and consider a sequence of two-node

closed queueing networks indexed by superscript n. In the nth network, let νn be

the service rate of the IS node, mn
k , k = 1, . . . , K, be the fixed population of class-k

users, and N cn
k (0) be the number of class-k users at the GPS node in the initial

state; mn
k increases and νn decreases as n increases, but the product of them mn

kν
n

approaches some fixed value. Let N o
k (0) be the number of class-k users at the GPS

node in the initial state of the open network where the IS node is deleted according

to the FPM method.
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Theorem 8 of [138] shows that the stochastic processes in the GPS node in

the closed queueing network converge in distribution to those in the open queueing

network as n→ ∞ if initiallyN cn
k (0) → N o

k (0), k = 1, . . . , K. Furthermore, Theorem

12 of [138] shows that under these conditions, the FPM method is asymptotically

correct.

Whitt shows that from these two theorems, the arrival rate to the GPS node in

the closed queueing network is asymptotically equivalent to the Poisson arrival rate

in the open queueing network under the conditions of Theorem 12 of [138]. In other

words, λck(m) → λok(m), where λok(m) is calculated by (4.46)-(4.48). Then we use

these results to show that under these conditions, λck(m) → E[λck] and γk(m) →

E[γk] (see Theorem 4.1 and Corollary 4.1).

Theorem 4.1. If mn
k → ∞, νn → 0, mn

kν
n → λok(m), and N cn

k (0) → N o
k (0) for

each k as n→ ∞, then we have

λck(m) → E[λck]. (4.50)

Proof. For the average population vector m = (m1, . . . ,mK), the conditions of the

theorem hold, namely

mk → ∞, ν → 0 and mkν → λok(m),

where λok(m) is the arrival rate of class-k in the open queueing network approximated

by the FPM method for the population vector m. From the two theorems of [138],

we obtain

λck(m) → λok(m),

which implies

λck(m) → mkν.

For a feasible population vector m ∈ M, the conditions of the theorem also hold.

Also from the theorems of [138] we have

λck(m) → λok(m) and λck(m) → mkν.
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Under these conditions, λck(m) is asymptotically linear in mk, from which we have

E[λck] → E[mkν] = mkν.

Hence, we can obtain

λck(m) → E[λck].

Corollary 4.1. Under the conditions of Theorem 4.1, γk(m) → E[γk].

Proof. From the two theorems of [138], the arrival process to the GPS node in the

closed queueing network is asymptotically equivalent to a Poisson process under the

conditions of the theorem. Therefore, from (3.19), we obtain

γk(m) → Rk

(

1−
K
∑

j=1

λcj(m)

µj

)

. (4.51)

From the proof of Theorem 4.1, we have

γk(m) → Rk

(

1−
K
∑

j=1

mjν

µj

)

. (4.52)

For a feasible population vector m ∈ M, the conditions also hold, so we have

γk(m) → Rk

(

1−
K
∑

j=1

mjν

µj

)

, (4.53)

which implies that γk(m) is asymptotically linear with mk, k = 1, . . . , K. Hence we

obtain

E[γk] → Rk

(

1−
K
∑

j=1

E[mj]ν

µj

)

= Rk

(

1−
K
∑

j=1

mjν

µj

)

. (4.54)

Therefore, we have

γk(m) → E[γk]. (4.55)

From Corollary 4.1, we can conclude that the results using the flow throughputs
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obtained from the average population vector to find the flow capacity in problem

(4.4), which is much less computationally complex, are asymptotically close to those

based on the average flow throughputs over all population combinations.

4.4 System model for FFR and SFR schemes

4.4.1 Problem formulation for an arbitrary load UI in inter-

fering sectors

For FFR-n/SFR-n scheme (with edge band size n, n ∈ {1, . . . , ⌊N
3
⌋}), we choose an

SINR threshold sn, which equals the pn-th quantile of the SINR distribution on the

centre band. We simplify the resource access restrictions (see Section 4.2), so we can

model the reference sector using two separate two-node closed queueing networks,

namely a centre network and an edge network. Therefore, for an arbitrary load UI

in all interfering sectors, we need two discrete sets of rate distributions as the input

of the analytical model; {Rc1, . . . , RcKc
} with probabilities {Pc1, . . . , PcKc

} for the

centre network, and {Re1, . . . , ReKe
} with probabilities {Pe1, . . . , PeKe

} for the edge

network.

If a total of M users are in the reference sector, the populations in the centre

and edge networks are

Mc =M(1− pn) and Me =Mpn. (4.56)

Since Mc and Me must be integers, we perform the following rounding process

Mc = round (M(1− pn)) and Me =M −Mc, (4.57)

where round(x) is a function that rounds the argument to the nearest integer.

The average population vectors in the two networks are

mc = (mc1, . . . ,mcKc
) and me = (me1, . . . ,meKe

), (4.58)
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where mck = PckMc, k = 1, . . . , Kc, and mek = PekMe, k = 1, . . . , Ke, are the average

populations for class-k users in the centre and edge networks, respectively. Since the

populations must have integer values, we apply the rules in Section 4.3.1 to assign

the users to the classes in each network.

From Theorem 4.1 and Corollary 4.1 in Section 4.3.3, we can approximate the

user-level performance using the average population vectors in the centre/edge net-

work to greatly decrease the computational complexity. Let γck(mc) be the flow

throughput of class-k centre users, and γek(me) be the flow throughput of class-k

edge users. We can obtain them using (4.19) by solving the two networks separately,

and then sort them in one list in order of decreasing flow throughputs such that

γ1 ≥ · · · ≥ γK , (4.59)

where K = Kc+Ke. For a class-k user, γk = γckc(mc) (or γeke(me)) if he belongs to

the centre network (or the edge network). Therefore, the problem formulation (4.4)

can be applied in a similar way to find the flow capacity in FFR-n (or SFR-n).

To find the flow capacity, we apply a bisection search in a similar way to Al-

gorithm 4.1 but with the following modifications. Firstly, we need to re-define the

approximate saturation point, so that it is now given by

Mappr , min

{⌊

Mc−appr

1− pn

⌋

,

⌊

Me−appr

pn

⌋}

, (4.60)

whereMc−appr andMe−appr are the approximate saturation points for the centre/edge

network, which can be obtained separately using (4.37). Secondly, during each step,

we need to divide the total number of users M into two networks using (4.57), and

then solve for the flow throughputs in each network and sort them in one list in a

decreasing order.

The algorithmic steps are listed in Algorithm 4.4, where Msat = 2Mappr from

(4.60). By solving the flow capacity for different n, we can also find the edge band

size that maximises the capacity.

Another problem in finding the flow capacity for FFR/SFR schemes is how to

choose an appropriate value for pn. We have seen that pn plays an important role
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Algorithm 4.4

(i) Feasibility check. Let Ml = 1, and define Mc,Me using (4.57). Then solve for
the flow throughputs for the RR or PF case and find γL. If the constraint of
the problem (4.4) is satisfied, let Mu =Msat and go to step (ii); otherwise the
problem is infeasible (return M∗ = 0) and stop.

(ii) Bisection search. If Mu −Ml = 1, M∗ = Ml and stop; otherwise let M =
⌊(Ml +Mu)/2⌋, use (4.57) to decide Mc,Me, solve for the flow throughputs,
sort them in one list with a decreasing order, and find γL. If the constraint of
(4.4) is satisfied, Ml =M ; otherwise Mu =M . Go to step (ii).

in determining the flow capacity in our infinite user population model (see Sec-

tion 3.4.1). Similarly, in this finite user population model, a different value of pn

gives a different SINR threshold sn, which results in different inputs (time-average

rates) for the centre/edge network and thus different values of the flow capacity.

Unfortunately, we have no definition of “cell capacity”, because for a zero flow

throughput requirement, the total number of users in the system grows to infinity.

To avoid a great number of simulations for rate distributions and a complicated

calculation for the capacity, a heuristic method is invoked where we choose the same

value of pn as that in the infinite user population model, which is (3.39) for the RR

case or (3.42) for the PF case, and obtained through Algorithm 3.3. The reason is

that in Section 4.3.3, we have shown that the infinite user population model is a

good approximation of the finite model under certain conditions, thus we speculate

that this choice of pn will yield a high flow capacity.

4.4.2 Finding the flow capacity for Ur = UI

The next step is to find the flow capacity in a homogeneous load network. We let

Ur denote the overall utilization in the reference sector, and let Urc and Ure denote

the utilizations in the centre and edge networks, respectively. Urc (or Ure) can be

obtained using (4.15) in the centre (or edge) network. Due to the quantization effects

(see (4.57) and the rules for allocating users to rate bins in Section 4.3.1) as well as

the choice of pn (in addition, there are different scheduling gains in the centre/edge

system for the PF case), we cannot ensure Urc = Ure generally. To err on the side
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of conservatism, we approximate the overall utilization of the reference sector by

Ur = max{Urc, Ure}. (4.61)

To find a homogeneous load curve for FFR/SFR schemes, we perform a series of

simulations beforehand for a set of loads {UI1, . . . , UIJ}, UIj ∈ [0, 1] for 1 ≤ j ≤ J,

in the interfering sectors, and apply Algorithm 4.5 for each UIj to find a (δ,M∗)

pair. For each UIj, we obtain the centre and edge rate distributions and discretize

them to {Rc1(UIj), . . . , RcKc
(UIj)} with probabilities {Pc1, . . . , PcKc

} for the centre

network, and {Re1(UIj), . . . , ReKe
(UIj)} with probabilities {Pe1, . . . , PeKe

} for the

edge network.

The algorithmic steps in Algorithm 4.5 are similar to Algorithm 4.3, but have the

following changes. Firstly, in each step we need to solve two networks to obtain Urc

and Ure, and decide the overall utilization Ur by (4.61). Secondly, we apply (4.60)

for the approximate saturation point. Thirdly, for each given M , we need to divide

it using (4.57) into two networks, solve for the flow throughputs in each network,

sort them in one list in decreasing order, and find the associated γL for δ. Finally,

for the special case of UIj = 0, we let M∗ = 0 and define δ as

δ =







max{Re1(UIj), . . . , ReKe
(UIj)} if pn > 0.5

max{Rc1(UIj), . . . , RcKc
(UIj)} otherwise

. (4.62)

Then, we can obtain a set of (δ,M∗) pairs which gives an approximate homo-

geneous load curve. The procedure is summarized in Algorithm 4.5 with the error

tolerance ε3.

4.5 Numerical experiments and discussion

In this section, we present numerical examples using the finite user population model

to illustrate the capacities of reuse-1, reuse-3, FFR-n and SFR-n schemes (where

n ∈ {1, . . . , 16} for N = 48 resource units, and FFR-16 is equivalent to reuse-3).

We employ a hybrid simulation/analysis approach to obtain the flow capacity
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Algorithm 4.5

(i) LetMl = 1, and defineMc,Me using (4.57), solve for Urc, Ure, and apply (4.61)
to decide the approximate overall utilization Ur. If Ur − UIj < 0, go to step
(ii); otherwise let M∗ = 0, choose δ using (4.62), and stop.

(ii) Let Mu = 2Mappr, define Mc,Me using (4.57), solve for the associated Urc, Ure,
and then define Ur by (4.61). If Ur − UIj > 0, go to step (iii). Otherwise, if
|Ur − UIj| > ε3, Mu = 2Mu and go to step (ii); otherwise let M∗ = Mu, solve
for the associated flow throughputs in the two networks, sort them in one list
to find γL, define δ = γL and stop.

(iii) Let M = ⌊(Ml +Mu)/2⌋, define Mc,Me using (4.57), solve for Urc, Ure, and
then define Ur by (4.61). If Ur − UIj > 0, Mu = M , otherwise Ml = M . If
Mu −Ml > 1, go to step (iii). Otherwise, define M∗ by (4.40) solve for the
associated flow throughputs in the two networks, sort them in one list to find
γL, and define δ = γL and stop.

for each scheme. The system-level simulation is used to obtain a uncontended time-

average rate distribution, where the parameters and assumptions are consistent with

the LTE downlink (see Table 3.2 in Section 3.5). In the simulation, we apply the

most realistic SINR-to-Rate mapping, namely modified Shannon mapping (3.47).

For each distribution, we divide it into equi-probability “bins”, take Rj to be the

harmonic mean of the simulation samples in the jth bin, and use this discrete set of

rates as the input to the analytical model. In the analysis model, we set the mean

flow size σ to be 5 Mbits, and the mean thinking time 1/ν to be 180 seconds.

4.5.1 Definition of key aspects of the methodology

In this section, we explore several key aspects of our methodology for computing the

flow capacity in the finite user population model. We discuss (i) the sensitivity to

the number of classes K, and (ii) an approximation for the flow capacity using the

FPM method.

Choice of the number of classes K

Like the infinite user population model, in the finite user population model we

discretize a continuous rate distribution for the input into the analysis. However, in
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this case the computational costs are higher, particularly for PF scheduling, so we

cannot use as many classes as we apply in the infinite user population model.

For a two-node closed queueing network with M users and K classes, if RR

scheduling is applied, the computational complexity of a direct calculation is of

the order of K⌊M/K⌋+1. We apply the MVAC algorithm (see Conway et al. [38] or

Section 4.3.1) for the calculation of flow throughputs. The algorithm has a compu-

tational cost [38]

4









M + 2

3



− 1



+ 4





K + 1

3



 , (4.63)

which reduces the computational cost dramatically comparing to a direct calculation

for large values of M and K. In our numerical examples for the RR case, we can

find the solution within several minutes for K up to 50.

For the PF case, the computational cost is even higher than for the RR case. We

need to apply the MVAC algorithm for the calculation of the first parts of (4.31),

(4.34) and (4.35), and have to perform direct summations for the second parts of

these equations. Figure 4.5 shows the number of states in the direct summation

of the second part of (4.31) for different class number K when x0 = 7, which is a

typical value in our examples. We see that even for the case of K = 20, we need to

perform more than 200,000 additions for one performance metric.

Next, we explore the sensitivity of the number of classes K in the flow capacity

analysis. Figure 4.6 illustrates the flow capacities of reuse-1 with RR scheduling in

a fully loaded environment (UI = 1) and β = 0.9, 0.7, using different numbers of

classes (K = 10, 20, 50) in the analysis. We see that 10 classes can achieve almost the

same accuracy as 50 classes. Furthermore, in terms of complexity we can comfort-

ably manage the calculations for 10 classes using the MVAC algorithm. Therefore,

we apply K = Kc = Ke = 10 for RR scheduling in the following computations.

Similarly for the PF case, we apply K = Kc = Ke = 10 in the following analysis,

which corresponds to less than 10,000 states in the direct summation of the second

parts of (4.31), (4.34) and (4.35).
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Figure 4.5: The number of states in the second part of (4.31). The inset in the top
is a zoom-in for small K.

Figure 4.6: Sensitivity to the number of classes (reuse-1 with RR scheduling when
β = 0.9, 0.7 and UI = 1).
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An approximation of the flow capacity using the FPM method

In Section 4.3.3, we showed using the FPM approximation [138] that the stochastic

processes in the GPS node (node 1) of the closed queueing network can be approxi-

mated well by an open queueing network. In this section, we present an approach to

find the flow capacity based on the FPM method, within which the most important

step is how to find the flow throughputs for a given number of users M using the

approximation.

We let ε4 be the error tolerance, and let m = (m1, . . . ,mK) be the average

population vector, where mk =MPk.

For the RR case, we initialize the process by using (4.46), apply (4.45) in (4.47)

and (4.48), and calculate the approximate arrival rates (λo1(m), . . . , λoK(m)) by using

(4.47) and (4.48) iteratively, where we stop the iterations when |ψ
(i)
k − φ

(i)
k | < ε4.

Then we can use (3.19) from the infinite user population model (see Section 3.3.1)

to solve for the flow throughputs corresponding to (λo1(m), . . . , λoK(m)).

For the PF case, we need to modify the equations of the FPM method by letting

E [xk| (λ
o
1(m), . . . , λoK(m))] = ρk

1
Cg(1− ρ

g
)2
− Σx0

x=1D(x)xρx−1

1

C(1− ρ

g )
− Σx0

x=0D(x)ρx
, (4.64)

where ρk = λok(m)/µk and ρ = ΣK
k=1ρk. This is simply a restatement of (3.31). Then

we put (4.64) into (4.47) and (4.48), and run them iteratively with the initial arrival

rate (4.46) until |ψ
(i)
k − φ

(i)
k | < ε4. Finally, we obtain the flow throughputs by using

(3.32) for PF scheduling.

Thus, by substituting the above approach for the flow throughputs in Algo-

rithm 4.1 for standard reuse schemes or Algorithm 4.4 for reuse partitioning schemes,

we can find the flow capacity based on the FPM approximation method.

The next problem that we address is how to determine the regime in which we can

operate the FPM approximation. We can only use the FPM approximation under

some conditions because there is a stability condition in the infinite user population

model, which is ρ < 1 for the RR case and ρ < g for the PF case. We can use this

condition to find the approximation operating regime. From (4.46)-(4.48), it is easy
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to see that for i ≥ 1,

φ
(i)
k ≤ φ

(i+1)
k ≤ λ

(o)
k (m) ≤ ψ

(i+1)
k ≤ ψ

(i)
k , k = 1, . . . , K. (4.65)

Therefore, it is sufficient that the initial arrival rates obtained from (4.46) are feasible

such that the stability condition is satisfied, which is

ΣK
k=1

ψ
(1)
k

µk

< 1 (RR case) or ΣK
k=1

ψ
(1)
k

µk

< g (PF case). (4.66)

Let MFPM
sat be an upper bound for the number of users for which (4.66) holds. From

(4.46), (4.66) and µk = Rk/σ, we derive

MFPM
sat = ⌊

R

νσ
⌋ (RR case) or MFPM

sat = ⌊
gR

νσ
⌋ (PF case). (4.67)

Figure 4.7 displays an example of using the FPM approximation to find the flow

capacities for reuse-1 with RR scheduling in a fully loaded environment (UI = 1).

We observe the results for different definitions of user satisfaction β. If the capacity

is greater thanMFPM
sat (which occurs when δ is small), we represent it byMFPM

sat since

we cannot apply the approximation beyond that value. We can see that this FPM

approximation approach works well within the operating regime whereM∗ ≤MFPM
sat

for different β.

We show another example for the PF case in Figure 4.8 for reuse-1 when UI = 1.

Again, we see that for the rangeM∗ ≤MFPM
sat , the approximations achieve very close

agreement to those from the detailed algorithm.

Furthermore, we note that the results always give a lower bound for the flow ca-

pacity. The FPM approximation provides us with a method to calculate an estimate

of the flow capacity with reduced computational complexity, and is particularly use-

ful for the PF case. To estimate the performance over a wider operating regime, we

could apply asymptotic methods like [63, 87], which we leave for future work.
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Figure 4.7: The approximations of the capacity based on FPM method (reuse-1 with
RR when UI = 1).

Figure 4.8: The approximations of the capacity based on FPM method (reuse-1 with
PF when UI = 1).
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4.5.2 Comparison of flow capacities for different schemes

In this section, we compare the flow capacities of different reuse and reuse parti-

tioning schemes on the basis of their homogeneous load curves. First, we give an

example showing how the approximate homogeneous load curve for a finite user

population can be generated using Algorithm 4.3. The example is for reuse-1 with

PF scheduling when β = 0.9. As depicted in Figure 4.9, we obtain the capacity

curves for a set of loads; for a specific load UI , we apply Algorithm 4.3 to find a

flow capacity whose associated utilization Ur is closest to UI (shown as the dot on

the line); from these dots, we estimate the locus of homogeneous load. To achieve a

more accurate estimation, more loads need to be analysed. In the following results,

for each scheme we perform the analysis for 21 loads (UI ∈ {0, 0.05, . . . , 1}, which

can provide acceptable accuracy with manageable computational cost.

Figure 4.9: An example of plotting the approximate homogeneous load curve (reuse-
1 with PF when β = 0.9).

By solving the flow capacities for different FFR-n/SFR-n schemes, we can find a

judicious choice of edge band size that maximises the capacity for a given throughput

requirement δ and user satisfaction β. Figure 4.10 and Figure 4.11 show the homo-

geneous load curves of FFR schemes with different edge band sizes when β = 0.9 for
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Figure 4.10: Comparison of flow capacities of different FFR schemes with RR, ho-
mogeneous load, and β = 0.9.

Figure 4.11: Comparison of flow capacities of different FFR schemes with PF, ho-
mogeneous load, and β = 0.9.



110 Chapter 4. FINITE USER POPULATION MODEL

RR and PF scheduling, respectively. We see that the best choice of the edge band

size for FFR schemes depends on the value of δ. For very low δ such as δ < 0.5

Mbps, FFR-11 has the best performance and other FFR schemes have similar capac-

ities, except for schemes with large n such as FFR-14 and FFR-15 which have low

capacities due to their severely limited centre band resources. For larger δ, schemes

with relatively small n such as FFR-8 and FFR-9 have the highest capacities. How-

ever, there is the possibility that the results here are influenced by quantization

effects, since as discussed in Section 4.3.1, the user populations in each class must

be integral. Because the edge band resources in these schemes are limited, there are

few users allocated to the edge band and it is highly possible that there is no user

allocated to the class with the worst rate, which results in better performance. This

holds particularly for scenarios where the total number of users is small, namely

cases with high δ.

Results for several SFR schemes with RR and PF scheduling when β = 0.9 are

shown in Figure 4.12 and Figure 4.13. Unlike FFR, schemes with large n such as

SFR-15 and SFR-16 are not severely limited on the centre band resources, so they

achieve better flow capacities for very low δ < 0.5 Mbps. SFR-9 and SFR-12 perform

better for a moderate δ, but the limited edge band resources constrain the capacities

for a high δ.

Finally, we present a capacity comparison between different reuse and reuse par-

titioning schemes. Figure 4.14 depicts the flow capacities for β = 0.9 under homo-

geneous loading. Note that for the FFR/SFR scheme, we always choose an optimal

edge band size for a given δ. We see that we can improve the capacities by applying

PF scheduling comparing to RR scheduling. In the regime of low δ, such as δ < 1.5

Mbps, FFR with an optimal edge band size is the best scheme for both scheduling

methods. Note that reuse-3 with PF scheduling achieves competitive capacities in

this regime. For moderate δ (such as δ ∈ [2, 6] Mbps), SFR with an optimal edge

band size provides the highest capacity. For high δ, reuse-1 is the best scheme since

it yields the highest peak rate; reuse-1 outperforms all other schemes when δ > 6.5

Mbps for both RR and PF cases.
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Figure 4.12: Comparison of flow capacities of different SFR schemes with RR, ho-
mogeneous load, and β = 0.9.

Figure 4.13: Comparison of flow capacities of different SFR schemes with PF, ho-
mogeneous load, and β = 0.9.



112 Chapter 4. FINITE USER POPULATION MODEL

Figure 4.14: Comparison of flow capacities for reuse schemes and reuse partitioning
schemes with RR and PF, homogeneous load, and β = 0.9.

4.6 Conclusion

In this chapter, we assumed a finite user population and developed a methodology

to find the flow capacity for standard reuse and reuse partitioning schemes by using

a closed queueing network model. We performed a capacity analysis using a hybrid

simulation/analysis approach for both RR and PF scheduling, where the GPS queue

was used to model the base station to take the PF scheduling gains into account.

We performed the analysis in the multi-cell scenario with fractional loading, showed

how fractional loading in the interfering sectors can approximately be taken into

account, and found the flow capacity for a homogeneous load network.

To deal with the greater computational cost of this model, we applied an efficient

algorithm to find the flow throughputs for the RR case. For the PF case, we exploited

a fast convergence property of the multi-user diversity gain to convert the problem

into a form where the same computationally efficient algorithm as for the RR case

could be applied. The numerical results indicated that the choice of the best scheme

depends on the throughput requirement δ. FFR with a judicious choice of edge band

size yields the highest capacity for a low δ (reuse-3 achieves a competitive capacity
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for a low δ), SFR gives the highest capacity for a moderate δ, and reuse-1 is the best

choice for a high δ. Then we presented an open queueing network approximation

based on the FPM method, and found that it works well in the regime of moderate

to large δ.

Like the infinite user population model in the previous chapter, this framework

for evaluating capacity also has applicability to general performance enhancement

techniques, and can be used to dimension networks.
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Chapter 5

Interference coordination based on allocation

priority in the frequency domain

5.1 Introduction

In the previous two chapters, we applied a flow-level queueing theoretic approach

to analyse the performance under a fractional loading scenario with elastic broad-

band traffic, where all the resources of a base station sector are allocated whenever

there are any active flows. Since there are idle periods when no flows are active,

the loading is fractional in the time domain. In this chapter, we consider a different

fractional loading scenario which arises when the traffic consists of narrow-band ser-

vices. When the number of concurrent narrow-band connections is such that the base

station only allocates a portion of the frequency resources, it results in a fractional

load in the frequency domain. Fodor, Telek, and Koutsimanis [44] and Pokhariyal et

al. [102] also consider this type of traffic. We propose several inter-cell interference

(ICI) coordination schemes for the LTE downlink under this fractional loading sce-

nario, which involve prioritization of resource allocations between neighbouring base

stations (BS). We use system-level simulations to evaluate the performance. The

primary performance metrics sought are oriented towards measuring the base station

performance, including average sector throughput and sector edge throughput.

In an attempt to maximise the sector capacity, LTE is designed to operate with

reuse-1, thus it is important to improve the user performance in the sector edge

area. A number of studies have applied interference coordination to achieve this

goal. Gesbert et al. [48], Li and Liu [75,77], Rahman and Yanikomeroglu [118], and

Zhang and Letaief [149] solve the problem using various optimization techniques

in a multi-cell environment. Necker in [92, 93] applies other advanced techniques,

115
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such as graph theory, for interference coordination during scheduling. However,

the aforementioned works assume a central controller for the coordination among a

group of neighbouring sectors and the knowledge of full system state information (of

both base stations and users), which is not feasible in real systems. Furthermore, if

the number of users in the system is large, the amount of computation required for

the solutions may be prohibitive.

In this chapter, we propose possible distributed realizations of interference co-

ordination schemes for future cellular networks to enable efficient utilization of the

entire available bandwidth. The schemes are based on setting resource allocation pri-

ority in the frequency domain; variants are possible, depending on whether priority

setting is through off-line network planning (static) or adaptive to traffic load vari-

ations in neighbouring sectors. Note that when all sectors are fractionally loaded, it

may be possible to avoid collisions with resource allocations in neighbouring sectors

(if the same resource is allocated in more than one sector at the same time, we call it

a collision). Our schemes assign higher allocation priority to the resources with less

potential to cause allocation collisions. However, as the level of fractional loading

increases, more resources need to be allocated such that more collisions occur. At

full loading, the prioritization does not help since the collisions are unavoidable. By

setting the allocation priority, the scheduling algorithms in our schemes are simple,

so that fast resource allocation decisions can be made at the base stations. Further-

more, the resource allocation function is distributed across the base stations, thus a

central controller is not required.

In the adaptive schemes, to enable coordination between base stations, we require

inter-base-station signalling of system state information at some cycle time, defined

as the status report update interval. There is a tradeoff between system performance

and signalling overhead, which we investigate. The static schemes do not need inter-

base-station signalling but require clever network planning.

We perform system-level simulation to investigate the base station performance,

namely average sector throughput and sector edge throughput. When the sector load

is not too high, our schemes yield gains in average sector throughput and sector edge

throughput compared to an uncoordinated reuse-1 system. While our schemes are
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applicable to any OFDMA or TDMA wireless access technology, we focus on their

application to LTE in this chapter.

The rest of this chapter is organized as follows. In Section 5.2, we first describe

the basic assumptions in our model. Then we propose interference coordination

schemes based on adaptive and static assignment for the resource allocation priority

in the frequency domain in Section 5.3 and 5.4, respectively. In Section 5.5, we

describe our system-level simulation, present numerical experiments to illustrate

the performance of different schemes, and explore the tradeoff between performance

and signalling overhead in the adaptive schemes.

5.2 Model assumptions

5.2.1 Basic assumptions

We restrict attention to a single-input-single-output (SISO) downlink channel in

a frequency division duplex (FDD) LTE network, where there is one transmitting

antenna at the base station and one receiving antenna at the user equipment (UE).

A fixed tri-sector layout (see Figure 5.1) is assumed, with one base station at the

centre of each site, controlling the three sectors numbered 0, 1, and 2 (0, 120, and

240 degree antenna boresight orientations). As explained in Section 2.2, the smallest

unit of resource that can be allocated is a resource block pair (RBP), which consists

of two consecutive resource blocks, occupies 1 ms in the time domain, and can only

be allocated to one user at a time in each sector.

We assume that there are N RBPs in total in the frequency domain available in

each sector. In accordance with the LTE standard, we assume that the transmission

power applied to each RBP is equal and the same modulation and coding scheme is

assumed for all sub-carriers and all RBPs allocated to the same user. While adaptive

power allocation over the sub-carriers is the optimal approach, it has been shown

that adaptive power allocation only offers a small gain over fixed power allocation

with adaptive modulation and coding (AMC) (see Biglieri, Proakis and Shamai [20],

and Li and Liu [77]).
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Figure 5.1: Wrap-around hexagonal cell layout.

For each RBP n, n = 1, . . . , N , we set an allocation priority in the frequency

domain, denoted by αn. The larger the value of αn, the higher the priority. The

scheduling rule for resource allocation in each sector is highest priority first, that is,

the scheduler always allocates available RBPs with highest priority to the users.

We consider only narrow-band services where each user only requires one RBP

at each scheduling instant, so that the number of simultaneously active UEs is equal

to the number of RBPs that are allocated. We also assume that all sectors have the

same load.

5.2.2 Mathematical notation

The important mathematical notation that we use in this chapter is summarized in

Table 5.1.
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Table 5.1: Mathematical notation

Symbol Description Equation
where symbol
first appears

N Total number of resource units in the system −

N0 Thermal noise (5.1)

T Status report update interval −

δni,j State of the nth RBP in sector j of site i (5.1)

ζn Sector-average RB usage of the nth RBP (5.3)

αn Sector-average allocation priority of the nth RBP (5.4)

wi,j
k,l Sector-average interference weight from sector l of site

k to sector j of site i
(5.3)

ζn(u) User-specific RB usage of the nth RBP (5.6)

αn(u) User-specific allocation priority of the nth RBP (5.7)

wi,j
k,l(u) User-specific interference weight from sector l of site

k to sector j of site i
(5.6)

φi,j Priority setting in sector j of site i (5.8)

Wi,j Interference impact suffered by sector j of site i (5.11)

W Overall interference impact in the system (5.12)

5.3 Adaptive priority setting schemes

In this section, we propose interference coordination schemes based on resource

allocation priority in the frequency domain, where the priority is adaptive to the

resource utilizations in the surrounding sectors.

5.3.1 System model

Considering the central 19 sites of the network in Figure 5.1, we take the central

site (site 0) as the reference site and sector 0 of the reference site as the reference

sector (shaded in blue in Figure 5.1). In the downlink, the interference is predomi-

nantly generated by the other two sectors of the same site and the first two tiers of

surrounding sites. If the nth RBP is allocated in the reference sector, the SINR at

the UE receiver is

SINRn =

Px

q0,0
∑2

j=1 δ
n
0,j

Px

q0,j
+
∑18

i=1

∑2
j=0 δ

n
i,j

Px

qi,j
+N0

, n = 1, . . . , N, (5.1)
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where Px is the transmit power for each RBP, N0 is the background thermal noise,

and qi,j is the propagation loss between the sector j of site i and this UE, which

includes the effects of antenna gains and antenna directivity, path loss, and shadow-

ing fading. We also introduce an indicator variable δni,j(i = 0, . . . , 18; j = 0, 1, 2;n =

1, . . . , N) to denote the state of the nth RBP in sector j of site i. The value of

δni,j is equal to 1 if the nth RBP is currently allocated, and 0 otherwise. The first

item in the denominator of the right hand side of (5.1) describes the interference

due to the other two sectors of the reference site, while the second item represents

the interference caused by the first two tiers of surrounding sites.

Different neighbouring sectors contribute dissimilarly to the total interference in

(5.1) because of the different effect of qi,j. For instance, the first layer sectors, which

are enclosed by the circle in Figure 5.1, would be the most dominant interferers.

Our adaptive schemes assign the resource allocation priorities based on the system

state in the neighbouring sectors, in order to enable resource allocation decisions

to be made that minimise interference. To achieve this goal, our schemes require

inter-base-station signalling between base stations. We assume that this signalling

is sent periodically with a fixed update interval T .

A consequent problem that we address is the volume and frequency of the inter-

base-station signalling. To limit the volume of signalling information that needs to

be transported and processed, we require that only per RBP binary state information

δni,j is sent to indicate whether the nth RBP is allocated or not. In our model, we

assume that each base station sends state information of all three sectors to its

first two tiers of neighbouring base stations; consequently, each base station receives

state information of all three sectors from its first two tiers of neighbouring base

stations. This is a reasonable simplification, since the first two tiers usually contain

the dominant interferers. Note that to further reduce the volume of this inter-

base-station signalling, each base station could send/receive the state information

to/from only the strongest interfering sites, or we could accept less precise status

reports based on groups of RBPs, rather than individual RBPs.

As for the frequency of this inter-base-station signalling, we first assume that it

is performed at every scheduling interval such that T = 1 ms. However, it would
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be possible to allow a longer status report update interval (such as hundreds of

milliseconds or seconds), but at the expense of possibly degraded performance, which

is discussed in Section 5.5.3.

To account for the fact that different neighbouring sectors contribute dissimilarly

to the total interference, we introduce interference weights which reflect the inter-

ference impact of each sector of the two tiers of surrounding base stations. Based

on the state information of neighbouring base stations and the interference weights,

we set the priority higher for those resources with the least likelihood of suffering or

causing interference.

Two schemes, called Adaptive Scheme 1 and Adaptive Scheme 2, are defined,

which differ in the way in which the interference weights are determined.

Adaptive Scheme 1

We denote the interference weight from sector l of site k to sector j of site i as

wi,j
k,l(i, k = 0, . . . , 18; j, l = 0, 1, 2), with the convention that wi,j

k,l = 0 if i = k and j =

l. In this scheme, the interference weight wi,j
k,l represents the downlink interference

power received from sector l of site k, averaged over all user locations in sector j of

site i and described as

wi,j
k,l =







E[P i,j
k,l ] if i ̸= k and j ̸= l

0 otherwise
, (5.2)

where P i,j
k,l is a random variable representing the received interference power from

sector l of site k for user locations in sector j of site i.

From (5.2), it is clear that those sectors which tend to cause larger inter-cell

interference, such as sector 2 of site 2 or sector 1 of site 6 with respect to the reference

sector (see Figure 5.1), will have larger interference weights. The advantage of this

definition of wi,j
k,l is that it does not depend on the specific user’s channel state,

so it can be pre-computed (for example, we determine it by a test program in our

numerical experiments) and stored in a look-up table in each base station.

The priority setting procedure for this scheme is as follows (taking the reference
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sector as an example). We define a metric, called the RBP usage, to indicate the

interference impact and use it to assign the allocation priority. At any scheduling

instant, we calculate the RBP usage ζn in the reference sector by

ζn =
2
∑

l=1

w0,0
0,l δ

n
0,l +

18
∑

k=1

2
∑

l=0

w0,0
k,l δ

n
k,l, n = 1, . . . , N. (5.3)

The first term of (5.3) describes the usage in the other two sectors of the same site,

while the last term captures the usage in the first two tiers of surrounding sites.

Note that the smaller the value of ζn, the less the usage of the nth RBP in the

interfering sectors. Therefore, we can assign the priority of the nth RBP by

αn = −ζn, n = 1, . . . , N. (5.4)

The scheduler for the reference sector then selects an unassigned RBP with the

largest value of αn for the next user, hence avoiding (or at least minimising) the use

of resources with strong interference.

The scheduling algorithm for this scheme is described by Algorithm 5.1, and

needs to be performed at every scheduling instant. We first need to assign the

priority to each RBP in the frequency domain using (5.4) based on the most recent

δni,j values. Then we can allocate the resources to the active users according to

the resource allocation priorities. During this procedure, we introduce one more

ordering step for all active users, which determines the priority order in which the

users should be allocated resources. This step allows for a scheduling discipline to be

imposed, such as round-robin or a channel-dependent discipline such as time-based

proportional fair (see Kela et al. [62], and Wengerter, Ohlhorst, and Elbwart [137]).

Adaptive Scheme 2

A disadvantage of Adaptive Scheme 1 is that the average interference weight wi,j
k,l

is only an approximation to the interference that would be experienced by a given

user, and may be a severe over-estimate or under-estimate. Adaptive Scheme 2
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Algorithm 5.1

(i) Calculate the priority for each RBP using (5.4).

(ii) Assign RBPs to the users according to the following steps:

(a) Order the active users, according to the scheduling discipline.

(b) For the next user in the ordered list, find the RBP with the highest
priority αn. If this RBP is unallocated, assign it to this user. Otherwise,
check the next highest priority αn, and so on.

(c) Repeat step (b) for all users in the ordered list, or until all available RBPs
have been allocated.

addresses this shortcoming by making the interference weights dependent on the

user’s channel state. Specifically, for any user u in sector j of site i, we define the

user-specific interference weights by

wi,j
k,l(u) =







Pk,l(u)

Pi,j(u)
if i ̸= k and j ̸= l

0 otherwise
, (5.5)

where Pk,l(u) is the received interference power from sector l of site k for this user.

We assume that the UE takes measurements of the pilot channel powers of the

serving and neighbouring sectors, and sends this information to the serving base

station in CQI feedback messages (see Section 2.3.2), from which the base station

can determine Pk,l(u). Clearly, wi,j
k,l(u) in this scheme is user-specific and time-

varying, and therefore, cannot be pre-computed.

For the user u in the reference sector, we can calculate the priorities using

ζn(u) =
2
∑

j=1

w0,0
0,j (u)δ

n
0,j +

18
∑

i=1

2
∑

j=0

w0,0
i,j (u)δ

n
i,j, n = 1, . . . , N, (5.6)

αn(u) = −ζn(u), n = 1, . . . , N. (5.7)

For each scheduling instant, we perform the algorithm defined in Algorithm 5.2

for this scheme. The resource allocation information in the surrounding sectors

is still required by inter-base-station signalling for every update interval T . Now

the priorities of the RBPs are user-dependent, so that they need to be calculated
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separately for each user according to the channel conditions. Then the resources are

allocated based on the user-specific priorities. Again, we introduce an ordering step

to implement some scheduling discipline.

Algorithm 5.2

(i) Assign RBPs to the users according to the following steps:

(a) Order the active users, according to the scheduling discipline.

(b) For each user u in the ordered list, calculate the interference weights
wi,j

k,l(u) using (5.5) and find the RBP with the highest priority αn(u) by
(5.7). If this RBP is unallocated, assign it to this user. Otherwise, check
the next highest priority αn(u), and so on.

(c) Repeat step (b) for all users in the ordered list, or until all available RBPs
have been allocated.

5.4 Static priority setting schemes

In this section, we investigate interference coordination schemes based on static

resource allocation priority in the frequency domain. Compared to the two adaptive

schemes in the previous section, the priority setting is performed off-line via network

configuration, thus the static schemes do not need inter-base-station signalling but

still utilize the whole frequency spectrum in each sector.

5.4.1 System model

The reference sector is numbered 0, and sector 1, . . . ,M−1 are theM −1 dominant

interfering sectors. The N RBPs are divided in the frequency domain into M(M ≤

N) sub-bands, and each sub-band is assigned a unique priority. The idea is to assign

different sub-band priority lists to the sectors to minimise the chance of the same

sub-bands being used in sectors with strong interference coupling.

We index the sub-bands consecutively from lowest to highest frequency, form a

circular list of indices, and assign different starting indices for different sectors. In

each sector, the sub-bands are allocated commencing from the starting index and
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moving in the direction of increasing index. Consequently, the problem in this model

is to assign the starting indices to the sectors to achieve the least interference for

different traffic loads.

Figure 5.2 illustrates a general example of sub-band priority lists for the M sec-

tors, where each sector has a different starting sub-band index. This type of resource

allocation scheme has the advantage of avoiding interference from the dominant in-

terfering sectors when the load is low to moderate. For example if the sector load is

less than 1/M in all sectors, only the resources in the highest priority sub-band will

be allocated and there would be no interference between the sectors.

Figure 5.2: System model for static priority setting in the frequency domain.

When the load increases, say to 2/M , only one sector (sector 1) causes inter-

ference to sub-band 1 of the reference sector and another sector (sector M − 1)

introduces interference to sub-band 2 of the reference sector (see Figure 5.2), while

other sectors do not cause any interference. If the load increases further, sub-band

collisions are inevitable. However, it is still possible to avoid using the same sub-

band in sectors with the strongest interference if the allocation priority setting in

the network is planned well.

The challenge in this approach is to decide how many sub-bands are needed

and how to determine the starting sub-band index in each sector to incur the least
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interference as possible for different loads. This is an optimal network configuration

problem. Clever resource planning schemes are interesting as they offer additional

flexibility in mitigating interference with very low complexity. In the following, we

propose two schemes, called Static Scheme 1 and Static Scheme 2, for the static

priority setting.

Static Scheme 1

The strongest interference comes from the immediately adjacent sectors, which

means that the three sectors of the same site should also avoid using the same

sub-bands as far as possible. We adopt the idea of the conventional reuse-3 (see

Figure 2.5) to set the priority for sub-bands, on the basis of which we define Static

Scheme 1. We divide the resources into three sub-bands and define three categories

of priority settings, denoted by “A”, “B”, and “C”. The allocation priority in each

sector is shown in Figure 5.3. We see that for each sector, its six immediately adja-

cent sectors, which are the strongest interfering sectors, always use different highest

priority sub-bands. Furthermore, this scheme can avoid interference from the same

site provided that the three sectors have a load of less than one-third.

Static Scheme 2

In this scheme, we consider that there is only one RBP in each sub-band. We let

φi,j be the starting sub-band index in sector j of site i in the network, and wi,j
k,l be

the average interference weight from sector l of site k to sector j of site i, which is

obtained using (5.2). Thus, if φi,j = n0, n0 ∈ {1, . . . , N} in one sector, we define the

priorities αn as follows

φi,j = n0 ⇒ αn =



















N for n = n0

N + n0 − n for n = n0 + 1, . . . , N

n0 − n for n = 1, . . . , n0 − 1

. (5.8)

Given the starting indices φi,j = n0 in sector j of site i and φk,l = n1 in sector

l of site k, we define a function Φ(φi,j, φk,l, c) which gives the number of allocation
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Figure 5.3: Network plan for Static Scheme 1.

collisions between the two sectors under the sector load c. The load c, 0 ≤ c ≤ 1,

is defined as the fraction of RBPs that need to be allocated to meet the offered

traffic. Since the scheduler always allocates the available sub-bands with highest

priority to the users, at most Nc = ⌈N · c⌉ RBPs need to be allocated, where ⌈x⌉

denotes rounding to the nearest integer greater than or equal to x. Without loss of
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generality, we let n0 ≤ n1. It can be shown (see Figure 5.4) that

Φ(φi,j, φk,l, c) =































0 if n0 +Nc − 1 < n1, n1 +Nc ≤ N + n0

n1 +Nc −N − n0 if n0 +Nc − 1 < n1, n1 +Nc > N + n0

n0 +Nc − n1 if n0 +Nc − 1 ≥ n1, n1 +Nc ≤ N + n0

2Nc −N if n0 +Nc − 1 ≥ n1, n1 +Nc > N + n0

.

(5.9)

Figure 5.4: Frequency collisions calculation.

We define another function Ψ(φi,j, φk,l) to represent the total number of allocation

collisions between the two sectors for all loads, which is

Ψ(φi,j, φk,l) =

∫ 1

0

Φ(φi,j, φk,l, c)dc. (5.10)

Then we define the overall interference impact Wi,j suffered by sector j of site i:

Wi,j =
18
∑

k=0

2
∑

l=0

wi,j
k,lΨ(φi,j, φk,l), (5.11)

where wi,j
k,l is defined in (5.2). The total interference impact W in the observed area

(see Figure 5.1) is defined as

W =
18
∑

i=0

2
∑

j=0

Wi,j =
18
∑

i=0

2
∑

j=0

(

18
∑

k=0

2
∑

l=0

wi,j
k,lΨ(φi,j, φk,l)

)

. (5.12)

Our aim is to find a starting index assignment φi,j(i = 0, . . . , 18; j = 0, 1, 2) such

that the total interference impact W is minimised.

An exhaustive search for the optimal solution for such a problem is usually
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computationally prohibitive. For example, if we assume a total of 10 MHz bandwidth

in the system (50 sub-bands in the frequency domain), the computational cost of

an exhaustive search is in the order of 5057, which is impractical. Consequently, we

apply a heuristic and greedy algorithm to define φi,j which is operated on a site-

by-site basis, sequentially starting from the central site. The algorithm works as

follows.

Let Nr3 = ⌊N
3
⌋. We have seen that the three sectors of the same site should

avoid using the same sub-bands whenever possible. Thus we define a heuristic rule

for the priority setting in one site: if sub-band n, n ∈ {1, . . . , Nr3} is assigned as the

starting index in one sector, the other two sectors will set sub-band n + Nr3 and

sub-band n+ 2Nr3 as their starting indices.

We start from the central site 0, and set φ0,0 = 1, φ0,1 = 1+Nr3, φ0,2 = 1+ 2Nr3

(it does not matter for the initial setting as long as it follows the priority setting

rule for one site). Then in every step only one site is added into the network and we

try to find a priority setting for this site such that the total interference impact in

the current network is minimised.

Assuming the priorities of sub-bands in sites 0, . . . , k− 1 have been assigned, for

the next site k, there are 6 options to set the priority when we choose a sub-band

index n, n ∈ {1, . . . , Nr3},

Option 1: φk,0 = n, φk,1 = n+Nr3, φk,2 = n+ 2Nr3;

Option 2: φk,0 = n, φk,1 = n+ 2Nr3, φk,2 = n+Nr3;

Option 3: φk,0 = n+Nr3, φk,1 = n, φk,2 = n+ 2Nr3;

Option 4: φk,0 = n+Nr3, φk,1 = n+ 2Nr3, φk,2 = n;

Option 5: φk,0 = n+ 2Nr3, φk,1 = n, φk,2 = n+Nr3;

Option 6: φk,0 = n+ 2Nr3, φk,1 = n+Nr3, φk,2 = n.

For these options and for each n, n ∈ {1, . . . , Nr3}, we calculate the total interference

impact Wk in the current network and choose an option and an n which minimises

it. Wk is defined as

W0 = 0; (5.13)
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Wk = Wk−1 +
k−1
∑

i=0

2
∑

j=0

(

2
∑

l=0

wi,j
k,lΨ(φi,j, φk,l)

)

+
2
∑

l=0

(

k−1
∑

i=0

2
∑

j=0

wk,l
i,jΨ(φk,l, φi,j)

)

. (5.14)

The first part in (5.14) is the total interference in the existing sites (sites 0, . . . , k−1),

and the second part is the additional interference introduced by the new site k to

those existing sites, and the last part is the interference from the existing sites to

the new site k. By using this approach, we reduce the computational cost for one

site from N3 to 6Nr3.

In our numerical examples, we assume a 10 MHz bandwidth with 50 sub-bands in

the frequency domain (see Section 5.5.1), and apply the above heuristic and greedy

algorithm to assign the resource allocation priorities in each sector, which is shown

in Figure 5.5. The number in each sector is the value of φi,j, and the priority setting

is given by (5.8).

Figure 5.5: Network plan for Static Scheme 2.
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5.5 Numerical results and discussion

In this section, we present numerical results that compare the performance of our

schemes with that of an uncoordinated resource allocation, where RBP allocations in

each sector are made randomly from the pool of available RBPs and independently

to RBP allocations in other sectors. We make the comparisons on the basis of

average sector throughput and average sector edge throughput.

5.5.1 Simulation description

We use a static system-level simulation, and simulate a regular hexagonal layout

of 19 sites. A wrap-around model is used to avoid boundary effects, as shown in

Figure 5.1. A small inter-site spacing of 1 km is used to create a scenario that is

predominantly interference-limited.

A bandwidth of 10 MHz in the 2.5 GHz frequency band is available in each

sector giving a total of 600 sub-carriers, each of which has a bandwidth 15 kHz [4].

A RBP consists of 12 sub-carriers (180 kHz) in the frequency domain and 1 ms in

the time domain. Therefore, a total of 50 RBPs can be allocated within the 1 ms

scheduling interval in each sector. With 50 RBPs, the three sub-bands in Static

Scheme 1 cannot have the same number of RBPs; we choose to assign 16 RBPs to

the two highest priority sub-bands in each sector, and 18 RBPs to the lowest priority

sub-band.

We assume a reuse-1 scheme with fractional loading, where all RBPs are available

everywhere in each sector and the number of resources allocated depends on the

sector load. A SISO channel is assumed. When calculating the UE’s instantaneous

SINR using (5.1), we take into account the effects of antenna gain and directivity,

path loss, shadow fading, inter-cell interference, and thermal noise. The achieved

rate for each user is estimated from the SINR using an SINR-to-Rate mapping. For

the mapping, we adopt an attenuated and truncated form of the Shannon bound

(see 3GPP standard [8]), which is given by

S(bits/s/Hz) = min {η log2(1 + SINR), Smax}, (5.15)
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where we apply η = 0.6 and Smax = 4 bits/s/Hz to the SISO case. The other

simulation parameters and assumptions are the same as listed in Table 3.2.

For the two adaptive schemes, inter-base-station signalling is assumed such that

each base station has perfect knowledge about current RBP allocation information

in the two tiers of surrounding sites for each scheduling instant (T = 1 ms, and

we will relax this assumption in Section 5.5.3). In all schemes, if there are several

unassigned RBPs with the same priority, we break the tie randomly during the

resource allocation.

We run the simulation for different pre-defined levels of sector load, where the

sector load is defined as the fraction of RBPs in each sector that need to be allocated

to satisfy the offered traffic. Since we assume a narrow-band service where each user

only requires one RBP, the number of simultaneous UEs is equal to the number of

RBPs that are allocated. We assume that the sector load and the number of users

are the same for each sector. The users are randomly located in each sector, and

the traffic model for each user is full buffer.

For each level of sector load, we run the simulation for tens of thousands of itera-

tions. We define the user throughput as the number of successfully transmitted bits

per user per unit time. For each iteration of the simulation, the aggregate through-

put for all concurrent users in a sector yields a sample of the sector throughput. A

user is deemed to be in the sector edge if its SINR is below the 10th percentile of the

SINR distribution. The edge user throughput is the user throughput experienced by

a sector edge user. We define the sector edge throughput in a different way, where

the aggregate throughput for all concurrent sector edge users in a sector yields a

sample of the sector edge throughput.

For the two adaptive schemes, we execute Algorithm 5.1 or 5.2 to allocate the

resources in each sector of the 19 sites, and average over all samples of sector through-

put and sector edge throughput over all sectors to obtain estimates of the average

sector throughput and the average sector edge throughput. For the static schemes,

we only run the resource allocations in the three sectors of the reference site accord-

ing to their pre-defined priorities since we can explicitly calculate which resources

are allocated in the neighbouring sectors based on the current sector load, which can
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save a lot of simulation effort. Thus the average sector throughput and the average

sector edge throughput are only averaged over the samples in the three sectors of

the reference site.

5.5.2 Comparison of the performance of different schemes

In this section, we present numerical results based on the simulation described in

the previous section. We compare the average sector throughput and average sector

edge throughput obtained by applying our proposed schemes with those obtained

by an uncoordinated resource allocation scheme.

Figure 5.6 presents the normalised average sector throughput as a function of

sector load for Adaptive Schemes 1 and 2, Static Schemes 1 and 2, and the unco-

ordinated approach. (Note that Figures 5.6, 5.8 – 5.11 are plotted with confidence

intervals, but they are sometimes difficult to distinguish because they are very tight.)

For the results, we normalise the average sector throughput with the average sector

throughput at full loading. As expected, we can avoid allocation collisions among

the immediately adjacent sectors by prioritization of resource allocations when the

level of sector load is not very high. A consequent result is that the users suffer less

interference such that the user throughput per user (and thus the sector throughput)

can be improved. When the sector load increases, more collisions occur and at full

loading, the prioritization does not offer any gains over the uncoordinated scheme

since the collisions are unavoidable and we cannot avoid any interference by using

our schemes.

From Figure 5.6, we see that the two adaptive schemes can achieve better or

the same performance as the uncoordinated scheme, depending on the sector load;

the two static schemes can only perform better for low to moderate loads while the

uncoordinated scheme slightly outperforms the static schemes for very high loads.

Compared to the uncoordinated scheme, the maximum gain for Adaptive Scheme

1 is approximately 25% and is achieved when the sector load is between 0.15 and

0.20. Adaptive Scheme 2 yields gains over a much larger range of sector loads than

Adaptive Scheme 1; the maximum gain of about 43% is achieved when the sector

load is between 0.25 and 0.35. As expected, Adaptive Scheme 2 achieves higher
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Figure 5.6: Normalised average sector throughput by applying different schemes.

gains than Adaptive Scheme 1 because the use of channel quality information gives

a more accurate picture of the potential interference. Our results indicate that when

the sector load is very low or very high (i.e. full load), our interference coordination

schemes with adaptive priority assignments give the same performance as the unco-

ordinated approach. When the load is low, the probability of encountering significant

interference with the uncoordinated approach is low, so the introduction of adaptive

prioritization does not significantly improve average performance. When the load

is high, as we have stated, the collisions between RBP allocations in neighbouring

sectors are inevitable, so the prioritization does not help.

The static schemes achieve smaller gains than the adaptive schemes since the

resources are allocated irrespective of the system state in the surrounding sectors.

The maximum gain over the uncoordinated scheme is about 15% in Static Scheme

1, achieved when the sector load is about 0.30, and is approximately 21% in Static

Scheme 2, achieved when the sector load is about 0.20. When the load is not very

high, the performance of these two schemes is good as expected since the immediate

adjacent sectors use different sub-bands. We also see that since the sub-bands defined

in Static Scheme 2 are more fine-grained, the resource allocation can be done with
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more flexibility, yielding better performance. However, the gains are less than those

achieved in Adaptive Scheme 1 (about 25%) and Adaptive Scheme 2 (about 43%),

which clearly indicates that the static schemes eliminate inter-base-station signalling

at the expense of degraded performance.

We also observe that when the load is high, the static schemes do not help. For

instance, when the load is greater than 0.75 (and less than 1), the uncoordinated

scheme slightly outperforms Static Scheme 1 with respect to the average sector

throughput. To explain how this might happen, we introduce an example in which

we analyse the number of interfering sectors when the load is 0.8.

We consider the resource allocations in the reference sector (sector 0 of the ref-

erence site). As illustrated in Figure 5.3, the priority assignments in Static Scheme

1 are made according to category “A”. Under the load of 0.8, all RBPs in sub-bands

1 and 2 are definitely allocated, and some RBPs in sub-band 3 are allocated and are

randomly chosen. For any RBP in sub-band 1, among the 56 surrounding sectors in

the considered network, there are 37 sectors definitely causing interference and 19

sectors with probability 0.4 of causing interference. Therefore, we can derive a prob-

ability distribution for the number of sectors which generate interference. The same

analysis can be carried out for other sub-bands in Static Scheme 1. In the uncoor-

dinated scheme, all RBPs have the same distribution (binomial distribution) for the

number of interfering sectors. The cumulative distribution functions (CDF) of the

number of interfering sectors for any RBP in each sub-band in the reference sector

using Static Scheme 1 and the uncoordinated scheme are presented in Figure 5.7.

Next we determine the mean number of interfering sectors to give some hints on

performance. For the RBPs in sub-bands 1 and 2, the mean number of interfering

sectors is 44.6, which is slightly less than that for the uncoordinated scheme, which

has a mean of 44.8. However, the mean number of interfering sectors for sub-band 3

is 45.2, which is greater than that for the uncoordinated scheme. In addition, the six

immediately adjacent sectors definitely cause interference to the resources in sub-

band 3. Therefore, from this point of view, the uncoordinated scheme could perform

better than Static Scheme 1. Such an analysis for the number of interfering sectors

can also be carried out for any other load. We conclude that the average sector
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Figure 5.7: CDF of the number of interfering sectors for resources in the reference
sector using Static Scheme 1 and the uncoordinated scheme when load= 0.8.

throughput in the static schemes may be not as good as that of the uncoordinated

scheme when the sector load is high.

A fairness problem between the different sectors is also considered. We see that

Adaptive Schemes 1 and 2 and Static Scheme 1 treat all sectors fairly because for a

given load, all sectors have the same probability of suffering interference. In contrast,

Static Scheme 2 does not treat all sectors fairly. Figure 5.8 shows the normalised

average sector throughput in three sectors of the reference site as a function of sector

load for Static Scheme 2 and the uncoordinated approach. We see that sector 0 and

2 achieve a higher gain on the average sector throughput than sector 1. To obtain

a fair treatment, we need to introduce additional constraints during the resource

priority planning; new heuristics, or other advanced techniques such as the use of

graph theory or conventional reuse cluster, may help to obtain a better and fairer

resource planning, which we leave for future work.

Next, we observe the performance improvement of our proposed schemes on the

sector edge throughput. In Figure 5.9 we plot the normalised average sector edge

throughput (normalised with the average sector throughput at full loading) as a

function of the sector load for the adaptive and static schemes and the uncoordinated



5.5. NUMERICAL RESULTS AND DISCUSSION 137

Figure 5.8: The throughput of Static Scheme 2 for different sectors of the reference
site.

scheme. We see that compared to the uncoordinated approach, the adaptive schemes

achieve higher gains than the static schemes because they use knowledge of the

system state in the surrounding sectors to assign the priority. Static Scheme 2

performs better than Static Scheme 1 for the low loads due to the higher resolution

of the priority assignment and the uncoordinated scheme beats the static schemes

at high load.

For the static schemes, the gain on the average sector edge throughput for Static

Scheme 1 reaches its maximum of approximately 21% when the sector load is about

0.30, while for Static Scheme 2, the gain reaches its maximal value of nearly 35%

when the sector load is between 0.15 and 0.20. For the adaptive schemes, the

maximum gain is about 41% for Adaptive Scheme 1 at about 0.20 sector load, and

it is nearly 72% for Adaptive Scheme 2 at about 0.40 sector load. Note that Adaptive

Scheme 2 offers substantial gain for a wide range of loads. For example, when the

load is 0.75, Adaptive Scheme 2 can still achieve a gain of 60% on the sector edge

throughput compared to the uncoordinated allocation. This is due to the fact that

the resources with the potential of causing severe interference to the sector edge

users are prohibited in neighbouring sectors.
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Figure 5.9: Normalised average sector edge throughput by applying different
schemes.

From Figures 5.6 and 5.9, we also observe that for the static schemes, the sector

load at which the maximum gain is achieved depends on the number of sub-bands.

As shown in Figure 5.2, if there areM sub-bands in the system where there areM−1

dominant interfering sectors to the reference sector, the maximum gain should be

achieved near the load 1/M . Therefore, in the real implementation of the static

schemes, we can decide the number of sub-bands according to the usual operating

load of the network.

5.5.3 Sensitivity to the update interval T

In the previous section, we assumed full buffer traffic and that the update interval for

the system state in the neighbouring base stations is T = 1 ms. The results show that

the adaptive schemes achieve better performance by introducing additional inter-

base-station signalling. However, as discussed in Section 5.3.1, a resulting issue is

the volume and frequency of the inter-base-station signalling. In Adaptive Schemes

1 and 2, we impose the restriction that the base station only sends status reports

to the neighbouring two tiers of sites to keep the signalling volume manageable. In
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this section, we investigate the performance impact of reducing the frequency of the

status reports.

The previous assumption of 1 ms status report update interval will incur very

high signalling overhead to the network. One method to reduce the overhead is to

relax this assumption and adopt an update interval in the order of tens of millisec-

onds or even seconds. First, we change the user traffic model to an on-off traffic

model [114] (see Figure 2.10). In this model, each user generates one flow at one

time, followed by a thinking time after completion of this flow, and a new flow is

generated, and so on. We assume that the flow size follows a truncated log-normal

distribution with a mean 2 Mbits, a standard deviation 0.722 Mbits, and a maxi-

mum 5 Mbits. The thinking time is based on an exponential distribution with mean

30 seconds.

We apply all other parameters and assumptions as described in Section 5.5.1 to

the simulation, and simulate the flow arrivals and transmissions. We still assume a

narrow-band service such that at any scheduling instant, only one RBP is allocated

to one active user. We run the simulation for different status report update inter-

vals, and observe the average user throughput and average edge user throughput

(defined in Section 5.5.1) for our two adaptive schemes. By comparing with the

performance of the uncoordinated scheme, we investigate the tradeoff between the

system performance and signalling overhead.

According to our traffic assumptions, the flow transmission is in the order of

seconds. Thus we propose four options for the update interval T : 1 ms, 10 ms,

100 ms, 1 s, which are smaller than the flow transmission duration. Figure 5.10 and

Figure 5.11 depict the average user throughput and average edge user throughput for

the two adaptive schemes and the uncoordinated scheme. For the new traffic model,

Adaptive Scheme 2 still achieves higher gains than Adaptive Scheme 1; Adaptive

Scheme 1 only performs better than the uncoordinated scheme when the number of

users is not very large.

Comparing the performance for different update intervals, we find that, as ex-

pected, the achieved performance degrades with increasing T . However, the most

degradation occurs in the step from T = 1 ms to T = 10 ms; the degradation in the
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Figure 5.10: Comparison of average user throughput for two adaptive schemes and
the uncoordinated scheme for different T .

Figure 5.11: Comparison of average edge user throughput for two adaptive schemes
and the uncoordinated scheme for different T .
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performance from T = 10 ms to T = 1 s is only slight. For Adaptive Scheme 2, the

gain is halved in most cases when we increase T from 1 ms to 1 s. However, we see

that Adaptive scheme 2 can still give better performance than the uncoordinated

approach even when the update interval is T = 1 s, while the overall signalling

overhead is reduced to one thousandth of that in the case of T = 1 ms. For low

numbers of users, Adaptive Scheme 1 with T = 1 s also gives better performance

than no coordination.

5.6 Conclusion

In this chapter, we proposed possible distributed realizations of interference coor-

dination schemes in a reuse-1 environment, which are based on setting allocation

priority in the frequency domain. The allocation priority can be assigned stati-

cally through network configuration or made adaptive to traffic load variations in

neighbouring sectors.

We proposed two schemes for the static case; Static Scheme 1 is based on the idea

of the traditional reuse-3 scheme, and Static Scheme 2 uses a heuristic and greedy

algorithm to assign the priorities. In the adaptive schemes, we introduced inter-base-

station signalling to obtain the resource allocation information in the neighbouring

sectors. Interference weights were defined to calculate the priority. Two adaptive

schemes were proposed which differ in whether the interference weights are pre-

computed reflecting the average interference impact (Adaptive Scheme 1) or user-

specific depending on the user channel conditions (Adaptive Scheme 2). Numerical

simulation results indicated that our schemes yield significant gains over conventional

uncoordinated resource allocation in interference-limited networks when the sector

load is not very high.

Furthermore, we investigated the tradeoff between the system performance and

signalling overhead when applying the adaptive schemes. We saw from the simu-

lation results that our adaptive schemes still achieve gains over the uncoordinated

scheme when the update interval T is large but still relatively short compared to the

transmission time of a flow. For Static Scheme 2, we need to seek new heuristics, or
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other advanced techniques, to obtain a better and fairer resource planning, and we

leave this for future work.



Chapter 6

Conclusion and future work

6.1 Introduction

In this chapter, we summarize the thesis by discussing the practical significance of

the work, and we also present possible extensions for future work.

6.2 Summary of the work

For emerging cellular wireless systems such as LTE, the mitigation of inter-cell in-

terference is the key to achieve a high capacity and good user experience. The

central work of this thesis is to investigate the performance benefits of two inter-

ference mitigation techniques for the LTE downlink, namely reuse partitioning and

resource prioritization in the frequency domain. The major significance of this thesis

is summarized as follows.

In Chapter 3 and Chapter 4, a new metric, called the flow capacity, was intro-

duced to characterise the user-level performance for elastic traffic. We used a gener-

alized processor sharing queue to model a sector of a base station, and developed a

queueing theoretic methodology, assuming infinite (Poisson arrivals) and finite user

populations respectively, to calculate the flow capacity for standard reuse (reuse-1

and reuse-3) and reuse partitioning (FFR and SFR) with RR or PF scheduling. We

showed that the capacity is strongly influenced by the sector edge rate, and is less

sensitive to any improvement in the higher rates. The numerical results indicated

that with both RR and PF scheduling, it is preferable to implement FFR with a

judicious choice of edge band size when the level of provided service (or the flow

throughput requirement) is low, to choose SFR with a judicious choice of edge band

143
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size for a moderate level of service, and to configure a reuse-1 system for a high level

of service. Furthermore, we applied our methodology to find the capacity benefits of

MIMO schemes and saw that the spatial multiplexing MIMO scheme only provides

a slight benefit since spatial multiplexing only increases the higher rates.

Within our analysis framework, we successfully took the PF scheduling gains into

account by exploiting a fast convergence property of the multi-user diversity gain,

and performed the analysis in the multi-cell scenario with fractional loading. Fur-

thermore, to deal with the greater computational cost of the finite user population

model, we applied efficient recursive algorithms (namely the MVAC and RECAL

algorithms) to find the per-class flow throughputs for the case with a large number

of classes and users. We also presented an open queueing network approximation

based on the FPM method, and found that it provides good estimates in the regime

of moderate to large flow throughput requirements.

In Chapter 5, we proposed possible implementations of interference coordination

schemes in a reuse-1 environment, which are based on resource prioritization in the

frequency domain. We showed that the proposed static and adaptive schemes yield

significant gains with respect to average sector throughput and sector edge through-

put over a conventional random allocation approach (uncoordinated allocation) in a

fractionally loaded network when the sector load is not very high. Furthermore, for

the adaptive schemes, we also investigated the effect of the inter-base-station sig-

nalling. We saw that the adaptive schemes still achieve gains over the uncoordinated

scheme when the period of inter-base-station signalling is large but still relatively

short compared to the transmission time of a flow.

6.3 Discussion and future research

In this section, we propose some possible extensions for future research.

In Section 3.5.2, with the assumption of Poisson flow arrivals from an infinite

user population, we validated for RR scheduling that the per-class flow throughputs

obtained using our hybrid simulation/analysis approach exhibit very close agreement

with the per-class flow throughputs obtained using a pure simulation approach; for
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PF scheduling, we found that the analysis results coincide with the simulation results

only when the rate fluctuations of different classes are statistically identical. When

different classes of users experience different fast fading statistics, we find that there

are some differences between the analysis results and the simulation results, which

indicates that the GPS queue is not a good model for this case. A possible solution

might be to apply a more appropriate model, discriminatory processor sharing (see

Altman, Avrachenkov and Ayesta [10] and Wu, Williamson and Luo [144]), to model

the effects of multi-user diversity for this case.

In Chapter 3 and Chapter 4, we chose the flow throughput as the user-level

performance metric to indicate the level of service, which is the ratio of the mean

flow size to the mean flow duration. A more relevant throughput measure from

the user’s perspective is the call average throughput, which is the mean of the

ratio of flow size to flow duration (see Kherani and Kumar [65, 66] and Litjens,

Berg and Boucherie [80]). Therefore, an interesting extension would be to develop

approximations to estimate the call average throughput for both infinite and finite

user population models with multiple classes.

In Chapter 4, we presented an open queueing network approximation based on

the FPM method, however, we found that it only works well in a certain operating

regime. It may be better to apply asymptotic methods like [63, 87] to estimate the

performance over a wider operating regime.

In Chapter 5, we saw that different sectors perform differently in Static Scheme 2,

so we need to seek new heuristics or other advanced techniques to obtain a better and

fairer resource planning. A possible solution might be that we apply the idea of the

conventional reuse cluster and use our greedy algorithm to assign the priority within

the cluster. Furthermore, we would try to apply our queueing analysis framework

to determine the capacity benefits of resource prioritization.
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