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Performance Evaluation of MIMO-UWB Systems Using Measured
Propagation Data and Proposal of Timing Control Scheme in LOS
Environments
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SUMMARY Ultrawide-band impulse radio (UWB-IR) technology and
multiple-input multiple-output (MIMO) systems have attracted interest re-
garding their use in next-generation high-speed radio communication. We
have studied the use of MIMO ultrawide-band (MIMO-UWB) systems
to enable higher-speed radio communication. We used frequency-domain
equalization based on the minimum mean square error criterion (MMSE-
FDE) to reduce intersymbol interference (ISI) and co-channel interference
(CCI) in MIMO-UWB systems. Because UWB systems are expected to
be used for short-range wireless communication, MIMO-UWB systems
will usually operate in line-of-sight (LOS) environments and direct waves
will be received at the receiver side. Direct waves have high power and
cause high correlations between antennas in such environments. Thus, it
is thought that direct waves will adversely affect the performance of spa-
tial filtering and equalization techniques used to enhance signal detection.
To examine the feasibility of MIMO-UWB systems, we conducted MIMO-
UWB system propagation measurements in LOS environments. From the
measurements, we found that the arrival time of direct waves from differ-
ent transmitting antennas depends on the MIMO configuration. Because
we can obtain high power from the direct waves, direct wave reception is
critical for maximizing transmission performance. In this paper, we present
our measurement results, and propose a way to improve performance using
a method of transmit (Tx) and receive (Rx) timing control. We evaluate
the bit error rate (BER) performance for this form of timing control using
measured channel data.
key words: MIMO-UWB, LOS (line-of-sight) environment, frequency-
domain equalization, transmit and receive timing control

1. Introduction

Ultrawide-band impulse radio (UWB-IR) technology [1],
[2] and multiple-input multiple-output (MIMO) systems
[3], [4] have attracted interest regarding their use in next-
generation high-speed radio communication, and the use of
MIMO ultrawide-band (MIMO-UWB) systems for higher-
speed radio communication has been examined [5], [6]. In
MIMO-UWB systems, intersymbol interference (ISI) usu-
ally occurs because of the wide-band transmission, and
co-channel interference (CCI) occurs because independent
signals are transmitted from multiple transmitting anten-
nas. We have researched MIMO-UWB systems using the
frequency domain equalization (FDE) technique [7] using
the minimum mean square error (MMSE) spatial filtering
(MMSE-FDE) technique. These studies were performed us-
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ing computer simulations with multipath models such as the
S-V model [8] or the IEEE 802.15.3a model [9]. However,
these models are not necessarily applicable in MIMO en-
vironments because we must consider the fading correla-
tion between antennas in such environments. UWB systems
are expected to be used for short-range wireless communi-
cation; thus MIMO-UWB systems will usually operate in
line-of-sight (LOS) environments, and direct waves will be
received at the receiver side. (A LOS environment is as-
sumed in the IEEE 802.15.3a model.) Direct waves have
high power and cause high fading correlations between an-
tennas. Thus, it has been conjectured that direct waves affect
the performance of spatial filtering and equalization tech-
niques used to enhance signal detection. Although wide-
band measurements have been reported in [10]–[13], these
measurements only characterize single-input single-output
(SISO)-UWB propagation phenomena. Yu et al. have re-
ported MIMO-UWB propagation measurements, but these
measurements are for a non-LOS (NLOS) environment [14].

We have measured the propagation of MIMO-UWB
systems in LOS environments to investigate propagation
phenomena and to examine the feasibility of MIMO-UWB
systems. In this paper, we first show that the measured ar-
rival time of direct waves from different transmitting anten-
nas depends on the MIMO configuration, and that control-
ling the sampling instant for direct waves is critical to per-
formance. To improve performance, we propose a transmit
(Tx) and receive (Rx) timing control method that provides
transmit and receive delays to enhance the reception of di-
rect waves. We also show the effectiveness of this form of
timing control in terms of bit error rate (BER) using mea-
sured channel data.

In Sect. 2 of this paper, we describe a MIMO-UWB
system based on the MMSE-FDE technique. In Sect. 3, we
present the results of measurements made in MIMO-UWB
environments. We propose a Tx and Rx timing control
scheme to improve the transmission performance in Sect. 4.
In Sect. 5, we discuss our evaluation through computer sim-
ulations of the transmission performance using this timing
control scheme in terms of BER. We conclude in Sect. 6.

2. MIMO-UWB System Based on the MMSE-FDE
Technique

Here, we describe the transmission and reception system
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Fig. 1 Transmit and receive system in a MIMO environment.

that we assume in this paper. We consider a MIMO-UWB
system using an MMSE-FDE as shown in Fig. 1. In the
MIMO environment, we prepare M transmit antennas and
N receive antennas. Tt,m and Tr,n denote delay devices for
transmitting and receiving, respectively. These are needed
for the Tx and Rx timing control, as we will later explain.
In the UWB-IR system, when we transmit a pulse p(t) from
the mth antenna, the received signal rm,n(t) at the nth antenna
is expressed as

rm,n(t) =
∞∑
j=0

β
( j)
m,n p(t − τ( j)

m,n), (1)

in multipath environments. In (1), β( j)
m,n and τ( j)

m,n are the am-
plitude and arrival time of the jth multipath signal between
the mth Tx antenna and the nth Rx antenna, respectively. For
the FDE, before transmitting signals, we insert cyclic prefix
(CP) symbols into the head of the data block. Then, when
K BPSK data symbols (sk,m = ±1) and P CP symbols are
transmitted, the received signal xn(t) is expressed as

xn(t) =
M∑

m=1

K−1∑
k=−P

sk,mrm,n(t − kT ) + zn(t), (2)

where sk,m, T and zn(t) respectively denote the kth transmit-
ted symbol from the mth Tx antenna, the transmit symbol
interval and the noise at the nth Rx antenna.

In this paper, we assume that the multipath delay is less
than P symbols. At the receiver side, we first remove the CP
symbols, and apply FFT to the received signal with an FFT
window size of K. We can then obtain a frequency domain
signal at the nth Rx antenna as follows:

Xn( f ) =
1√
K

K−1∑
k=0

xn(kT ) exp

(
− j2π

f k
K

)
(3)

=

M∑
m=1

Hm,n( f )S m( f ) + Zn( f ), (4)

where Hm,n( f ) denotes the frequency domain channel from
the mth Tx antenna to the nth Rx antenna. S m( f ) and Zn( f )
respectively denote a transmit signal from the mth Tx an-
tenna and the noise at the nth Rx antenna in the frequency
domain. These are expressed as follows:

Hm,n( f ) =
1√
K

K−1∑
k=0

rm,n(kT ) exp

(
− j2π

f k
K

)
(5)

S m( f ) =
1√
K

K−1∑
k=0

sk,m exp

(
− j2π

f k
K

)
(6)

Zn( f ) =
1√
K

K−1∑
k=0

zn(kT ) exp

(
− j2π

f k
K

)
. (7)

We then define the frequency domain receive signal
vector as

X( f ) = [X1( f ) X2( f ) . . . XN( f )]T (8)

=

M∑
m=1

S m( f )Hm( f ) + Z( f ). (9)

Hm( f ) is the channel vector from the mth Tx antenna and
Z( f ) is the noise vector:

Hm( f ) = [Hm,1( f ) Hm,2( f ) . . . Hm,N( f )]T (10)

Z( f ) = [Z1( f ) Z2( f ) . . . ZN( f )]T . (11)

The received signals involve not only ISI but also the CCI
inherent in MIMO systems. We therefore need to cancel the
two types of interference (ISI and CCI) simultaneously. We
introduce weight vectors

Wm( f ) = [Wm,1( f ) Wm,2( f ) . . . Wm,N( f )]T . (12)

If Wm( f )(m = 1, 2, . . . ,M) satisfy

WH
i ( f )H j( f ) =

{
1 (i = j)
0 (i � j)

, (13)

then we can cancel ISI and CCI. In this study, we obtain
weight vectors Wm( f ) satisfying the MMSE criterion as fol-
lows:

Wm( f ) = R−1( f )Hm( f ). (14)

Here, R( f ) represents the correlation matrix given by

R( f ) =
M∑

m=1

Hm( f )HH
m( f ) + σ2I, (15)

where I is an N × N unit matrix. Using the weight vectors
Wm( f ), we obtain K frequency domain outputs for the mth
Tx antenna:

Ŝ m( f ) = WH
m ( f )X( f ) (16)

= S m( f ) + Z′m( f ). (17)
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Z′m( f ) denotes the noise and residual interference in the fre-
quency domain. Applying IFFT to Ŝ m( f ), we can then ob-
tain ŝk,m, from which most of the ISI and CCI are removed:

ŝk,m =
1√
K

K−1∑
f=0

Ŝ m( f ) exp

(
j2π

f k
K

)
(18)

= sk,m + nk,m, (19)

where nk,m denotes the noise and residual interference.

3. Wideband Propagation Measurement

In this section, we describe our wideband propagation mea-
surement. In the measurement, we obtained MIMO prop-
agation data in a frequency domain using a vector network
analyzer. We used broadband printed dipole antennas em-
ploying a self-complementary radiating element and a mi-
crostrip line feed [15] as Tx and Rx antennas, respectively.
We show the measurement environment in Figs. 2 and 3.
The antenna separation was 0.08 m at both the Tx end and
the Rx end. The larger the antenna separation, the better
the performance tends to be because the correlation is lower
and the effect of mutual coupling is smaller. However, since
a large antenna separation is not practical when mounting
antennas on terminals for UWB communications, we chose
0.08 m as a reasonable value. As shown in Fig. 3, the anten-
nas were mounted on an automated measurement system.
This system was controlled by a laptop computer, which
made it easy to change the antenna position. We measured
the transmission coefficients for all Tx and Rx antenna pairs
from 0.05 GHz to 12.05 GHz with a frequency interval of
0.0075 GHz; thus, the interval of time domain data that we
could cover was 133.3 ns. The length of the measurement
site was about 5 m, corresponding to a 16.7-ns delay. The
time interval of 133.3 ns can contain 8 reflections; thus, the
frequency interval we used was valid for this measurement.
We used RF switches to select each channel. The measure-
ment system using the network analyzer and RF switches is
shown in Fig. 4. We normalized the measured channel re-
sponses to the calibration data, which were obtained when
the cables to the antenna ports from the RF switches were
connected directly.

We examined three types of MIMO configuration, as
shown in Fig. 5, and obtained 2100 items of data by chang-
ing the position of the Tx and Rx antenna array pair along
the x-axis and y-axis for each configuration. This was per-
formed because we needed a variety of channel data to eval-
uate the average BER performance. We moved the antenna
system by 0.01 m increments along both the x-axis and y-
axis. The Tx and Rx arrays were moved in parallel and
fixed 1 m apart each time. The movement ranges along the
x-axis and y-axis were 0.7 m and 0.3 m, respectively. Be-
cause there were no objects between the Tx and Rx anten-
nas, the direct wave arrived at each Rx antenna; that is, the
setup was in a LOS environment. Because the measurement
was performed in a shielded room, there was no interfer-
ence from other radio systems. There were also no moving

Fig. 2 Measurement environment (top view).

Fig. 3 MIMO antennas and measurement environment.

objects, which could have affected the propagation environ-
ment. In Fig. 6, we show an example of the measured data
(solid curve) and the theoretical propagation loss (broken
curve) for a distance of 1 m. The propagation loss in a free
space is given by

L dB = −20 log10

(
4πd
λ

)
, (20)

where d and λ respectively denote the distance between the
Tx and Rx antennas and the wavelength for each frequency.

As shown, the measured data decreased in agreement
with the theoretical curve in the higher-frequency region.
However, the channel response in the lower-frequency re-
gion was also low. This was due to the antenna property
because this antenna was designed to meet the regulations
for the UWB spectrum from 3.1 to 10.6 GHz.

In this study, we assumed a Tx monocycle pulse given
by

p(t) = [1 − 4π(t/τ)2] exp[−2π(t/τ)2], (21)

where τ = 0.2877 ns. Figures 7–9 respectively show exam-
ples of received pulses for the MIMO configurations “pos1,”
“pos2” and “pos3” shown in Fig. 5. These were calculated
using the measured transmission data and the Tx monocy-
cle pulse as follows. The monocycle pulse given by (21)
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Fig. 4 Measurement system.

Fig. 5 MIMO configurations.

Fig. 6 Example of measured data.

was Fourier-transformed, and we obtained the frequency do-
main monocycle data. We then multiplied the measured fre-
quency characteristics of the channel by the above frequency
domain monocycle data. Finally, we obtained the time do-
main response by applying an inverse Fourier transform to
the frequency domain data. For simplicity, no matched filter
was employed in this case. We observed multiple reflections
in the antenna, and multiple components were radiated from
the antenna. Thus, the direct wave, which was not reflected
by surrounding objects, consisted of multiple components.
These components can be seen in the figures because the
wide-band system had high resolution within the time do-
main. The same reflection phenomenon in the antenna has
been described elsewhere [15]. It was caused by waves ra-

Fig. 7 Received pulse for “pos1.”

Fig. 8 Received pulse for “pos2.”

Fig. 9 Received pulse for “pos3.”

diated from discontinuous points in a finite-length antenna.
The same phenomenon has been observed in a monopole
antenna for a narrow-band system by applying a superreso-
lution algorithm [16]. In a 2 × 2 MIMO system, we have
four direct waves. We indicate the fastest component in
each direct wave by a solid arrow in the figures. The fastest
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Fig. 10 Average power decay.

component denotes the peak whose delay is the shortest in
each direct wave. We also indicate the largest component
in each direct wave by a broken arrow. The largest compo-
nent denotes the highest peak in each direct wave. These
large components are used for timing control, as will later
be explained. We next discuss the fastest direct wave com-
ponents.

In Fig.7, we can see that all the fastest direct wave com-
ponents arrived at the Rx antennas at about 4.2 ns for pos1.
In Fig.8, we can see that although the fastest components
from the first Tx antenna arrived at the Rx antennas at about
4.2 ns, the fastest components from the second Tx antenna
arrived at the Rx antennas at about 4.5 ns for pos2. This
was because the second Tx antenna was 0.08 m farther from
the Rx antenna system than the first Tx antenna. In Fig.9,
we can see that the fastest component from each Tx antenna
arrived at the Rx antennas at different times. According to
these results, the arrival time of the direct waves differs for
the various MIMO configurations because of the difference
in propagation distance. We can then relate the difference in
the arrival time of direct wave components to the difference
in the MIMO configuration. This is important for MIMO-
UWB systems, as we will later explain.

In Fig. 10, we show the average power decay for each
MIMO configuration. We can see that the average received
power was higher and differed for the MIMO configurations
in the shorter-delay region and that it was almost the same
in the longer-delay region. In Figs. 11 and 12, we show the
correlations at the Rx and Tx sides for each MIMO config-
uration. The correlations were calculated as

ρn1 ,n2 (τ) =
1

γn1,n2 (τ)

D∑
d=1

M∑
m=1

r(d)
m,n1

(τ)r(d)
m,n2

(τ),

(22)

γn1,n2 (τ) =

√√√ D∑
d=1

M∑
m=1

(
r(d)

m,n1
(τ)

)2 ×

Fig. 11 Correlation between receive antennas.

Fig. 12 Correlation between transmit antennas.

√√√ D∑
d=1

M∑
m=1

(
r(d)

m,n2
(τ)

)2
, (23)

ρm1,m2 (τ) =
1

γm1,m2 (τ)

D∑
d=1

N∑
n=1

r(d)
m1,n(τ)r(d)

m2,n(τ),

(24)

γm1,m2 (τ) =

√√√ D∑
d=1

N∑
n=1

(
r(d)

m1,n(τ)
)2 ×

√√√ D∑
d=1

N∑
n=1

(
r(d)

m2,n(τ)
)2
. (25)

ρn1,n2 (τ) and ρm1,m2 (τ) respectively denote the correlation be-
tween the n1th Rx antenna and the n2th Rx antenna at time
τ, and between the m1th Tx antenna and the m2th Tx an-
tenna at time τ. γn1,n2 (τ) and γm1,m2 (τ) are respectively the
normalization values for the Rx and Tx correlation values
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at time τ. Moreover, r(d)
m,n(τ) denotes the dth measurement

data from the mth Tx antenna to the nth Rx antenna. Note
that we obtained 2100 items of data by changing the antenna
positions as stated. Thus, D=2100. From these results, we
can see that the correlations are low in the longer-delay re-
gion, although in the shorter-delay region the correlations
are very high. The high correlations are conjectured to be
due to the direct waves. The differences in the direct wave
arrival time are thought to lead to differences in correlation
and transmission performance. Thus, differences in the ar-
rival time of direct waves are likely to be critical for max-
imizing transmission performance, which will be discussed
in the following sections.

4. Transmit and Receive Timing Control

In this section, we propose a Tx and Rx timing control
scheme to improve performance. Here, we examine the re-
ceiving conditions for the MIMO configurations in detail.
In Fig. 13, we schematically show the received direct waves
in three cases when a single pulse is transmitted from two
antennas (Tx-1, Tx-2). As stated in the previous section,
the direct wave consists of multiple components. However,
here it is illustrated as a single large pulse for simplicity in
explaining the concept of the timing control.

We receive both direct waves at the first sampling time
for “type1.” This occurred in the case of pos1 due to the
MIMO antenna configuration. For “type2,” we receive only
one direct wave at the first sampling time. This occurred
in the case of pos2. On the other hand, for “type3,” one
direct wave is received from the Tx-1 antenna by the Rx-1
antenna at the first sampling time, and another direct wave
is received from the Tx-2 antenna by the Rx-2 antenna at
the second sampling time. In each case, the arrival time of
the direct wave is different. This can be realized not only
by adjusting the MIMO antenna configuration but also by
controlling the Tx timing and Rx timing. The Tx timing is
controlled by adjusting the transmission instant, and the Rx
timing is controlled by adjusting the sampling instant. These
forms of control are realized using delay devices (Tt,m and

Fig. 13 Schematic figures of direct waves.

Tr,n), as shown in Fig. 1. Because we can control the recep-
tion of the direct waves through the timing control scheme,
we can achieve better transmission performance, as will be
shown in the next section.

Since the direct wave consists of multiple components,
the timing control should be applied with respect to larger
components to obtain higher received power. We used the
components indicated by the broken arrows in Figs. 7–9.

5. BER Evaluation

In this section, we evaluate the BER performance using the

Table 1 Simulation parameters.

Symbol (pulse) interval 0.667 ns
Sampling interval 0.667 ns

Modulation BPSK
Transmit and receive antennas (Tx,Rx)=(2,2)

Spatial filtering and equalization MMSE-FDE
Channel state information known

FFT window size (K) 1024 samples
CP length 256 samples

Fig. 14 BER performance for pos1 with timing control.
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Fig. 15 BER performance for pos2 with timing control.

Fig. 16 BER performance for pos3 with timing control.

timing control scheme. We show the simulation parameters
used for evaluating BER performance in Table 1. As stated,
the components with larger amplitude are used for the tim-
ing control. In Figs. 14–16, we show BER performance ver-
sus normalized TX power. Here, the normalized TX power
denotes the total transmit power normalized by the transmit
power giving Eb/N0 = 0 dB when the signal is transmitted
from a single transmit antenna. This transmit power was
calculated using the theoretical equation of propagation loss
for 1 m with the assumption that isotropic antennas at the
transmitter and receiver are used in a free space, as assumed
in (20). We indicate the transmission timing and sampling
start time for the first pulse for each antenna position in Ta-
bles 2–4.

Figure 14 shows the BER performance for pos1. In
this case, type1 corresponds to not using the timing control;
that is, type1 is automatically realized with the pos1 MIMO
configuration without the timing control. From this figure,
we can see that the type3 timing control scheme enabled the
greatest improvement in performance, while type2 led to the
worst performance.

Table 2 Transmit timing (Tx-1,Tx-2) and sampling start time (Rx-1,
Rx-2) for pos1.

type1 type2 type3
Tx-1 0 ns 0 ns 0 ns
Tx-2 0 ns 0.3 ns 0.3 ns
Rx-1 4.34 ns 4.34 ns 4.34 ns
Rx-2 4.34 ns 4.34 ns 4.64 ns

Table 3 Transmit timing (Tx-1,Tx-2) and sampling start time (Rx-1,
Rx-2) for pos2.

type1 type2 type3
Tx-1 0.26 ns 0 ns 0 ns
Tx-2 0 ns 0 ns 0 ns
Rx-1 4.65 ns 4.39 ns 4.39 ns
Rx-2 4.65 ns 4.39 ns 4.65 ns

Table 4 Transmit timing (Tx-1,Tx-2) and sampling start time (Rx-1,
Rx-2) for pos3.

type1 type2 type3
Tx-1 0.28 ns 0 ns 0 ns
Tx-2 0 ns 0 ns 0 ns
Rx-1 5.18 ns 4.9 ns 4.9 ns
Rx-2 5.46 ns 5.18 ns 5.46 ns

Figure 15 shows the BER performance for pos2. In
this case, type2 corresponds to not using the timing con-
trol. With the MIMO configuration, type2 is automatically
realized. Type3 again performed best and type2 performed
worst.

Figure 16 shows the BER performance for pos3. The
BER performance for type1 was almost the same as that for
type3, and that for type2 was the worst. These results indi-
cate that type3 is the best timing control scheme. We con-
sider that the correlation is the lowest for type3, as will be
shown below, and that the co-channel interference suppres-
sion is greatest in this case.

The correlation between antennas is critical to signal
separation performance in MIMO systems. In this study,
because we applied the MMSE-FDE technique for MIMO
signal separation, we can consider the correlation value av-
eraged over all the frequency points when analyzing the
MIMO signal separation performance. The Rx correlation
value between the n1th and n2th Rx antennas, and the Tx
correlation value between the m1th and m2th Tx antennas
are expressed as

ρn1 ,n2 =
1
γn1,n2

D∑
d=1

M∑
m=1

K−1∑
f=0

H(d)∗
m,n1

( f )H(d)
m,n2

( f ), (26)

γn1,n2 =

√√√ D∑
d=1

M∑
m=1

K−1∑
f=0

∣∣∣∣H(d)
m,n1

( f )
∣∣∣∣2

×
√√√ D∑

d=1

M∑
m=1

K−1∑
f=0

∣∣∣∣H(d)
m,n2

( f )
∣∣∣∣2, (27)



TAKANASHI et al.: PERFORMANCE EVALUATION OF MIMO-UWB SYSTEMS USING MEASURED PROPAGATION DATA AND PROPOSAL
2705

ρm1,m2 =
1
γm1,m2

D∑
d=1

N∑
n=1

K−1∑
f=0

H(d)∗
m1,n( f )H(d)

m2 ,n( f ), (28)

γm1,m2 =

√√√ D∑
d=1

N∑
n=1

K−1∑
f=0

∣∣∣∣H(d)
m1,n( f )

∣∣∣∣2

×
√√√ D∑

d=1

N∑
n=1

K−1∑
f=0

∣∣∣∣H(d)
m2,n( f )

∣∣∣∣2, (29)

where H(d)
m,n( f ) denotes the frequency domain channel be-

tween the mth Tx antenna and the nth Rx antenna for the dth
measurement data. γn1,n2 and γm1,m2 are the normalization
values for the Rx and Tx correlation values, respectively.
We also have D = 2100, M = N = 2 and K = 1024. For
cross-correlation functions, we have the Fourier transform
theorem:

R(τ) =
∫ ∞

−∞
v1(t)v2(t + τ)dt (30)

R(τ) =
∫ ∞

−∞
V∗1 ( f )V2( f ) exp( j2π f τ)d f , (31)

where V1( f ) and V2( f ) are Fourier transforms of the time
domain functions v1(t) and v2(t), respectively. We apply the
discrete Fourier transform at τ = 0 to obtain the relationship

K−1∑
f=0

V∗1 ( f )V2( f ) =
K−1∑
k=0

v1(kT )v2(kT ). (32)

Using this relationship for the channel state information, we
obtain the correlation equations from (26) and (28) as fol-
lows:

ρn1 ,n2 =
1
γn1,n2

D∑
d=1

M∑
m=1

K−1∑
k=0

h(d)
m,n1

(kT )h(d)
m,n2

(kT ) (33)

γn1,n2 =

√√√ D∑
d=1

M∑
m=1

K−1∑
k=0

(
h(d)

m,n1
(kT )

)2

×
√√√ D∑

d=1

M∑
m=1

K−1∑
k=0

(
h(d)

m,n2
(kT )

)2
(34)

ρm1,m2 =
1
γm1,m2

D∑
d=1

N∑
n=1

K−1∑
k=0

h(d)
m1,n(kT )h(d)

m2,n(kT ), (35)

γm1,m2 =

√√√ D∑
d=1

N∑
n=1

K−1∑
k=0

(
h(d)

m1,n(kT )
)2

×
√√√ D∑

d=1

N∑
n=1

K−1∑
k=0

(
h(d)

m2,n(kT )
)2

(36)

h(d)
m,n(kT ) = r(d)

m,n(kT − Tt,m − Tr,n). (37)

Here, h(d)
m,n(kT ) denotes the time domain channel between

the m-th transmit antenna and the n-th receive antenna when
the timing control scheme is employed for the d-th measure-
ment data.

Table 5 Correlation and received power using the timing control
schemes for pos1.

type1 type2 type3
Correlation(Tx) 0.718 0.190 0.158
Correlation(Rx) 0.729 0.613 0.222

Received power(Tx-1) 0 dB 0 dB −1.48 dB
Received power(Tx-2) 0.01 dB −3.8 dB −1.38 dB

Although we have already given correlations in (22)
and (24), these correlations have been defined to analyze the
propagation phenomena in MIMO-UWB environments, and
they represent the correlations of the arrival waves for each
time. The correlations in (33) and (35) are defined to analyze
MIMO signal separation performance. In this section, “cor-
relation” denotes the values averaged over the frequency do-
main, as given by (26) and (28) (or (33) and (35)). There-
fore, we conjecture that when the correlation values are low,
we can achieve better signal separation performance using
the MMSE-FDE technique.

In Table 5, we show the correlation values between the
antennas and the received power from the transmit antennas
for the pos1 configuration using the timing control schemes.
The received power in Table 5 denotes the total power re-
ceived by the two antennas from each Tx antenna. The re-
ceived power in Table 5 is normalized by that from the first
Tx antenna without the timing control scheme for the pos1
configuration.

We can see that the received power was higher in the
type1 case than in the other cases. This was because we
could obtain direct wave components from both of the Tx
antennas. However, the correlation was also high. On the
other hand, in the type3 case, the received power was lower
than in the type1 case, but the correlation was also lower.
We consider the better transmission performance of type3
to have been due to the lower correlation. For type2, the
correlation was not high, but the received power from the
second Tx antenna was much lower than that from the first
Tx antenna. Therefore, we consider that the transmission
quality differed between the two streams and that the trans-
mission performance was attributable to the worse stream of
the two.

In Tables 6 and 7, we show the correlation values be-
tween the antennas and the received power from the Tx an-
tennas for configurations pos2 and pos3 using the timing
control schemes, respectively. Similarly to pos1, the re-
ceived power shown in Tables 6 and 7 is normalized by that
from the first Tx antenna without the timing control scheme
in configurations pos2 and pos3, respectively. From Table 6,
we can see that the received power increased when the type1
timing control was applied, and the correlation decreased
when the type3 timing control was applied for configuration
pos2. Considering the BER performance, the type3 timing
control was the best scheme in this configuration.

According to Table 7, the received power increased
when the type1 timing control was applied for configura-
tion pos3, and the correlation was low for the type3 timing
control. Using this configuration, the BER performances for
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Table 6 Correlation and received power using the timing control
schemes for pos2.

type1 type2 type3
Correlation(Tx) 0.581 0.008 0.141
Correlation(Rx) 0.553 0.493 0.220

Received power(Tx-1) 0 dB 0 dB −1.29 dB
Received power(Tx-2) −1.29 dB −2.74 dB −1.96,dB

Table 7 Correlation and received power using the timing control
schemes for pos3.

type1 type2 type3
Correlation(Tx) 0.41 0.218 0.165
Correlation(Rx) 0.398 0.339 0.214

Received power(Tx-1) 0.73 dB 0.86 dB 0 dB
Received power(Tx-2) −0.91 dB −3.28 dB −2.5 dB

type1 and type3 were almost the same.
From (33) and (35), we can see that the correlation is

a summation of multiplications of time domain channels for
all the sampling points. Because the time domain channel
corresponding to the direct wave has high power, the cor-
relation is strongly affected by this channel. Through the
type3 timing control, we can reduce the multiplication val-
ues for the case when the direct wave is not received by the
same antenna since the transmission timing is delayed by
half of the pulse time. Although the received power is then
decreased, we can reduce the correlations given by (33) and
(35). We consider that the lower correlation improves the
MIMO detection and transmission performances. As stated
in Sect. 3, the direct wave consists of multiple components,
and the waveform is not simple, as shown in Fig. 13. How-
ever, from Tables 5–7, we can see that by controlling the
timing of the larger components, we can adjust the received
power and correlations. These results also indicate that the
type3 timing control is the best scheme for enhancing trans-
mission performance.

In LOS environments, direct waves increase the corre-
lation between antennas. This degrades the performance of
MIMO space division multiplexing. We examined the per-
formance of the proposed 2 × 2 MIMO system and the 1
× 2 SIMO space diversity system. We considered the cases
of 2 bits/symbol (2 bps/Hz) and 4 bits/symbol (4 bps/Hz). In
the 2 bits/symbol case, we examined a 2 × 2 MIMO system
with BPSK and a 1 × 2 SIMO system with 2 bit pulse am-
plitude modulation (2-PAM). In the 4 bits/symbol case, we
used a 2 × 2 MIMO system with 2-PAM and a 1 × 2 SIMO
system with 4 bit PAM (4-PAM). We used the type3 trans-
mission scheme for the MIMO system. Figure 17 shows
the average BER in the above cases. In the 2 bits/symbol
case, the 1 × 2 SIMO system performed better than the pro-
posed MIMO system. However, in the 4 bits/symbol case,
the BER performance of the proposed MIMO system was
better than that of the SIMO system. From these results, we
can conclude that the proposed MIMO scheme is effective
when multilevel modulation is used to increase transmission
rate. Although no detailed explanation is given in this paper,
if we use a more sophisticated reception scheme, such as a

Fig. 17 BER performance for 2 × 2 MIMO system and 1 × 2 SIMO
system.

parallel interference canceller, the 2 × 2 MIMO system out-
performs the 1 × 2 SIMO system even in the 2 bits/symbol
case.

6. Conclusion

We have presented MIMO-UWB measurement results and
proposed a method of Tx and Rx timing control to im-
prove performance. Through the measurements, we have
shown that the arrival time of direct waves depends on the
MIMO configuration but that the signal arrival behavior in
the longer-delay region does not depend on the configura-
tion. We proposed an optimum form of Tx and Rx timing
control for direct waves. The analysis of BER performance
and correlation demonstrated that the optimum timing con-
trol decreased the correlation and maximized the transmis-
sion performance. In this study, we assumed that the timing
is known at the transmitter and receiver. However, we still
need a timing estimation technique and a means of providing
timing feedback to the transmitter; we will consider these in
our future work.
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