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Abstract—Broadcasting is a key function in mobile ad hoc
networks. Topology-dependent scheduling algorithms depend on
the detailed network connectivity information and cannot adapt to
dynamic topological changes in mobile networks. To overcome this
limitation, topology-transparent broadcast scheduling algorithms
have been proposed. Due to the large overhead of implement-
ing the acknowledgement mechanism in broadcast communica-
tions and to guarantee that there is at least one collision-free
transmission in each frame, most existing topology-transparent
broadcast scheduling algorithms require a node to transmit the
same packet repeatedly at multiple slots during one frame. This is
very inefficient. In this paper, we propose an efficient topology-
transparent broadcast scheduling algorithm. First, instead of
transmitting the same packet repeatedly during one frame, each
node collects transmission codes of its two-hop neighbors and
transmits several different packets during one frame. Second,
noting that many unassigned slots are not utilized, we propose
several methods to utilize the unassigned slots efficiently in a
collision-free and traffic-adaptive manner. Thus, our algorithm
provides a guaranteed throughput and achieves a much better
average throughput. The analytical and simulation results show
that our proposed algorithm outperforms other existing topology-
transparent broadcast algorithms dramatically.

Index Terms—Ad hoc networks, broadcast, topology-
transparent scheduling.

I. INTRODUCTION

S CHEDULING medium access in mobile wireless ad hoc
networks is challenging because of node mobility and

the limited availability and variability of wireless bandwidth.
Many transmission scheduling algorithms have been proposed
to maximize the spatial reuse and minimize the time-division
multiple-access (TDMA) frame length. In the conventional
TDMA networks, each node is assigned a unique time slot to
transmit. This works well when the connectivity information
among the nodes is known and when the number of nodes in
the network is not large [5]. In mobile ad hoc networks, the
number of nodes is much larger than the number of neigh-
bors of a node. Thus, the system performance can be greatly
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improved by applying spatial reuse. Previous approaches in
topology-dependent scheduling [5], [7], [9], [19], [21] require
each node to maintain accurate network connectivity informa-
tion. This is impractical in mobile ad hoc networks, which
are characterized by highly dynamic topological changes. An
alternative approach is topology-transparent scheduling [3], [4],
[12], in which each node is assigned multiple time slots to
transmit in each frame, with the guarantee that at least one time
slot will be successful. However, since the acknowledgement
mechanism cannot be efficiently implemented in broadcast
communications,1 most existing topology-transparent broad-
cast scheduling methods require a node to transmit the same
packet repeatedly at all of its assigned time slots during one
frame time. In addition, many unassigned time slots in each
frame are not utilized at all. Thus, they can only provide a
guaranteed minimum throughput with relatively low network
utilization.

In this paper, we propose an efficient topology-transparent
broadcast scheduling algorithm with a different design strategy.
The main contributions of our work are as follows.

1) First, unlike the existing topology-transparent broadcast
scheduling algorithms that transmit one packet repeatedly
during one frame time, in our algorithm, each node can
transmit multiple packets during one frame time accord-
ing to the collected information of its two-hop neighbors.
Each node collects such information as the identifica-
tion number (ID), transmission schedule, and priority of
each of its two-hop neighbors. The details of the infor-
mation collection will be introduced and discussed in
Section II-B. Thus, our algorithm can also provide a
guaranteed minimum throughput.

2) Second, observing the fact that the codes assigned to
each node are highly sparse (i.e., many unassigned slots
are not utilized at all), we propose several methods to
utilize the unassigned slots in a collision-free and traffic-
adaptive manner. We utilize the unassigned slots while
ensuring that the transmissions in the assigned slots are
not affected. Thus, our proposed broadcast scheduling
algorithm provides a guaranteed throughput by utiliz-
ing the assigned slots and achieves a much better aver-
age throughput, compared with existing algorithms, by
utilizing the unassigned slots. Moreover, our algorithm
can provide a guaranteed and smaller delay than the

1The acknowledgements from different intended receivers may collide at the
transmitter, leading to the failure of the acknowledgement mechanism.
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existing algorithms.2 This will be discussed in detail in
Sections III and IV.

3) Third, we study the performance of the proposed algo-
rithm analytically and conduct extensive simulations to
show that our algorithm outperforms the other existing
topology-transparent broadcast algorithms dramatically.
Moreover, we investigate the effect of inaccuracies in the
estimation of the maximum node degree on the perfor-
mance of the proposed algorithm.

Note that although information (codes) on two-hop neigh-
bors is collected in our topology-transparent algorithm, as in
topology-dependent scheduling algorithms [5], [7], [9], [19],
[21], some fundamental differences exist between these two
algorithms. In our algorithm, each node determines its trans-
mission pattern according to its assigned code, which remains
the same when topology changes. Collecting the transmission
codes of two-hop neighbors helps broadcast more packets
within one frame time. However, in a topology-dependent
scheduling algorithm, each node collects information on its
two-hop neighbors, negotiates with its neighbors, and finally
determines its transmission slots. When the topology changes,
each node has to collect, compute, negotiate, and determine its
transmission slots again, resulting in inefficiency and possible
failure of such algorithms.

A. Related Work

Many medium access control (MAC) protocols have been de-
veloped for ad hoc networks. The contention-based approaches,
such as carrier sense multiple access, cannot provide deter-
ministic delay and throughput bounds. The primary drawback
surfaces at high load, when these approaches spend most of
their time resolving collisions. When the network load is very
high, the throughput approaches zero, resulting in an unstable
network. It is also shown that contention-based approaches
suffer from serious instability and unfairness issues in mul-
tihop ad hoc networks [27], which is why most networks
offering throughput and delay guarantees, such as the tactical
networks Enhanced Position Location Reporting System [13]
and Joint Tactical Radio System [22], implement deterministic
allocation-based protocols, such as TDMA.

Related work on allocation-based protocols can be catego-
rized into two different groups, namely, topology-dependent
and topology-transparent, based on whether detailed net-
work connectivity information is required. Existing topology-
dependent approaches focus on finding a minimum-length
conflict-free schedule based on the detailed network topology.
This problem is proved to be NP-complete [1], [5]. In addition,
recomputation and information exchanges are required to main-
tain accurate network topology information and to distribute
the new schedules when the network topology changes. Thus,
the robustness and effectiveness of these topology-dependent
scheduling algorithms are undermined in large highly dynamic
wireless mobile ad hoc networks.

To overcome the aforementioned limitations, topology-
transparent scheduling algorithms have been proposed.

2Delay is defined as the time experienced by each packet between when it
leaves the buffer and when it is successfully transmitted.

Chalamatac and Farago [4] developed a topology-transparent
algorithm that guarantees at least one collision-free time slot
in each frame time, but the performance is even worse than
the conventional TDMA in some cases. Ju and Li [12] pro-
posed another algorithm to maximize the minimum guaranteed
throughput. Other work on the design and analysis of topology-
transparent scheduling algorithms can be found in [20], [24],
and [26]. However, only unicast communication is considered.
Cai et al. [3] proposed a broadcast scheduling algorithm, i.e.,
modified Galois field design (MGD), which sends the same
message multiple times during one frame time to guarantee
exactly one successful broadcast transmission per frame. The
throughput is relatively small, since the maximum number of
transmissions is one in a frame time. Sun et al. [25] designed
an acknowledgement-based scheduling protocol for multicast
and broadcast and obtained improved expected throughput.
Unfortunately, the overhead introduced by acknowledgements
dramatically increases with increasing frame length, thus de-
grading the performance, particularly when the total number
of nodes and the maximum number of neighbors of a node
are large. Farnoud and Valaee [8] applied positive orthogo-
nal codes to design a reliable broadcast algorithm for safety
messages in vehicular networks; however, it focused on a
specific application and network topology (1-D roads). The
algorithm requires each node to be location aware, and the
performance metric is the success probability when the traffic
load is not heavy. In [16], a probabilistic topology-transparent
broadcast-scheduling algorithm was proposed, and fewer time
slots are used to broadcast the same packet repeatedly. That is,
it sacrifices some reliability to improve the average throughput.
However, neither algorithm in [16] and [18] can guarantee
at least one conflict-free transmission slot per frame time.
Another topology-transparent broadcast-scheduling algorithm
with guaranteed throughput was proposed in [15], in which
erasure coding is applied to improve the throughput. However,
many unassigned slots are not utilized at all.

The remainder of this paper is organized as follows. We in-
troduce our system model in Section II. Our proposed algorithm
is presented in detail in Sections III and IV. We propose to
utilize the assigned slots efficiently and obtain the optimal data
frame structure in Section III. In Section IV, we propose several
methods to utilize the unassigned slots in a collision-free and
traffic-adaptive manner to further improve the throughput of
our algorithm. The performance of our algorithm is analytically
studied in Section V. Simulations are conducted to evaluate
the performance of our proposed algorithm in Section VI. The
effect of inaccuracies in the estimation of the maximum node
degree on the performance of the proposed algorithm is also
investigated. Section VII concludes this paper with suggestions
for further research.

II. SYSTEM MODEL

A. Network Model

A mobile ad hoc network can be represented by a graph
G(V,E). V is the set of all network nodes, and E is the set of
all edges. If node v is within the interference range of node u, an
edge denoted by (u, v) is in E. We assume that if (u, v) ∈ E,
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then (v, u) ∈ E. To simplify the calculation, but without loss
of generality, we assume that the transmission range of a node
is equal to its interference range. Let N1(u) and N2(u) denote
the sets of one-hop neighbors and two-hop neighbors of node u,
respectively. Thus, N1(u) ⊂ N2(u). The degree of node u, i.e.,
D(u), is defined as the number of one-hop neighbors of node
u, i.e., D(u) = |N1(u)|. N1(u,m), where m = 1, 2, . . . , D(u)
indicates the mth neighbor of node u. The maximum degree
Dmax is defined as Dmax = maxu∈V D(u). We assume that
Dmax is much smaller than the number of nodes N and remains
constant while the network topology changes. The maintenance
and benefits of this kind of degree-bounded topology have been
discussed in [10] and [11]. In practical networks, empirical data
and statistics can be used to estimate Dmax. In addition, Dmax

may be pessimistically estimated based on network parameters
and/or empirical data, thus ensuring that the actual number of
interfering neighbors does not exceed the estimate.

We focus on TDMA networks. As discussed in previous
work on topology-transparent scheduling, we assume that the
transmission channel is error free and that a reception failure is
only due to packet collisions. The transmission from node u to
node v succeeds when 1) node v is not transmitting and 2) other
nodes in v’s interference range are not transmitting.

As in previous topology-transparent scheduling algorithms,
we assume that the network is quasi-mobile. That is, the net-
work connectivity remains the same during one frame time.

In broadcast scenarios, the acknowledgements from different
intended receivers may collide at the transmitter, leading to the
failure of the acknowledgement mechanism. This is the most
challenging issue in broadcast communication and leads to
the low throughput of previous topology-transparent broadcast
scheduling algorithms.

B. Frame Structure

In our algorithm, time is divided into equal-sized frames.
Each frame is further divided into three parts. The first two parts
are intended for control packets and called control frames (CF1
and CF2). The last part is meant for data packets and called data
frame (DF). In practice, the length of DF should be much larger
than that of CF1 and CF2 to reduce the overhead.

Fig. 1 shows the detailed frame structure. CF1 and CF2
are each divided into qc subframes, each of which consists of
pc synchronized minislots. The data frame is divided into qd
subframes, each of which consists of pd synchronized minis-
lots. We set qc ≤ pc and qd ≤ pd, according to [3], [4], and
[12]. Synchronization can be achieved by Global Positioning
System.

Each node v is assigned a unique polynomial with degree k
mod pc, fv(x) =

∑k
i=0 aix

i(modpc), where v ∈ V , as its time
slot assignment function (TSAF). Node v transmits in time slot
fv(i) in subframe i, where i ∈ {0, 1, 2, . . . , qd − 1} for each
data frame, and i ∈ {0, 1, 2, . . . , qc − 1} for each control frame.
We know (fv(i)) as the time slot location vector (TSLV) for
node v [12]. These slots are also known as the assigned slots of
node v, whereas the other slots are known as unassigned slots.
To ensure that the TSAFs of each node in the control and data
frames are the same, we set pc = pd = p.

Fig. 1. Frame structure. (a) Structure of the whole frame. (b) Structure of
control frame (CF1 and CF2). (c) Structure of data frame (DF).

For each node, CF1 is used to distribute its information and
to collect the information of its neighbors. CF2 is used to
distribute the information of its one-hop neighbors collected
in CF1 and to collect the transmitted information, which is re-
ceived by its neighbors in CF1. Thus, each node can collect the
information of all its two-hop neighbors after CF1 and CF2 and
transmit the data packets according to the collected information,
as specified in the following section. The information of each
node includes its own identity number (ID), TSAF, segment,
and priority. The priority of each node is used to determine
how to utilize the unassigned slots and will be discussed in
Section IV. The segment of each node indicates the unassigned
slots in the subset of subframes it can utilize. If the segment of
a node is set to 0, it can possibly access the unassigned slots in
all subframes. Our algorithm can provide heterogenous quality
of service (QoS) for different nodes by properly configuring
the respective segments. This will be discussed in detail in
Section IV-C.

Consider a single-channel TDMA network G(V,E) with
N mobile nodes and the maximum node degree Dmax. To
guarantee that each node receives the TSAFs of all its two-hop
neighbors after CF2, two basic constraints must be satisfied, as
discussed in [3], [4], and [12]. Therefore, we have

pk+1
c ≥N (1)
qc ≥ kDmax + 1. (2)

To minimize the overhead introduced by CF1 and CF2, we
use the same method discussed in [3] to minimize the frame
length of CF1 and CF2, stated as follows.

Let k0 be the root of the following equation:

N
1

x+1 = xDmax + 1. (3)

Then

�k0� or �k0	 = argmin
k

Lc(k) (4)
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where Lc(k) is the frame length (in number of control slots) of
each of CF1 and CF2.

Let p1 be the minimum prime or prime power greater than
or equal to �k0�Dmax + 1 and p2 the minimum prime or prime
power greater than or equal to N1/�k0	+1. Then, the minimum
frame length of each of CF1 and CF2 is min{p1(�k0�Dmax +
1), p2(�k0	Dmax + 1)}.

Based on the given discussions, we obtain the TSAFs and
TSLVs of our proposed algorithm as follows.

1) Obtain k0 and determine the optimal k that yields the
minimum length of each of CF1 and CF2 according to
(5) and (6).

2) Determine pc and qc from k. If k = �k0�, pc = p1,
and qc = �k0�Dmax + 1. If k = �k0	, pc = p2, and qc =
�k0	Dmax + 1. Hence, we have pk+1

c available polyno-
mials over GF (p).

3) Distribute the polynomials to nodes. Each node i has a
unique polynomial fi(x) as its TSAF, calculates its TSLV,
and transmits the control packets according to its TSLV.

C. Overhead Analysis

Compared with the existing topology-transparent scheduling
algorithms, some overhead, namely, CF1 and CF2, is intro-
duced in the proposed algorithm to distribute and collect the
information of two-hop neighbors of each node. Each node
transmits its ID, priority, segment, and TSAF in CF1. Note
that each TSAF is a degree-k polynomial, and each of its
coefficients can be represented in one byte (each coefficient is
no larger than 255). Hence, each TSAF can be represented in
(k + 1) bytes. The ID, segment, and priority can be represented
in two bytes each. In CF2, each node broadcasts all (up to
Dmax) the information from its one-hop neighbors. Hence, we
need at most (k + 7)Dmax bytes to broadcast the information.
Each slot in CF1 is designed to accommodate the transmission
of one packet of (k + 7) bytes and a guard time. Each slot in
CF2 is designed to accommodate the transmission of one packet
of (k + 7)Dmax bytes and a guard time. Recall that the frame
length of CF1 and CF2 is pcqc and that the frame length of
DF is pdqd. To simplify the calculation, we neglect the guard
time. The overhead introduced in the proposed algorithm is as
follows:

β =
(k + 7)(Dmax + 1)pcqc

Lpdqd + (k + 7)(Dmax + 1)pcqc
(5)

where L is the length of the payload packet in bytes. Taking
N = 256, Dmax = 8, and L = 1024 as an example, k = 1,
pc = pd = 17, qc = 9, qd = 17,3 and thus, β = 3.6%.

As shown in (5), the overhead introduced in our algorithm is
independent of the total number of nodes in the network, i.e., N ,
where N ≤ 216. Thus, the overhead of our proposed algorithm
does not increase with the network size.

3The derivation of qd will be given in the following section.

III. PROPOSED ALGORITHM

A. Algorithm Description

The utilization of assigned slots of the proposed topology-
transparent broadcast-scheduling algorithm is described as
follows.

1) Initially, each node i calculates its TSLV based on its
assigned TSAF, i.e., fi(x).

2) In CF1, each node i broadcasts its ID (identification
number), segment, priority, and TSAF fi(x) according
to its TSLV and stores the IDs, priorities, and TSAFs
received from its neighbors, i.e., fj(x), where j ∈ N1(i).

3) In CF2, each node i broadcasts the D(i) TSAFs, i.e.,
fj(x), where j ∈ N1(i), IDs, segments, and priorities
received in CF1 as a packet according to its TSLV, and
stores the IDs, segments, priorities, and TSAFs received
from its neighbors. Hence, each node i knows the ID,
segment, priority, and TSAF fj(x) of node j, where
j ∈ N2(i).

4) At the beginning of each data frame, set a flag vector
Flagi = (Flagi,N1(i,1), . . . , F lagi,N1(i,D(i))) for each
node i. Flagi,N1(i,m) = 1, where m = 1, . . . , D(i),
indicates that the mth neighbor of node i has
received the broadcast packet from node i. Otherwise,
Flagi,N1(i,m) = 0. Initially, set Flagi to be a zero vector.

5) In subframe n, where n = 0, 1, . . . , qd − 1, each node i
checks Flagi. If g(Flagi) = D(i), where g(Flagi) is
defined as the number of “1”s in a vector Flagi, transmit
the next packet queued in node i in this subframe and set
Flagi to be a zero vector; otherwise, transmit the current
packet in this subframe. Then, each node i checks its
transmission slot in this subframe, i.e., fi(n). If fi(n) /∈
{fj(n) : j ∈ N1(N1(i,m)) ∪ (N1(i,m) \ {i})}, where
m = 1, . . . , D(i), set Flagi,N1(i,m) = 1; otherwise, do
nothing.

B. Correctness of the Proposed Algorithm

First, due to the frame structure of CF1 and CF2, each
node can successfully broadcast one packet to its neighbors
during both CF1 and CF2. Hence, each node can successfully
receive and store the TSAFs of its one-hop neighbor after CF1.
Moreover, each node i knows the number of its neighbors,
i.e., D(i), after CF1. Then, each node broadcasts the TSAFs
received in CF1 during CF2. As a result, each node knows the
TSAFs of all of its two-hop neighbors. As we assume that the
network is quasi-mobile, the TSAFs collected in CF1 and CF2
are accurate for the corresponding data frame. In the data frame,
at the beginning of each subframe, each node i checks its flag
vector Flagi. g(Flagi) = D(i) implies that all the neighbors
of node i have received the current packet successfully. If so,
the next queued packet will be broadcast in this subframe.
Otherwise, each node checks whether its mth neighbor, where
m = 1, 2, . . . , D(i), can receive the current packet in this sub-
frame by comparing its own TSAF with the TSAFs of its
mth neighbor and the neighbors of its mth neighbor, which
are collected in CF1 and CF2. If so, set Flagi,N1(i,m) = 1.
This is repeated until g(Flagi) = D(i). Thus, according to our
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algorithm, each node knows whether and when a broadcast
packet is received by all its neighbors.

In the following, we show that the aforementioned utilization
of the assigned slots can provide a guaranteed delay. In our
algorithm, packets are repeatedly broadcasted in the assigned
slots of each node in a more intelligent manner than the
previous topology-transparent algorithms [3]. Based on the in-
formation collected in CF1 and CF2, each node knows when to
stop the repeated broadcast of the current packet and to start the
broadcast of the next packet, rather than simply broadcasting a
packet repeatedly in the whole frame. In the worst case, a packet
can be successfully broadcasted during one frame similar to
the algorithm in [3]. The maximum delay is one frame. This
leads to our conclusion that the aforementioned utilization of
the assigned slots can provide a guaranteed delay. We will show
that the utilization of the unassigned slots does not alter this
conclusion later in Section IV.

C. Optimal Data Frame Structure

It has been shown that the optimal frame structure for broad-
cast and unicast traffic is different and that the throughput of
topology-transparent broadcast algorithms is much smaller than
that of topology-transparent unicast algorithms [2], [11]. This
is mainly due to the fact that the acknowledgement mechanism
cannot be efficiently implemented in broadcast communication,
and to eliminate the acknowledgement, each node has to trans-
mit the same packet repeatedly in one frame time. Based on
the TSAFs of the two-hop neighbors of each node collected in
CF1 and CF2, each node can transmit more than one broadcast
packet in one frame. We have obtained the control frame
structure in Section II-B. Now, we study the average throughput
of assigned slots of our algorithm and obtain the optimal data
frame structure as follows.

Recall that qd ≤ pd. We have Theorem 1 as follows.
Theorem 1: Given pd and the TSAFs of the two-hop neigh-

bors of each node, the optimal throughput for broadcast traffic
is achieved when qd = pd.

Proof: Suppose that node u broadcasts a packet to all its
neighbors. Let Auv

i be the event that node v, which is a neighbor
of node u, has received the packet from node u in subframe
i− 1 for the first time, where i = 1, 2, . . . , Dmax + 1. We
assume the worst case here. There are up to Dmax interfering
nodes, and all are transmitting.

It is proved in [11] that the maximum degree of the polyno-
mials, i.e., k, is one for most cases. Thus, without loss of gen-
erality, we use k = 1 in the following analysis for simplicity.
That is, there are p2d TSLVs in total. Let N i be the number of
ways for a given TSLV of node u, i.e., TSLVu, to select Dmax

other TSLVs, the union of which intersects TSLVu in the first
i− 1 subframes (subframes 0 to (i− 2)) and does not intersect

TSLVu in subframe i− 1. There are
(p2

d
−1

Dmax

)
ways to select

Dmax TSLVs from the remaining p2d − 1 TSLVs. Thus, the
probability that Auv

i happens, where i = 1, 2, . . . , Dmax + 1,
is as follows:

Pr (Auv
i ) =

N i(p2
d
−1

Dmax

) . (6)

Consider the TSAF of node u, i.e., TSAFu. We catego-
rize the remaining p2d − 1 TSAFs into pd + 1 different sub-
sets Fi (i = 0, 1, . . . , pd) according to their coincidences with
TSAFu. We define the coincidence of any two polynomials
as the root of the difference of these two polynomials. That
is, if fu(j)− fv(j) = 0, j is the coincidence of fu(x) and
fv(x). The TSAFs in Fi (i = 0, 1, . . . , pd − 1) have the co-
incidence i with TSAFu, and the TSAFs in Fpd

have no
coincidence with TSAFu. Note that a TSAF over GF (pd) is
uniformly distributed over {0, 1, 2, . . . , pd − 1} [6]. Thus,
|Fi| = pd − 1, where i = 0, 1, . . . , pd. The detailed verifica-
tion is as follows. Consider an arbitrary degree-1 polynomial
f(x) = ax+ b (modpd), where a, b ∈ {0, 1, . . . , pd − 1}.
Keeping the slope of f(x), i.e., a, invariant and varying b,
we get a sequence of polynomials gi(x) = ax+ bi (modpd),
where bi ∈ {0, . . . , b− 1, b+ 1, . . . , pd − 1} that have no co-
incidences with f(x). The number of terms in the sequence
of polynomials is pd − 1. That is, |Fpd

| = pd − 1. Similarly,
consider f(x) = ax+ b (modpd) and an arbitrary integer
x0, where a, b, x0 ∈ {0, 1, . . . , pd − 1}. Fixing the point
(x0, f(x0)) and varying ai, where ai ∈ {0, . . . , a− 1, a+ 1,
. . . , pd − 1}, we obtain a sequence of lines (polynomials) pass-
ing the point (x0, f(x0)) besides f(x), the number of which is
pd − 1. Thus, |Fi| = pd − 1, where i = 0, 1, . . . , pd − 1.

Given i (where i = 0, 1, . . . , Dmax), we classify TSAFs
other than TSAFu into two different groups.

• Group 1: The number of TSAFs that have the coincidence
i with TSAFu is pd − 1.

• Group 2: The number of TSAFs that do not have the
coincidence i with TSAFu is pd(pd − 1).

Let Cj (where j = 0, 1, . . . , i− 2) be the set of events in
which none of the chosen Dmax TSAFs from Group 2 has the
coincidence j with TSAFu. Note that the number of TSAFs
that have the coincidence j (where j = 0, 1, . . . , i− 2) with
TSAFu is pd − 1, and we choose Dmax TSAFs from Group 2.
Thus, the cardinality of the intersection of any m sets from Dj ,

where j = 0, 1, . . . , i− 2, is
(p2

d
−1−(m+1)(pd−1)

Dmax

)
. N i is equal

to the cardinality of the complementary set of
⋃i−2

j=0 Cj , which

is denoted by �. Note that there are
(
pd(pd−1)
Dmax

)
ways to select

Dmax codewords from Group 2. Thus

N i = |�|

=

(
pd(pd − 1)

Dmax

)
−

∣∣∣∣∣∣
i−2⋃
j=0

Cj

∣∣∣∣∣∣ . (7)

Applying the inclusion–exclusion principle, we can obtain N i,
i = 2, . . . , Dmax + 1, as (8) and N1 =

(
pd(pd−1)
Dmax

)
.

N i =

(
pd(pd − 1)

Dmax

)
−

i−1∑
m=1

(−1)m−1

(
i− 1
m

)

×
(
p2d − 1 − (m+ 1)(pd − 1)

Dmax

)
. (8)

We assume that all (up to Dmax) transmissions correspond-
ing to a single broadcast communication are independent. Let μ
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be the number of times a sender broadcasts the same message so
that all its (up to Dmax) neighbors receive it successfully. Since
nodes u and v are arbitrarily chosen, deleting the superscript uv
for clarity, we have:

E[μ] = Pr(A1)
Dmax +

Dmax+1∑
i=2

i

Dmax∑
r=1

(
Dmax

r

)
Pr(Ai)

r

× Pr

⎛
⎝i−1⋃

j=1

Aj

⎞
⎠

Dmax−r

= Pr(A1)
Dmax +

Dmax+1∑
i=2

i

Dmax∑
r=1

(
Dmax

r

)
Pr(Ai)

r

×

⎡
⎣ i−1∑
j=1

Pr(Aj)

⎤
⎦
Dmax−r

. (9)

The expected number of successful broadcast messages de-
livered by a node per frame is:

T =
qd

E[μ]
. (10)

The expected throughput of the proposed algorithm can be
computed as follows:

E[Gassigned] =
T

pdqd
=

1
pdE[μ]

. (11)

Thus, the throughput of broadcast traffic does not depend on
the number of subframes. Noting that the overhead decreases
when qd increases, as shown in (5), we prove Theorem 1. �

IV. UTILIZATION OF UNASSIGNED SLOTS

Note that the codes assigned to each node in our algorithm
are highly sparse. That is, each node only chooses qd out of
pdqd time slots to transmit within one frame time to support
guaranteed throughput. The remaining (pd − 1)qd time slots
are not utilized at all, resulting in a relatively low average
throughput. An RTS (Request to Send)-based and CTS (Clear
to Send)-based ALOHA-type method has been proposed in
[18] and [28] to utilize the unassigned slots to improve the
throughput. A collision-free utilization of the unassigned slots
was proposed in [14]. However, there are two main drawbacks.
First, all these algorithms are designed only for unicast com-
munications. Second, all these algorithms are designed under
the heavy-traffic condition. Thus, none of these algorithms are
adaptive to the network traffic. To overcome these problems,
we develop several methods based on the collected codes of
two-hop neighbors to utilize the unassigned slots in a collision-
free manner, thus allowing nodes to access both the assigned
and unassigned slots efficiently and improving the average
throughput. More importantly, our methods are traffic adaptive.

In our algorithm, each node learns the indexes of the
time slots that can possibly be utilized according to the col-
lected TSAFs of its two-hop neighbors after CF1 and CF2.
Let PU(u) be the set of time slots that can possibly be

utilized by node u (where u = 1, 2, . . . , N ) in the current
frame. Time slot j in subframe i is in PU(u) if and only
if j /∈

⋃
m∈{u}∪N2(u)

{fm(i)}. That is, PU(u) = {(i, j)|0 ≤
i ≤ qd − 1, 0 ≤ j ≤ pd − 1, j /∈

⋃
m∈{u}∪N2(u)

{fm(i)}}. The
detailed process is described in Algorithm 1. Meanwhile, each
node collects the priorities of its two-hop neighbors after CF1
and CF2. The nodes with the highest priority within their
two-hop neighbors are granted to utilize the time slots in
their PUs.

Algorithm 1 FindAvailableUnassignedSlots(u)

Input: The set of two-hop neighbors of node u, N2(u);
TSAFs of the nodes in N2(u), {fn(x)|n ∈ N2(u)}.

Output: The set of unassigned slots that can be possibly
utilized by node u, PU(u).

1: Initialize PU(u) = ∅
2: for Subframe = 0 to qd − 1 do
3: for Slot = 0 to pd − 1 do
4: for n = 1 to |N2(u)| do
5: if Slot /∈ {fn(Subframe)} ∪
{fu(Subframe)} then

6: PU(u)←PU(u) ∪ {Slot+Subframe×
pd}

7: end if
8: end for
9: end for

10: end for
11: return PU(u)

Note that the guaranteed minimum throughput can still be
achieved, even in a high-traffic-load environment and in dense
networks. This is because the transmissions in the time slots be-
longing to PU(u) do not interfere any transmissions of the two-
hop neighbors of u in their assigned slots. Thus, we conclude
that, for our algorithm, the transmissions in the unassigned
slots do not affect the transmissions in the assigned slots of
other nodes, implying that the use of the unassigned slots does
not lead to a violation of the provisioning of a guaranteed
delay. Thus, we can conclude that our algorithm can provide
a guaranteed throughput and delay.

If node u is granted access to the time slots in PU(u), the
transmissions in these slots are collision free, since no nodes
among its two-hop neighbors transmit in these slots. In the
following, we introduce three ways to utilize the unassigned
time slots by using different approaches to generate priorities,
namely, uniform utilization (UU), traffic-based utilization (TU),
and heterogeneous TU (HTU). UU is designed under the heavy-
traffic condition. However, TU and HTU are traffic adaptive.

In the beginning of each frame, each node broadcasts and
collects information of its two-hop neighbors, as discussed in
Sections II and III. The analysis of the overhead is given in
Section II-C. In the following, we show that our algorithm has
a polynomial time complexity. As shown in Algorithm I, in
all three loops, there are pdqd|N2(u)| iterations (lines 5–7 in
Algorithm I), where |N2(u)| is the cardinality of N2(u).
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For each iteration, a node determines whether the current
time slot is an assigned slot of another node of its two-
hop neighbors. As discussed in Sections II and III, pd =
qd = max(N1/k+1, Dmax + 1). We can obtain that pd = qd =
O(Dmax logN/ logDmax). The detailed proof can be found
in [4]. Moreover, since each node has at most D2

max two-
hop neighbors,4 |N2(u)| ≤ D2

max. Thus, the number of iter-
ations in all three loops in Algorithm I is pdqd|N2(u)| =
O(D4

max log
2 N/ log2 Dmax). Thus, the polynomial running

time of our algorithm follows, due to the facts that the iteration
can be completed by doing elementary arithmetic operations
over Galois field GF (pd) and computed in polynomial time
and that the number of iterations executed by the algorithm is
polynomial in N and Dmax.

A. Uniform Utilization of Unassigned Slots

Let M be a permutation of the vector (1, 2, . . . , N), which
is known by all the N nodes a priori. The virtual ID (VID) of
node i, where i = 1, 2, . . . , N , in frame t can be computed as
follows:

V ID(i, t) = mod ((M(i) + t) , N) . (12)

After CF1 and CF2, each node collects the IDs and calculates
the VIDs of its two-hop neighbors.5 The nodes with the highest
VID within their two-hop neighbors are granted access to the
time slots in their PUs. It is obvious that the priority (VID) of
each node is unique in every frame and uniformly distributed as
time evolves. Thus, each node utilizes the unassigned time slots
in a uniform way.

B. Traffic-based Utilization of Unassigned Slots

In the previous discussion, we assume that all homogenous
nodes are backlogged. In reality, the traffic load at each node
may vary over time. Therefore, we propose to use the TU of
unassigned slots to investigate whether our algorithm is adap-
tive to varying traffic load at each node. We simply use the num-
ber of buffered packets in each node to represent its traffic load,
irrespective of the underlying traffic model. In Section VI-B,
we use a specific traffic model and perform simulation to study
the performance of our algorithm with TU. The impact of traffic
patterns on the performance of scheduling algorithms can be
found in [23] and references therein. Each node can be granted
access to the unassigned time slots according to its number
of buffered packets. Intuitively, the nodes with more packets
queued in the buffer should be provided more transmission
opportunities. In the TU of unassigned slots, we use the number
of buffered packets in each node as its priority. The nodes with
the highest priorities (numbers of packets) within their two-hop
neighbors are granted access to the time slots in their PUs. If
the priorities of multiple nodes within two-hop neighbors are
equal, the node with the highest V ID is granted access to the
time slots in its PU .

4The number of two-hop neighbors is much less than D2
max.

5No priority information is needed to broadcast in CF1 and CF2 in UU, since
VID, which can be computed based on ID, is used as priority.

C. Heterogeneous Traffic-Based Utilization
of Unassigned Slots

HTU of unassigned slots can be implemented in a hetero-
geneous network, in which different classes of nodes have
different quality of service (QoS) requirements. Without loss
of generality, we assume that two classes of nodes exist in the
network, namely, Class V1 with a higher QoS requirement and
Class V2 with a lower QoS requirement. The calculation of the
priority of each node is the same as that in TU. The difference
is as follows.

All time slots are equally divided into two subsets, namely,
Subset 1 and Subset 2. Subset 1 includes the time slots in the
subframes with odd indexes, and Subset 2 includes the time
slots in the subframes with even indexes. The segments of the
nodes in Class V1 are set to 0, implying that each node in V1

can utilize the unassigned slots in both subsets if it is granted
access. However, the segments of the nodes in Class V2 are set
to 1, implying that each node in V1 can utilize the unassigned
slots in Subset 1 if it is granted access.

Each node generates and broadcasts its priority in CF1 and
CF2. After CF1 and CF2, each node collects the IDs, segments,
and priorities of its two-hop neighbors. An arbitrary node u
in Class 1 is granted access to the time slots in PU(u), if
its priority is the highest within its two-hop neighbors. If not,
it can also utilize the time slots in PU(u) ∩ Subset 2 as long
as its priority is the highest within its two-hop neighbors with
segment = 0. An arbitrary node v in Class 2 with the highest
priority within its two-hop neighbors is granted to utilize the
time slots in PU(v) ∩ Subset 1. If the priorities of multiple
nodes within two-hop neighbors are equal, the node with the
highest V ID is granted access to the time slots. This guarantees
that the transmissions in the time slots in the PUs of the granted
nodes are all collision free. Thus, nodes are granted access to
the unassigned time slots according to the class to which belong
in a heterogeneous way. Although we only consider two classes
of nodes with different QoS requirements in the aforementioned
discussion, we can easily generalize it to more classes of nodes
by dividing the time slots in one frame into more subsets and
setting the segment of each node properly.

V. ANALYTICAL RESULTS

A. Throughput Analysis

We study the average saturated throughput of the proposed
algorithm. The average saturated throughput is defined as the
average number of packets successfully received per time slot
per node, under a heavy-traffic condition with all nodes back-
logged. In the proof of Theorem 1, we obtain the average
saturated throughput of the assigned slots for broadcast traffic,
as shown in (9) and (11). Intuitively, the average throughput
of unassigned slots depends on the number of nodes in the
contention set. A larger number of nodes in the contention set
leads to more contending nodes, less unassigned slots to be uti-
lized, and, thus, smaller average throughput. In the following,
we analyze the saturated throughput of the unassigned slots.

Consider an arbitrary node u with n two-hop neighbors.
Node u cannot utilize the slots, which are the assigned slots
of its n two-hop neighbors and node u itself. Recall that the
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maximum degree of the polynomials, i.e., k, is one for most
cases [11]. Thus, without loss of generality, we use k = 1 in the
following analysis for simplicity. That is, there are p2d TSLVs in
total. Consider an arbitrary subframe j, where 0 ≤ j ≤ qd − 1.
Let M l denote the number of ways to select n+ 1 out of p2d
TSLVs such that the assigned slots of these n+ 1 nodes are
exactly l specific slots in subframe j, where l = 1, 2, . . . , pd.
Note that there are

( p2
d

n+1

)
ways to select n+ 1 out of p2d TSLVs

and
(
pd

l

)
ways to select l out of pd slots in one subframe. Thus,

the probability that pd − l slots can be utilized by node u, i.e.,
P (l), is as follows:

P (l) =
M l

(
pd

l

)
( p2

d
n+1

) . (13)

As discussed in Section IV, the priority of each node changes
in a uniform manner as time evolves. Thus, a node with n
contention nodes has the highest priority and can utilize the
unassigned slots once every n+ 1 frames. We obtain the av-
erage throughput of unassigned slots, conditioned on n, i.e.,
E[Gunassigned|n], as follows:

E[Gunassigned|n] =

p∑
l=1

(p− l)P (l)

(n+ 1)p
. (14)

Thus, we have:

E[Gunassigned] =

N−1∑
m=1

E[Gunassigned|n = m] Pr(n = m).

(15)

However, we can hardly obtain the distribution of n. We
approximate the average throughput of unassigned slots as (16)
(which is found to be quite accurate when compared with the
simulation results as exhibited in Section VI). Thus,

E[Gunassigned] ≈ E[Gunassigned|n̄] (16)

where n̄ is the average number of two-hop neighbors of a node.
We will discuss how to calculate n̄ in the following section.

The calculation of M l, where l = 1, 2, . . . , pd, is given in
Appendix.

Thus, taking into consideration the overhead discussed in (5),
the average effective saturated throughput, i.e., E[Ge], is given
as follows:

E[Ge] = (E[Gassigned] + E[Gunassigned]) (1 − β) (17)

where β, E[Gassigned], and E[Gunassigned] are given in (5),
(11), and (16), respectively.

VI. PERFORMANCE EVALUATION

Here, we compare the performance of our proposed schedul-
ing algorithm with the MGD algorithm proposed by Cai et al.
[3], the algorithm in [25] (referred to as Sun’s algorithm), and
the erasure-coding-based broadcast algorithm in [15] (referred
to as EC algorithm). We also compare our algorithm with the
topology-dependent (coloring) scheduling algorithm proposed

in [19].6 We refer to it as the coloring algorithm. This col-
oring algorithm is a centralized algorithm. Several distributed
versions of this algorithm have been proposed and shown to
have similar performance to this centralized algorithms [21].
However, it takes several minutes to obtain the schedules [9],
[21], which is too long in mobile networks, as the topology
would have changed before the computation ends. Thus, the
centralized coloring algorithm in [19] is not really applicable to
our scenario; however, it may be considered as a benchmark
of topology-dependent (coloring) algorithms. Moreover, we
conduct all simulations using MATLAB.

A. Simulation Setup

We conduct computer simulation on the geometric model for
the average performance of our algorithm. In the geometric
model, all N nodes are uniformly distributed in a region of
1000 m × 1000 m initially. Each node moves according to the
Gauss–Markov mobility model, which has been shown to be
more realistic than the widely used random waypoint model [2].
In the Gauss–Markov mobility model, time is discrete so that
the movement of a node from a time instance to the next time
instance is determined by parameters θ and v. The tuning pa-
rameter θ is used to present different levels of randomness in the
Gauss–Markov model. We set θ = 0.5 (where Brownian motion
is obtained by setting θ to zero, and the linear motion is obtained
by setting θ to 1). The speed v follows a Gaussian distribution,
the mean and standard deviation of which are 0.9 ms−1 and
0.5 ms−1 [29]. The detailed description of the Gauss–Markov
mobility model can be found in [2] and [29]. Moreover, we
consider that the 1000 m ∗ 1000 m region wraps around like
a torus; hence, there are no edge effects. Given Dmax, we set
the interference range of each node RI such that the probability
that the number of interfering neighbors of an arbitrary node
exceeding Dmax, which is

∑N−1
i=Dmax+1

(
N−1
i

)
(πR2

I/A)
i(1 −

(πR2
I/A))

N−1−i, is smaller than 0.05. For example, RI = 87 m
if (N,Dmax) = (256, 10). If there exist more than Dmax nodes
in the interference range of a node, the nodes other than Dmax

randomly selected interfering nodes are assumed to be noninter-
fering. This guarantees that the maximum node degree is Dmax.
We can calculate n̄ as n̄ = Nπ(αRI)

2/A. In the simulations,
we find that a good estimation of n can be achieved by setting
α = 1.4.

We apply the optimal k, pc, qc, and pd = qd = p derived
in Sections II and III. The packet length of the payload is
set to 1024 bytes, i.e., L = 1024. The overhead is calculated
according to (5). For each result, we run each simulation for
100 frame times, unless stated otherwise. The 95% confidence
interval is computed for each data point, as shown in the figures.

Unlike our proposed algorithm and the other algorithms to
which we refer, Sun’s algorithm is acknowledgement based.
To make a fair comparison, we must consider the overhead
introduced by employing acknowledgements in Sun’s algo-
rithm. We adopt the same parameters used in [25]. In Sun’s
algorithm, a time slot is divided into two segments, namely,

6The best heuristic, i.e., Progressive Minimum Neighbors First, has been
applied in coloring.
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Fig. 2. Effect of Dmax on the performance. (a) N = 128. (b) N = 256.

the data segment and the acknowledgement segment. The ac-
knowledgement segment is further divided into pq minislots
for acknowledgement transmission. Each of these minislots
is used to accommodate the transmission of a four-byte ac-
knowledgement. Thus, the overhead introduced by employing
acknowledgement is 4pcqc/L+ 4pcqc, where L is the packet
length of the payload. In the simulations, we also consider the
overhead of our algorithm due to CF1 and CF2. The overhead
introduced by our algorithm is discussed in Section II-C and
can be expressed as (5).

B. Simulation Results

We first evaluate the average saturated throughput of our
algorithm and study the other two traffic-adaptive utilizations
of unassigned slots later, namely, TU and HTU.

1) Effect of Dmax on the Performance: Given that N = 128
and N = 256, we investigate the performance of our algorithm
with different Dmax settings from 6 to 20. A larger value of
Dmax indicates that the network is denser and that there are
more possible conflicts. As shown in Fig. 2, we can see that
the average throughput of our algorithm is better than that of
other topology-transparent scheduling algorithms. Moreover,
the performance of our algorithm is comparable with that of
the coloring algorithm, particularly when Dmax is not large
because there exists only one node transmitting among its two-
hop neighbors in the coloring algorithm to avoid the costly
recomputation of the updated schedules when the destinations
of nodes change as time evolves. However, in our algorithm,
each node can dynamically utilize its unassigned slots as long as
it does not interfere with or is not interfered by other nodes in its
contention set, regardless of the changes of the destinations of
the nodes. We can also observe that the superiority of our algo-
rithm, compared with the EC algorithm, becomes smaller with
increasing Dmax. This is because the performance of the EC
algorithm only depends on Dmax. However, the performance
of our algorithm depends on the number of two-hop neighbors.
Thus, the performance of the EC algorithm decreases slower
than that of our algorithm with increasing Dmax. Moreover,
we can observe that the performance of our proposed algorithm
almost remains the same with increasing N , implying that the

Fig. 3. Effect of inaccuracies in the estimation of Dmax on the throughput.

performance of our algorithm is insensitive to the number of
nodes in the network.

It is shown in Fig. 2 that the simulation results match our
analytical results closely. We can also observe that the through-
put obtained by simulation is slightly higher than that obtained
analytically. This is due to the fact that the number of neighbors
for any node is not larger than Dmax so that the throughput
obtained analytically, assuming that the number of neighbors is
Dmax, is indeed a lower bound of the average throughput.

2) Effect of Inaccuracies in the Estimation of Dmax on the
Performance: In Fig. 3, we investigate the effect of inaccura-
cies in the estimation of Dmax on the throughput. Given that the
network parameters (N,Dmax) is (256, 12), we then find p =
pd = qd = 17, according to the discussion in Section III. By
varying the actual maximum node degree from 6 to 20, we can
observe in Fig. 3 that the actual value of the average throughput
is smaller (larger) than the estimated value of the average
throughput when the actual maximum node degree is larger
(smaller) than the design value of Dmax. The actual value of the
average throughput decreases with increasing actual maximum
node degree. The difference between the actual and estimated
values of the average throughput is relatively small (about 25%
derivation) when the actual maximum node degree is close
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Fig. 4. Comparison of throughput of our algorithm with TU and UU. (a) Average throughput of our algorithm with TU. (b) Average throughput of our algorithm
with UU.

to the design value (Dmax = 12). As the difference between
the actual Dmax and the design value of Dmax increases, the
penalty on the network performance increases (when the actual
Dmax is larger than the design value). When the actual value of
Dmax is 18 (50% larger than the design value), the actual value
of the average throughput is about half as large as the estimated
value. Hence, our proposed algorithm is topology adaptive in
the sense that the average throughput gracefully degrades when
the actual value of Dmax is larger than the estimated value. In
other words, the network throughput is lower than that obtained
analytically when Dmax is underestimated. When Dmax is
accurately estimated, the throughput is the same as the analyt-
ical results obtained based on the designed parameters. When
Dmax is overestimated, the throughput of our algorithm is even
better than the analytical results obtained based on the de-
signed parameters. This validates our statement in Section II-A
that Dmax should always be pessimistically estimated to ensure
that the actual number of interfering neighbors does not exceed
the estimate.

3) Performance of Our Algorithm With TU: Given that
N = 128 and Dmax = 8, we evaluate the performance of our
algorithm with TU. The frame structure can be determined
according to the network parameters as pc = 13, qc = 9, and
p = pd = qd = 13. The simulation lasts 1000 frame times. It is
assumed that two groups of nodes exist in the network, namely,
Group 1 and Group 2. The number of nodes in each group is
N/2 = 64. The packet arrivals of each node follow different
Poisson distributions as follows. The arrival rate of each node
in Group 1 is 2λ from frame 1 to frame 500 and λ from frame
501 to frame 1000. The arrival rate of each node in Group 2
is λ from frame 1 to frame 500 and 2λ from frame 501 to
frame 1000. In our simulation, λ = 0.02 packets per time slot.
In Fig. 4, each point with time index i stands for the throughput
averaged from frame 1 + 20(i− 1) to frame 20i. We can
observe that with TU, the throughput of nodes in Group 1
(Group 2) is adaptive to their traffic arrivals, and the overall
throughput is stable. Conversely, the throughput of nodes with
UU is not adaptive to their arrivals at all. Moreover, the average
throughput of our algorithm with TU is better than that of UU.

Fig. 5. Comparison of average queue length of our algorithm with TU and UU.

The average queue length in our algorithm with TU and UU
is shown in Fig. 5.7 We can see that the average queue length
in our algorithm with TU is very small and much smaller than
those of UU, which implies that our algorithm with TU is traffic
adaptive. This can be explained by the fact that with TU, the
nodes with more packets have larger probabilities to utilize the
unassigned slots.

4) Performance of Our Algorithm With HTU: HTU of unas-
signed slots can be applied for the provisioning of different QoS
requirements for different classes of nodes in heterogeneous
networks. Suppose that Dmax = 8 and N = 128 nodes are
equally divided to two classes, namely, Class V1 with a higher
QoS requirement and Class V2 with a lower QoS requirement.
The arrival rate of each node λ varies from 0.01 to 0.20. For
each data point plotted, we perform 1000 simulation runs. In
Fig. 6(a), we can observe that the throughputs of the nodes in
two classes are almost the same when λ is small. However, the
throughputs of the nodes in Class V1 are larger than those of

7The average queue length is defined as the expected number of waiting
packets of all nodes in the system.
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Fig. 6. Performance of our algorithm with HTU. (a) Average throughput. (b) Average delay.

the nodes in Class V2 with increasing λ. Moreover, as shown
in Fig. 6(b), the average delays of the nodes in Class V1 are
smaller than those of the nodes in Class V2, even when λ is in
the region in which the average throughputs of the nodes in two
class are the same.8 Thus, our algorithm with HTU can provide
heterogeneous performance for different classes of nodes.

VII. CONCLUSION AND FUTURE RESEARCH

In this paper, we have proposed an efficient distributed
topology-transparent scheduling algorithm for broadcasting in
wireless ad hoc networks. First, instead of repeatedly trans-
mitting the same packet during one frame time, each node
collects transmission codes of its two-hop neighbors with little
overhead and can transmit more than one packet during one
frame time. Second, we propose several methods to utilize
the unassigned slots efficiently in a collision-free and traffic-
adaptive manner. Hence, our proposed algorithm achieves a
much better average throughput. We have conducted analyt-
ical and simulation studies to show that the performance of
our proposed algorithm outperforms other existing topology-
transparent algorithms dramatically.

In this paper, we assumed that the transmission channel is
error free. However, channel error is an important characteristic
of wireless network, and we plan to study topology-transparent
algorithms accounting for channel errors in the future.

APPENDIX

CALCULATION OF M l

Given an arbitrary subframe j, we categorize p2d TSAFs into
pd different subsets FFh (h = 0, 1, . . . , pd − 1) according to
their function values in subframe j. The function values of
TSAFs in FFh (h = 0, 1, . . . , pd − 1) are h. Note that a TSAF
over GF (pd) is uniformly distributed over {0, 1, 2, . . . , pd −
1} [6]. Thus, |FFh| = pd, where h = 0, 1, . . . , pd − 1. The
detailed verification is similar to that in the proof of Theorem 1.

8Here, we consider the average queueing delay at a node. This is different
from the frame latency discussed in Sections III and IV. The queueing delay
is defined as the waiting time experienced by each packet before it leaves the
buffer.

Let Api
(where i = 1, 2, . . . , l) be the set of events in which

none of the chosen n+ 1 TSAFs has the function value pi in
subframe j, where 0 ≤ pi ≤ pd − 1. Note that the number of
TSAFs that have the function value pi (where i = 1, 2, . . . , l)
is lpd, and we choose n+ 1 TSAFs from those TSAFs, the
function values of which in subframe j are not pi (where i =
1, 2, . . . , l). Thus, the cardinality of the intersection of any m
sets from Api

, where i = 1, 2, . . . , l, is
(
(l−m)pd

n+1

)
. M l is equal

to the cardinality of the complementary set of
⋃l

i=1 Api
. There

are
(
lpd

n+1

)
ways to select n+ 1 codewords from those TSAFs,

the function values of which in subframe j are not pi (where
i = 1, 2, . . . , l). We define a function F (x, y) equal to

(
x
y

)
if

x ≥ y and zero, otherwise. Thus

M l = F (lpd, n+ 1)−
∣∣∣∣∣

l⋃
i=1

Api

∣∣∣∣∣ (18)

where l = 1, 2, . . . , pd.
Applying the inclusion–exclusion principle, we can obtain

the following results:

M l=F (lpd, n+ 1)−
l∑

m=1

(−1)m−1

(
l

m

)
F ((l −m)pd, n+ 1)

(19)

where l = 2, . . . , pd, and M1 = F (lpd, n+ 1).
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