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Abstract – In this paper, we consider iterative soft-decision feedback equalizers (sDFE), a.k.a. turbo 
equalizers for single-carrier transmission. Turbo equalizer takes log-likelihood ratio (LLR) feedback 
from channel decoder and convert the LLR into symbol estimates and variances to be used for the LLR 
update at the sDFE. Specifically, we consider both time domain and frequency-domain sDFE and 
compare their performances. The results shows that frequency-domain sDFE performs better than 
time-domain one and also that considerable gain can be obtained especially when the channel has deep 
nulls. 
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1. Introduction 
 
Single-carrier (SC) transmission has been adopted in 

many wireless standards, such as LTE uplink, IEEE 
802.11ad and its extension 802.11ay. One problem of SC 
transmission is that its performance can be degraded when 
channel has deep nulls. The problem in the channel with 
deep null is that it requires relatively long equalizer tap 
coefficients. Frequency domain equalizer [1, 2] is a good 
candidate since it works well even when the channel has 
deep nulls, even though it still suffers from the noise 
enhancement. In this sense, decision feedback equalizers 
(DFE) [3-5] can be considered to combat the channels 
with deep null since it not only can mitigate the noise 
enhancement, but also can reduce the equalizer length by 
utilizing the feedback filters which is effectively an IIR 
filter. One of the problems in DFE, however, is the error 
propagation, especially when we use the immediate 
decision made by symbol de-mapper. 

Recently, iterative detection and decoding schemes [6-
11] that utilize the soft-decisions provided by iterative 
channel decoders have been considered with technology 
development in low cost computing hardware. Especially, 
in [6], maximum likelihood sequence estimator (MLSE) is 
used for the soft-in/soft-out detection, while those in [7-11] 
utilize soft-decision feedback and interference cancellation. 
In complexity point of view, MLSE has a complexity 
exponentially increasing with the channel length, and the 
scheme in [6] is not suitable for practical application even 
though it generally outperforms all other schemes. In this 
sense, the soft-decision feedback cancellation schemes in 

[7-11] look more feasible for practical application at a 
reasonable computational cost. 

Based on this observations, we, in this paper, consider 
to use turbo equalization techniques using the decision 
feedback equalizer in time-domain [2, 3] and in frequency 
domain [10, 11] by replacing the immediate hard-decision 
with the soft-decisions fed-back from channel decoder. 
Using log-likelihood ratio (LLR) feedback from channel 
decoder, we extract the soft decision as a posteriori mean 
and the reliability information as a posteriori variance, 
which are then used to cancel the residual interference. The 
main focus in this paper is a comparison of these iterative 
equalization with time-domain and frequency domain DFE.  

The paper is organized as follows: In the next section, 
we briefly review the system model and a general structure 
of turbo equalizer. In section III, we provide a brief 
description on soft-decision feedback equalizer, both in 
time-domain and frequency domain. In section IV, we 
compare the performance of the two turbo equalizers for a 
fixed channel with deep nulls. Finally, the concluding 
remarks are given in section V. 

 
 

2. System Description 
 
In this section, we provide a brief description of the 

system we consider, including frame structure, signal 
model, and a generic structure of turbo equalizer. 

 
2.1 Frame structure and frequency domain equalizer 

 
A discrete-time multipath inter-symbol interference (ISI) 

channel is modeled as 
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where hd is the discrete channel impulse response of length 
L, yk the received signal, xk the transmitted data drawn from 
an alphabet set, Ξ, of size 2m, and nk the noise sequence. 
The noise sequence is assumed to have mean 0 and the 
auto-covariance, E[nk

*nk-d] =σ2δd and the data to have mean 
0 and the auto-covariance, E[xk

*xk-d] = δd.  
Fig. 1 shows frame structure of a general single carrier 

transmission, where data stream is divided into blocks of 
length N−P symbols and fixed postfixes of length P are 
inserted between each data block (For the first block, it is 
also added at the beginning of the block). Utilizing this 
structure, iterative decision feedback equalization can be 
applied in block-by-block fashion. Let us define a 
transmission block as one data block (of N − P symbols) 
followed by the fixed postfix (of length P), respectively. 
Due to the periodicity of the postfixes, one can use block-
wise signal model, i.e., 

 
 = +y Hx n   (2) 

 
where y is N × 1 received signal vector, x N × 1 vector of a 
transmission block, and n is N×1 noise vector with mean 0 
and covariance E[nnH] =σ2I. The channel matrix is N × N 
circulant matrix, of which the kth column is given by the 
circular shift by (k−1) of the vector  
 
 0 1 1[ , ,..., ,0,...,0]TLh h h −=h  

 
of size N × 1. As an example for N = 7 and L = 3 ≤ P, it is 
given by 
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Linear frequency domain equalizer: Since the channel 

matrix is circulant, it can be decomposed into the form of 
H=H EGE where E is DFT matrix and G is a diagonal 

matrix such that ( )diag =G Eh where Eh represents the 

channel frequency response. That means the channel can 
be perfectly equalized in frequency domain if there is no 
nulls in diag(G). Unfortunately, however, if the values in 
diag(G) is very small compared to the noise power, noise is 
enhanced by the equalization itself.  

There is an MMSE version of frequency equalization 
which minimizes the noise enhancement. That is, in 
frequency domain, we use for each sub-carrier a one-tap 
equalizer given by * 2 2/ (| | )j jg g σ+  for the jth sub-carrier. 
Although the overall noise + interference can be minimized 
and linear MMSE equalizer, either in time domain or in 
frequency domain, works well in most cases in WLAN 
environment, there still exists residual ISI in time 
domain signal and it might have poor performance, 
especially when the channel has deep nulls. Such condition 
often occur in wireless environment, and, sometimes, we 
may need more powerful receiver algorithm, e.g., turbo 
equalizers, to minimize the outage probability. 

 
2.2 Turbo equalizer: A generic structure 

 
Fig. 2 shows a generic structure of turbo equalizer, 

where one of the key components is the soft-in/soft-out 
(SISO) detector. It takes two inputs, one from the output 
of the feed-forward filter and the other from the channel 
decoder, i.e., LLRs for each coded bit. The bit-LLR is 
initialized to zero at the first iteration. A typical SISO 
detector is the MLSE as in [6], where the forward and 
backward algorithm is used for soft-in/soft-out detection. 
Although it is the best choice in error performance, its 
complexity is proportional to O(2mL), which is prohibitive 
even with a moderate channel length.  

Another choice for the SISO detector is the soft decision 
feedback equalizer(sDFE), which uses soft decisions fed-
back from the channel decoder to cancel out the inter-
symbol interferences caused by multi-path propagation. In 
this paper, we focus on such a turbo equalizer, specifically 
either with time domain sDFE or with frequency domain 
sDFE. 

 
 

3. Soft Decision Feedback Equalizers 
 
In this section, we consider two types of sDFE, one 

Fig. 1. The data portion of the frame structure under 
consideration; a fixed postfix of length P samples is 
periodically inserted at the end of N−P data symbols 
and also added at the beginning of a frame such that 
it is positioned on both sides  

Fig. 2. Generic structure of iterative detection and decoding
for single-carrier transmission through ISI channel
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operating in time-domain and the other in frequency 
domain. Although there are many other options with minor 
variations, we specifically considers DFE in [4] for time-
domain sDFE and [11] for frequency-domain sDFE as they 
are better suited to our framework. 

 
3.1 Time domain soft-decision feedback equalizer 

 
Fig. 3 shows time domain soft-decision feedback 

equalizer (sDFE) with LLR feedback from channel decoder. 
The sDFE in Fig. 3 consists of a feed-forward filter 
(denoted as a vector f ) and a feedback filter (denoted as a 
vector b). The latter takes the output of ‘LLR to symbol 
estimates’ module, which converts the LLR from channel 
decoder into a pair of symbol estimate, ( )ˆ i

nx , and its 
variance, ( )ˆ i

nv , while the former takes the received signal, 
yk , as its input. The output of the feedforward filter is 
subtracted by the output of the feedback filter before being 
passed to the symbol de-mapper. Specifically, the re-
estimated data symbol at the ith iteration can be expressed 
as follows 

 

 
1 1
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where Nf and Nb are the length of feed-forward filter and 
the feedback filter, respectively.  

The coefficients of the feed-forward filter, fd , and that of 
the feedback filter, bd , can be obtained in the same way as 
in [3-5] as follows: Define the channel matrix H of size 
Nf × (Nf +L-1) 
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This is different from (3), i.e., (3) is for the block signal 

model with a fixed postfix, while the above is for linear 
model. For a given channel matrix H, define its covariance 
matrix K as 

 
 2 Hσ= +K I H H    (6) 

which can be factorized by Cholesky decomposition into 
 

 H=K LDL  (7) 
 

where L is a lower triangular matrix of size (Nf +L-1)×  
(Nf +L-1) and D is a diagonal matrix of the same size. Let 
dn be the nth diagonal element of D and en be a vector 
with its nth element being 1 and all others being 0. Then, 
defining u and w as 

 
 1 1

1f f

T H
N Nd − −

−=u e L H    (8) 

 fN=w Le ,   (9) 
 

the impulse responses of the feed-forward filter, fk , and the 
feedback filter, bk , are given respectively by [4] 

 
 k kf u−=   (10) 
 k k kb wδ= −   (11) 

 
Since L is lower triangular matrix and b is Nf th column 

of L, b has only L non-zero elements resulting in its 
effective length being Nb = L, i.e., the length of feedback 
filter is equal to or less than L, the channel length.  

In the original decision feedback equalizer in [4-5], 
the decision is made based on the output of symbol de-
mapper. Although the operation is simple in this case, 
error propagation could be a problem since the immediate 
decision from the symbol de-mapper might contain 
frequent errors. Therefore, we resort the LLRs from channel 
decoder, which is more reliable for ISI cancellation, 
minimizing the error propagation.  

To utilize the feedback from the channel decoder, which 
outputs LLR for each coded bit, we need to convert the 
LLR into symbol estimates and its variance to take the 
reliability information into account. The procedure to 
generate the LLR to be passed to the channel decoder is 
also depicted in Fig. 2, where (1) the DFE takes LLR from 
channel decoder, (2) converts it into symbol estimate  ( )ˆ i

nx  
and the estimation error variance ( )ˆ i

nv , (3) generates an 
updated symbol estimate ( )ˆ i

nx , (4) convert it into LLRs 
(using symbol de-mapper) and, (5) finally, fed them back 
to channel decoder. Since most SC transmission schemes 
utilize fixed prefix for each block, one can use the fixed 
prefix as initial decisions with variance 0 and the 
equalization can be performed per-block basis.  

The conversion of LLR (from channel decoder) to 
symbol estimates and its estimation error variance is as 
follows: Consider 2m-ary modulation, where a modulation 
symbol can be represented as a function of data bits 
contained in a symbol. Letting bnk be the kth bit contained 
in xn, we can represents the modulation symbol as 

1 2 2( , ,..., )mn n n nx b b b  and, for given LLR Lnk of bnk, we have 
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Fig. 3. Time domain soft-decision feedback equalizer 
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Assuming bnk’s are independent of each other, the 
symbol likelihood is given then by 

 

 2

1
( ) ( )

m

n nkk
p x p b

=
= ∏   (13) 

 
and the symbol estimates and its variance are obtained by 
taking expectation over the symbol likelihoods, i.e., 
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where we omitted the superscript representing the iteration 
number for notational simplicity. Note that, using the 
independence of bnk’s, we have for QPSK 
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where we assumed odd-indexed bits are mapped to in-
phase component while even-indexed to quadrature-phase 
component. The estimation error variance, ˆnv , is added to 
the background noise power, N0, and used to weigh the 
symbol de-mapper output, i.e., by ( ) 1

0 kN v
−

+  with 
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On the other hand, conversion of symbol estimates to 

LLR is based on the posterior probability given by 
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where 2ˆnσ  is the effective noise power given by 0 kN v+ . 
And the posterior LLR can be computed by 
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3.2 Frequency domain soft-decision feedback equalizer 

 
Fig. 4 shows the frequency domain sDFE under 

consideration. Similar to the time-domain sDFE, it also has 
a feed-forward filter denoted as F, a feedback filter denoted 
as B, a symbol de-mapper converting the symbol estimates, 

( )ˆ i
nx  into LLR and the ‘LLR to symbol estimates’ module. 

The difference from the time-domain sDFE is that the feed-
forward filtering and feedback filtering are performed in 
frequency domain. Here, we first perform N-point DFT to 
the received signal, yk , where k = 0, 1, 2,..., N−1, i.e., for a 
block of length N including the postfix. Then we can write 
the received signal in frequency domain as  

 
 ,     0,1,..., 1k k k kY H X N k N= + = −   (21) 

 
where Xk is the DFT of one transmission block (of N 
symbols), Hk is the channel frequency response and Nk is 
the noise samples in frequency domain. The estimated 
signal at the ith iteration is given by the following 
expression in frequency domain (per sub-carrier) 

 
 ( ) ( ) ( ) ( 1)ˆ ˆi i i i

k k k k kX F Y B X −= −   (22) 
 

The frequency domain feed-forward filter coefficients at 
the ith iteration (denoted as ( )i

kF ) and the feedback filter 
coefficients (denoted as ( )i

kB ), that maximize the SINR 
can be obtained in the same way as in [10] as follows.  
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In (24), ( 1)iρ −  is the correlation coefficient between the 

original data and the estimated ones, which takes a value 
from 0 to 1 and typically approaches to 1, as iteration 
continue. It should be estimated to properly implement the 
turbo equalizer and can be simply estimated from the 
average bit error rate ( )ˆ i

eP  as 
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Fig. 4. Frequency domain soft-decision feedback equalizer
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It can be shown from [10] that the average bit error rate 
( )ˆ i

eP can be approximated by 
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where, 2

sσ is the signal power, ( 1)ˆ i
nv −  is the estimation 

error variance defined as in (15) and ( )Q ⋅ is defined as 
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Note that, when i = 0, we have (0) 0ρ = , (23) becomes 
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+
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which is nothing but the frequency domain LMMSE 
equalizer without feedback. Hence, at the first iteration, the 
sDFE is effectively the same as MMSE FDE. 

 
 

4. Performance Evaluation 
 
In this section, we evaluate the performance of the two 

turbo equalizers, one with time-domain sDFE and the other 
with frequency-domain sDFE, for a channel with deep 
nulls. As references, we also compare the performance of 
the linear MMSE receivers both in time and frequency 
domain. For channel code, we used DVB-S2 LDPC code, 
which is a capacity approaching code of length 64800, with 
a code rate 1/2. Note that we set the inner iterations for the 
decoding of LDPC code to 50 for MMSE TDE/FDE, while 
for iterative detection and decoding we set it to 25 in order 
to minimize the computational complexity. Note here that, 
with this setting, the computational burden for channel 
decoding at the second turbo iteration is the same as those 
of linear equalizers without turbo iteration. 

 We consider a channel with fixed coefficients given by 
the following discrete time channel impulse response  

 
 0 1 5 2 10n n n nh h h hδ δ δ− −= + +  

 
We generated many random channel coefficients and 

selected one with deep nulls, which are h0 = –0.5758 + 
0.1410j, h1 = 0.7495 – 0.0912j and h2 = – 0.0979 – 0.2624j, 
respectively.  

Fig. 5 and 6 show the performance comparison for 
QPSK and 16QAM, respectively. The figures clearly show 
the performance improvement with the number of turbo 
iterations denoted as i2, i3, ... for sDFE. As mentioned, the 
performance of linear MMSE receivers, denoted as LTDE 
and LFDE, can be regarded as the performance of sDFE at 

the first iteration. In Fig. 5, it can be seen that the SNR 
improvement by using the turbo equalizers with time-
domain and frequency-domain sDFE from that of linear 
MMSE FDE is approximately 0.5 and 0.9 dB, respectively. 
In Fig. 6 for 16QAM, the improvement is even larger than 
that for QPSK, i.e., 1.5dB gain with time-domain sDFE 
and 2.9 dB with frequency-domain sDFE, respectively. 

From Fig. 5 and 6, one also can observe that a 
considerable gain can be obtained with only 2 or 3 turbo 
iterations. Although, with 3 iterations, we need 3 times 
of FFT/iFFT and LDPC decoding of that without turbo 
iterations, the overall complexity is less than 3 times with 
the above setting of the number of iterations for the LDPC 
decoding. As mentioned before we set the inner iterations 
for the decoding of LDPC code to 50 for MMSE TDE/FDE, 
while for iterative detection and decoding we set it to 25. 

 
Fig. 5. A comparison of BER performances of (1) time 

domain LMMSE equalizer (LTDE), (2) frequency 
domain LMMSE equalizer (LFDE), (3) time 
domain sDFE and (4) frequency domain sDFE, 
respectively. The number of turbo iterations for 
sDFE-TD/FD is 2, 3, 4, 5 and 6; QPSK modulation

 
Fig. 6. A comparison of BER performances of (1) time

domain LMMSE equalizer (LTDE), (2) frequency 
domain LMMSE equalizer (LFDE), (3) time domain
sDFE and (4) frequency domain sDFE, respectively. 
The number of turbo iterations for sDFE-TD/FD is 
2, 3, 4, 5 and 6; 16QAM modulation 
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Hence, for 3 turbo iterations, the complexity increase in 
LDPC decoding is only 1.5 times. Although the complexity 
for FFT/iFFT is 3 times (with 3 turbo iterations), it is much 
smaller than that for LDPC decoding. Note also that, for 
2 turbo iteration, the increase in complexity is doubled 
only for FFT/iFFT and the complexity increase can be 
negligible. 

Another thing to note is that since the occurrence of 
deep-null is not so often especially in WLAN environment, 
the overall computational complexity can be minimized by 
properly managing the number of iterations according to 
the channel states. This does not mean, however, that the 
iterative detection and decoding scheme is useless, as they 
can reduces the outage probability, keeping users being 
connected even when the channel has deep nulls. 

 
 

5. Conclusion 
 
In this paper, we considered turbo equalizers utilizing 

soft-decision feedback equalizers (sDFE). We considered 
both time-domain and frequency-domain sDFE and 
compared their performance. Simulation results shows 
that frequency domain sDFE performs better than time-
domain one and also that considerable gain can be obtained 
especially when the channel has deep nulls. Although the 
computational complexity increases, it is not so big and 
one can properly manage the number of iterations 
according to the channel states to compromise the 
computational complexity and the performance. 
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