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Performance of Non-orthogonal Multiple Access (NOMA) with a

Novel Asynchronous Interference Cancellation Technique

Huseyin Haci, Huiling Zhu, Member, IEEE, and Jiangzhou Wang, Fellow, IEEE

Abstract—The non-orthogonal multiple access (NOMA) allows
one subcarrier to be allocated to more than one user at the
same time in an orthogonal frequency division multiplexing
(OFDM) system. NOMA is a promising technique to provide
high throughput due to frequency reuse within a cell. In
this paper, a novel interference cancellation (IC) technique is
proposed for asynchronous NOMA systems. The proposed IC
technique exploits a triangular pattern to perform the IC from
all interfering users for the desired user. The bit error rate
(BER) and capacity performance analysis of an uplink NOMA
system with the proposed IC technique is presented, along with
the comparison to orthogonal frequency division multiple access
(OFDMA) systems. The numerical and simulation results show
that the NOMA with the proposed asynchronous IC technique
outperforms the OFDMA. It is also shown that employing
iterative IC provides significant performance gain for NOMA
and the number of required iterations depends on the modulation
level and the detection method. With hard-decision, two iterations
are sufficient, however with soft-decision, two iterations are
enough only for low modulation level, and more iterations are
desirable for high modulation level.

Index Terms – wireless communications, non-orthogonal multiple

access, asynchronous interference cancellation.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) has

been widely adopted in wireless communications [1]. Because

of the advantage of transforming a frequency selective fading

channel into a number of narrowband flat fading subchannels,

wireless multiple access techniques based on OFDM can be

realized in two ways – orthogonal frequency division multiple

access (OFDMA) [2], [3] and non-orthogonal multiple access

(NOMA) [4]. In the OFDMA systems, the system throughput

can be maximized by exploiting multiuser diversity gain [2]

[3]. That is, based on received channel state information (CSI)

of all subchannels, allocating a subcarrier (or a chunk of

subcarriers) only to one user with the best CSI. However

OFDMA does not allow frequency reuse within one cell,

since a subcarrier is allocated only to one user, so that cell

throughput is limited. Unlike OFDMA, the NOMA technique

can allocate a subcarrier to more than one user at the same

time within one cell, so that higher throughput is envisioned
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due to frequency reuse within a cell. Therefore, NOMA is a

promising technique for future mobile communications.

Superposition coding (SC) is an effective technique to

increase capacity in the NOMA system [5]. When the SC is

applied, multiple users’ signals are multiplexed over the same

subcarrier with different received power at the base station

(BS) for uplink transmissions. Then, in the BS, a superimposed

signal is received for each subcarrier. The BS detects users’

received signals, starting with the user having the strongest

signal to noise ratio (SNR), in a descending order of users’

SNRs. Once the strongest signal is detected, the detected data

is passed through to the successive interference cancellation

(SIC) algorithm. The SIC reconstructs the strongest signal by

using its CSI, and subtracts it from the received superim-

posed signal. This suppresses co-channel interference from

strong (earlier detected) signals for relatively weak (yet to

be detected) signals. [6] investigated the impact of imper-

fect interference cancellation (IC) on the SC with successive

interference cancellation. [7] proved that among all possible

signaling methods, superposition coded modulation maximizes

the output signal to interference plus noise ratio (SINR) in the

linear minimum mean square error (MMSE) estimation. [8]

studied the optimal number of users to be superposition-coded

on a subcarrier, and concluded that at optimality there is a high

probability that only a few (two to three) users are coded on

a subcarrier. [9] applied NOMA to cooperative transmissions

and showed that cooperative NOMA can achieve the maximum

diversity gain for all users at a cooperative transmission. [10]

applied MIMO to NOMA and showed that the use of MIMO

can significantly improve the capacity of NOMA. IC should

perform better when channel coding/decoding is involved since

channel decoding can improve the accuracy of interference

regeneration. The group decoding scheme [11] may be applied

to NOMA.

So far, the researches on NOMA only consider time-

synchronous transmissions. However, synchronous transmis-

sion is impractical especially for uplink transmissions since

users are geographically distributed and the mobile environ-

ment is dynamic. Moreover, signals from different users will

propagate via different paths and encounter various channel

effects. These result in different time offsets when signals from

different users arrive at the BS. Although a closed-loop system

with feedback channels from the BS to users may help com-

pensate for part of these time offsets, perfect synchronization is

hard to achieve in practice. In asynchronous case, symbols in a

subcarrier from the different users are time misaligned, which

can cause a symbol of a user overlaping with two symbols

of each of the other users. The asynchronous communication

requires information from multiple symbols when SIC is

exploited. Detection and IC performances are significantly
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degraded if complete information of signals (desired and

interfering) are not known in asynchronous communications

[12], [13]. Therefore it is important to investigate NOMA in

asynchronous communications.

The objective of this paper is to investigate asynchronous

NOMA transmissions and its performance. The contributions

of this paper are summarized as follows:

1) A novel technique called “Triangular SIC (T-SIC)” is

proposed to perform asynchronous SIC, which uses

multiple symbols from each interfering user to carry

out IC in a triangular pattern. With the multiple symbol

information from each interfering user the SIC perfor-

mance can be improved substantially. Also the triangular

pattern allows the use of minimum number of symbols at

the signal processing to detect the desired symbol while

achieving low BER performance for all users.

2) Bit error rate (BER) analysis is presented for the T-

SIC and conventional SIC (Conv-SIC) techniques. The

analysis shows that BER performance of the asyn-

chronous NOMA is a function of the iteration number

and received power ratio and time offset between users.

The required power ratio of users and the modulation

level are studied. The relationship among the number

of iterations, detection method (including hard-decision

and soft-decision), modulation level and time offset

difference among users is investigated.

3) Capacity analysis is given, where performance com-

parison between NOMA and OFDMA is presented.

The analysis show that asynchronous NOMA capacity

performance is a function of the relative received power

ratio and time offset between users. The effects of the

power ratio and time offset difference of users on the

capacity performance are presented. It is shown that the

proposed T-SIC based NOMA significantly outperforms

OFDMA.

The paper is organized as follows. In Section II system

model is introduced including the received signal structure and

the iterative signal processing at the receiver. T-SIC technique

is presented in Section III and the performance analysis is

given in Section IV. In Section V representative numerical

results are shown. Finally, conclusions are drawn with remarks

in Section VI.

II. SYSTEM MODEL

A. Uplink NOMA System and Signal Model

A single cell uplink NOMA system is considered with a BS

serving multiple geographically distributed users, as shown in

Fig. 1 (a). It is assumed that there are N subcarriers and each

subcarrier is shared by K NOMA users, K ≥ 1 , within a

small cell environment. It is envisioned that NOMA is used

in conjuction with beamforming technology, where there are

a small number of users (e.g. K < 4) within each beam

[14]. Due to different distances and dynamic channels from

the users to the BS, asynchronous transmissions are assumed

among users. Legacy wireless communication systems employ

timing adjustment mechanisms to achieve synchronization

among uplink users’ signals at the BS. Timing advance (TA)

[15] is the mechanism adopted in current long term evolution

(LTE) systems, where the BS measures delay of uplink signal

from each user and adjusts the uplink transmission timing by

sending the value of advance time to the respective user. Due

to the required signalling between the BS and users, updating

advance time value frequently to achieve very highly accurate

synchronization may introduce much overhead. Moreover, for

future ultra high data rate mobile systems, the symbol duration

will be extremely small so that perfect synchronization among

uplink user transmissions is impractical. Thus it is important

to study asynchronous transmissions in the uplink for future

wireless communications as an alternative approach.

BS

Near user

Middle user

Far user

Small cell environment

A beam

(a) Uplink NOMA system.
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(b) Received signal structure at time domain.

Fig. 1: Illustration of uplink NOMA system and received

signal structure.

At the BS receiver, time-to-frequency domain conversion

of the received signal is done by fast Fourier transform

(FFT) operation. Due to the timing offset between NOMA

users, inter-carrier interference (ICI) may occur during this

conversion and distort the resultant frequency component,

i.e. the OFDM symbol. The ICI at an N subcarrier OFDM

system can be expressed as follows. Let an OFDM signal at

time t be x(t) =
∑N

n=1 X[n] ej2πfnt, 0 ≤ t ≤ TN , where

fn is the frequency of the nth subcarrier, j represents the

complex number, TN is the symbol time and X[n] is the signal

transmitted over the nth subcarrier. The frequency offset due to

the asynchronism will introduce a multiplicative time-varying

distortion, denoted as β(t) = ej2πρ∆ft, where ρ = δf/∆f is

the ratio of frequency offset δf to subcarrier spacing ∆f , to

the transmitted signal and the ICI on the mth subcarrier will be

[16] ICIm =
∑N

n=1
n 6=m

1
TN

∫ TN

0
X[n] ej2πρ∆ft e−j2πΛ∆ft dt,

where Λ = m − n represents the distance (index) of the
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interfering subcarrier to the desired subcarrier. On the other

hand, at NOMA systems due to frequency reuse the multiple

access interference (MAI) is another source of interference

that can significantly distort the OFDM symbol of the desired

user. Expressions for MAI to the desired user’s symbol on a

subcarrier are given by (2-4). Fig. 2 shows the ratio of MAI

to ICI, |MAI/ICI|, for K = 3, where the time offset between

users are changed from [1−15]% of the symbol time. Average

received SNR of the users are assumed to be 40, 34 and 28

dB for the 1st, 2nd and 3rd user respectively (see Scenario C

in Table I). It can be seen from Fig. 2 that at asynchronous

NOMA, MAI dominates ICI. Therefore, in order not to

complicate the analysis by considering multiple problems and

to provide useful and clear insights about frequency reuse (i.e.

MAI) at NOMA, we take MAI as the main/dominant source

of interference and focused on one subcarrier for the analysis.

Further, due to very short symbol duration in high data rate

transmissions it will be inefficient to use the cyclic prefix

(CP) to compensate for asynchronism between users, since

the asynchronism may be a relatively large percentage of the

symbol duration in nanoseconds. Therefore it is assumed that

CP is used only to mitigate multipath signals but not used to

compensate for asynchronism between users.
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Fig. 2: |MAI/ICI| versus different levels of asynchronism of

users. ∆f = 15 kHz, N = 1024.

Received signal structure in one subcarrier is illustrated in

Fig. 1 (b), where four adjacent OFDM symbols of three users

are shown in time domain. Although we consider three users

as an example, the analytic approach is valid for the case of

more than three users. For asynchronous transmissions, the

arrival times at the BS of the users’ signals are not aligned.

A symbol from one user overlaps with two adjacent symbols

from each of the other two users. In order to carry out IC, the

information of two adjacent symbols of other users must be

exploited for the reference user (which is denoted as the kth

user in the rest of the paper).

Let Xk[s] denote the sth symbol of the kth user, which

is a complex symbol and output from a multi-level symbol

mapper, such as quadrature amplitude modulation (QAM) [3].

Let ptx
k [s] be the transmit power allocated to Xk[s] for power

domain multiplexing of users’ signals. Also let the same level

of power be applied for all symbols during a scheduling period,

where the symbol index “s” can be dropped out and ptx
k can be

used to denote the transmit power. Then, the signal transmitted

from the kth user at the sth symbol can be represented by

Xk[s] ·
√

ptx
k .

In one symbol period, the frequency response on one subcar-

rier is considered to be flat and depend on path loss, flat fading

and phase, and is given by hk[s] =
√

(dk)−λαk[s]e
jθk[s],

where (dk)
−λ/2 is the path loss with the distance dk between

the BS and the kth user and propagation exponent λ, and αk[s]
denotes magnitude of fading for the sth symbol of the kth user

and is assumed to follow Rayleigh distribution independently

and identically (i.i.d.) for different users, with E[α2
k[s]] = 1,

where E[·] is the statistical expectation. It is also assumed that

the received signal for the sth symbol of the kth user has

random phase θk[s], uniformly distributed over [0, 2π]. The

channel coherence time is assumed to be much larger than the

symbol time and hk[s] is fixed for block of symbols, during

a scheduling period. Therefore index “s” is omitted and hk is

used to denote the CSI. Also, additive white Gaussian noise

(AWGN) with double-side power spectral density, N0/2, is

assumed on the receiver side.

B. Iterative Signal Processing at the BS Receiver

At the BS receiver, iterative signal processing with max-

imum L iterations is carried out to improve system perfor-

mance. At each iteration l (1 ≤ l ≤ L), symbol detection

is applied to each user in descending SNR order to estimate

symbols of K users. For one user, other co-channel users

are sources of interferences which reduce accuracy of symbol

detection and cause high BER. Hence the first operation at

the receiver is to apply SIC to suppress interference among

K users, which requires a priori information (estimate) of

symbols from co-channel users. By denoting X̂ l
k[s] as the

estimate of the sth symbol of the kth user at the lth iteration,

SIC reconstructs interfering signals by multiplying X̂ l
k[s] with

the CSI of the kth user, hk. Reconstructed signals are then sub-

tracted from the received signal to suppress the interference.

Due to asynchronism, to reconstruct interference accurately

for the sth symbol of kth user, the information of symbols

{s−1, s, s+1} of the co-channel users is required. In our pro-

posed technique, this information is provided through a vector

that stores priori estimated symbols of the kth user at the lth

iteration, X̂
l

k = {X̂ l
k[ς], ς ∈ {s, s + 1, · · · , s +K − 1}}, ∀k,

denoted as the “priori symbol vector”. Note that the vector

contains consecutive symbols up to index s+K − 1. This is

because, in order to achieve low BER performance for all K
users, all the overlapping symbols of a stronger user need to

be a priori detected before detecting a symbol of a weak user.

For example, in the received signal structure shown in Fig.

1 (b) the order of users’ SNR is assumed to be 1st user >
2nd user > 3rd user. The 1st symbol of the 3rd user overlaps

with two symbols of the 2nd user and these two symbols

overlap with three symbols of the 1st user. Therefore in order

to achieve low BER for all three users, it is required to detect

three consecutive symbols of the 1st user, then two consecutive

symbols of the 2nd user and then the symbol of the 3rd user.
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This is so called the 1st IC Triangle as shown in Fig. 1 (b).

However, Conv-SIC detects only the 1st symbol of the three

users in an iterative manner without constructing IC Triangles.

Let Y = {Y [ς], ς ∈ {s, s+ 1, · · · , s+K − 1}} denote the

vector of the received signal, where Y [ς] is the received signal

for the ςth symbol. In Fig. 3 (a), the 1st and 2nd iterations of the

signal processing for the 1st IC Triangle are illustrated. At the

1st iteration, since the 1st user has the highest SNR, its three

consecutive symbols are detected first, with no information

available at the priori symbol vector. Then, the two consecutive

symbols of the 2nd user is detected with a priori information

of the 1st user detected, but no a priori information for the

3rd user. A priori information obtained from the detection

of the 1st and 2nd users are used at the detection for the

1st symbol of the 3rd user. As the priori information of the

interference is not achieved for detecting 1st and 2nd users’

symbols, the results of these detections are less accurate.

Since the SIC and symbol detection performance depends on

the accuracy of X̂
l

k, ∀k, there is much room for performance

improvement. This is done by employing multiple iterations

of symbol detection which is based on exploiting a priori

estimate obtained from the previous iteration. For example,

at the 2nd iteration, the priori information of the 2nd and 3rd

users obtained from the 1st iteration is used at the detection for

the 1st user and the detection accuracy of the 2nd iteration is

considerably improved. Employing more iterations can further

improve system performance, but will increase the processing

delay. Thus, for delay sensitive applications, L cannot be too

large. After L iterations on the 1st IC Triangle, the signal

processing advances in time (i.e. shifted by one symbol) to

perform the detection for the next symbol of users, by using

the 2nd IC Triangle at Fig. 1 (b).

The procedure of iterative processing for the 2nd IC Triangle

is illustrated in Fig. 3 (b). When performing the IC for the 2nd

IC Triangle, the priori information obtained from performing

the 1st IC Triangle is exploited as initialization and additional

information for the IC. As shown in Fig. 1 (b), the 1st and 2nd

IC Triangles are overlapped on some symbols, specifically the

2nd and 3rd symbols of the 1st user and the 2nd symbol of the

2nd user. At the 1st iteration of the 2nd IC Triangle, the symbols

overlapped by IC Triangles, i.e. 2nd and 3rd symbols, are

initialized by values detected the latest at the 1st IC Triangle

processing. Then, the order of detection for the 1st iteration of

the 2nd IC Triangle is the detection of the 4th symbol of the 1st

user, the 3rd symbol of the 2nd user and then the 2nd symbol

of the 3rd user. At the 2nd and further detection iterations for

the 2nd IC Triangle the estimates of all symbols covered by

the 2nd IC Triangle are updated following the similar signal

processing to the 2nd iteration of the 1st IC Triangle, with all

additional information of interference achieved in the previous

IC Triangle. For example, at the 2nd iteration of processing the

2nd IC Triangle, when detecting the 2nd symbol of the 1st user,

a priori information of the 1st symbol of the 2nd and 3rd users

are adopted from the estimates provided by the 1st IC Triangle

processing. Repetitively, processing the following IC Triangles

in time sequence is similar to processing the 2nd IC Triangle.

III. PROPOSED APPROACH

This section presents the approach of the T-SIC technique

for asynchronous NOMA transmissions. T-SIC constructs IC

Triangles by exploiting the triangular pattern of detection and

IC, explained as follows. The triangular pattern starts to form

the IC Triangle with the weakest user’s symbol and sets it

as the last symbol of the IC Triangle to be detected. Next,

all the symbols of the second weakest user that overlap with

the weakest user’s symbol are added to the IC Triangle as

the symbols to be detected just before the weakest user’s

symbol. Then, it is moved to the next weakest user and all

symbols overlapping with weaker users’ symbols included

in the triangular pattern are added to the IC Triangle. This

procedure is repeated until the strongest user’s symbols are

added to the IC Triangle. That is, the IC Triangle is formed

such that all the symbols of the strongest user which interfere

to weaker users’ symbols are detected at the beginning, then all

the interfering symbols of the next strongest user are detected,

and so on. Note that, forming the IC Triangle by starting from

the weakest user’s symbol and only including the interfering

symbols of stronger users, the minimum number of symbols

are included at the signal processing of IC Triangles that are

necessary to achieve low BER performance to all users. While

constructing IC Triangles, i.e. following triangular pattern, T-

SIC considers relative time offset between users in order to

correctly determine the interfering symbols. Let τk represent

the time offset of the kth user to a reference time. Fig. 1

(b) shows the received signal structure for K = 3 with

τ1 < τ2 < τ3. Taking the 1st user as the reference user, its sth

symbol overlaps with the (s−1)th and sth symbols of the 2nd

and 3rd users. Thus, T-SIC uses the time offset information of

users to correctly determine the symbols of co-channel users

that interfere with the symbol to be detected. Then, it searches

the priori symbol vector to obtain the latest estimates for these

interfering symbols, and uses this information to reconstruct

and subtract (i.e. IC) the interfering signals from the received

signal.

In Fig. 4, symbols marked with numbers 1-6 illustrates the

constructed 1st IC Triangle, where from small to big numbers

on the symbols show the order of detection. After completing

L iterations on the 1st IC Triangle, the information bits for the

1st symbol of users are output, and the processing advances

in time by shifting the IC Triangle by one symbol to the 2nd

IC Triangle. The 2nd IC Triangle is illustrated by the symbols

marked with {2, 3, 5, 7, 8, 9}. At the 1st iteration on the 2nd IC

Triangle, a priori information (latest) obtained from the 1st IC

Triangle is used to initialize values of the common symbols

to both IC Triangles, i.e. symbols {2, 3, 5}, and only the other

symbols marked with {7, 8, 9} are respectively detected. Then,

at the lth iteration, l ≥ 2, the values of all the symbols

included under the 2nd IC Triangle are updated (detected)

by exploiting both the information provided from the 1st IC

Triangle symbols, i.e. {4, 6}, and the most recent iteration of

the 2nd IC Triangle. The processing for the 3rd and later IC

Triangle is similar to the 2nd IC Triangle’s.



5

1
st

  user detection 

for three 

consecutive symbols

2
nd

  user detection 

for two consecutive 

symbols

1܆
(1)

 ݄1  

1܆
(1)

  

2܆

(1)
  

3
rd

  user detection 

for one symbol

1܆
(1)

2܆ + 1݄ 

(1)
 ݄2  

3܆

(1)
  

1
st

 iteration

1
st

  user detection 

for three 

consecutive symbols

2܆

(1)
3܆ + 2݄ 

(1)
 ݄3  

1܆
(2)

  

2
nd

  user detection 

for two consecutive 

symbols

1܆
(2)

3܆ + 1݄ 

(1)
 ݄3  

2܆

(2)
  

3
rd

  user detection 

for one symbol

1܆
(2)

2܆ + 1݄ 

(2)
 ݄2  

3܆

(2)
  

2
nd

  iteration

Lth  iteration

  ܇

(a) Processing for the 1st IC Triangle.

1
st

 iteration

SIC and detection for 3 

NOMA users

  ܇

Information from 

the previous IC 

triangle

2
nd

  iteration

SIC and detection for 3 

NOMA users

Information from 

the previous IC 

triangle

Information 

from the 1
st

  

iteration

Lth  iteration

SIC and detection for 3 

NOMA users

Information from 

the previous IC 

triangle

Information 

from the  (L-1)th   

iteration

1܆}
(1)

, 2܆

(1)
, 3܆

(1)
}  

1܆}
(2)

, 2܆

(2)
, 3܆

(2)
}  

1܆}
(ܮ)

, 2܆

(ܮ)
, 3܆

(ܮ)
}  

(b) Processing for the 2nd and further IC Triangles.

Fig. 3: Iterative SIC and symbol detection processing for IC Triangles.

User

time

1

2

3
t2

t1

t3

triangular shift

1 2 3

4 5

6

7

8

9

10

11

12

IC Triangle

Fig. 4: T-SIC received signal structure.

IV. PERFORMANCE ANALYSIS

In the first subsection the received signal and average BER

analysis are presented and the Shannon capacity analysis is

given in the second subsection.

A. Received Signal and Average BER Analysis

Let the sth symbol of the k∗th user be the desired symbol

to be detected. At the BS receiver, the received signal for the

k∗th user at the sth symbol is given by

Yk∗ [s] = Xk∗ [s] · √pk∗ · αk∗ + ηk∗ [s] +Nn. (1)

On the right hand side (RHS) of (1), the first term is the desired

signal and pk∗ = ptx
k∗ · d−λ/2

k∗ represents the average received

power of the signal of the k∗th user. Nn is the AWGN. ηk∗ [s]
represents the total interference to the desired signal, given by

ηk∗ [s] =
∑

k∈Ω
k 6=k∗

s+1
∑

ς=s−1

ηk∗,k[s, ς], (2)

where Ω is the set of users accessing the subcarrier and

ηk∗,k[s, ς] is the interference from the ς ∈ {(s−1), s, (s+1)}th

symbol of the kth user to the desired symbol, given by

ηk∗,k[s, ς] = ∆k∗,k[s, ς] ·Xk[ς] ·
√
pk · αk · ejθk∗,k , (3)

where ejθk∗,k represents the phase mismatch of the kth user’s
signal to the k∗th user and ∆k∗,k[s, ς] represents percentage of
the symbol time that the ςth symbol of the kth user overlaps
with the desired symbol, given by

∆k∗,k[s, ς] =
1

T
max

{

0,
(

δ(ς − s) · T − |τk∗ − τk| − 1
)

,
(

(1− δ(ς − s)) · (τk∗ − τk) · (ς − s)− 1
)}

, (4)

where T is a symbol period. δ(·) is the Dirac delta function.

δ(ς − s) = 1 if ς = s and otherwise zero.

Referring to the iterative SIC and detection structure of T-

SIC, shown at Fig. 3, at the lth iteration the reconstructed
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interference signal from the ςth symbol of the kth user is

given by,

η̂
(l)
k∗,k[s, ς] = ∆k∗,k[s, ς] · X̂(L)

k [ς] · √pk · αk · ejθk∗,k , (5)

where L ∈ {l− 1, l} is the latest version of estimate available

at the priori symbol vector for the ςth symbol of the kth user.

For interferers with higher SNR, i.e. k < k∗, L = l since

symbols of these stronger interferers are most recently detected

at the lth iteration before the k∗th user, but for interferers with

smaller SNR, i.e. k > k∗, L = l − 1 since symbols of these

weaker interferers are detected after the k∗th user and only

symbols at the (l − 1)th iteration are estimated.

Then, subtracting the reconstructed interference of all the

overlapping symbols of the interferers, the interference can-

celled (ICed) signal for the desired symbol can be expressed

in terms of the desired signal and residual interference plus

noise and given by

Ỹ
(l)
k∗ [s] = Yk∗ [s]−

∑

k∈Ω
k 6=k∗

s+1
∑

ς=s−1

η̂
(l)
k∗,k[s, ς]

= Xk∗ [s] · √pk∗ · αk∗ + η̃
(l)
k∗ [s] +Nn, (6)

where η̃
(l)
k∗ [s] represents the residual interference at the lth

iteration to the desired symbol, given by

η̃
(l)
k∗ [s] =

∑

k∈Ω
k 6=k∗

s+1
∑

ς=s−1

∆k∗,k[s, ς] ·
(

Xk[ς]− X̂
(L)
k [ς]

)

· √pk · αk · ejθk∗,k . (7)

It is clear from (7) that the magnitude of residual interference

at asynchronous NOMA is a function of the iteration number

and it depends on the accuracy of the most recent detection

of interferers’ symbols.

The ICed signal, according to (6), is the decision parameter

at the lth iteration’s symbol detection and with hard-decision

the data of the desired symbol is recovered by the minimum

distance criteria, given by

X̂
(l)
k∗ [s] = argmin

mi∈M,∀i

∣

∣

∣
Ỹ

(l)
k∗ [s]−mi

∣

∣

∣

2

, (8)

where argmin denotes the argument of the minimum. For

QAM, mi is the ith constellation point of the constellation

M =
{

mi = (2iI − 1−
√
M) + j(2iQ − 1−

√
M)

, iI , iQ ∈ {1, 2, · · · ,
√
M}
}

. (9)

The error statistics at this detection is obtained as follows.

The residual interference and noise at the ICed signal distort

the desired signal and can cause detection errors. Based on

(7), the magnitude of residual interference depends on the

accuracy of detection at the Lth iteration for symbols of

the interferers (see term (Xk[ς] − X̂
(L)
k [ς]) at (7)). There-

fore, the error statistics at the lth iteration are conditioned

on the detection accuracy of symbols of the interferers at

the (l − 1)th (for weaker interferers) and lth (for stronger

interferers) iterations. To obtain these conditional statistics, let

e
(L)
k [ς] = (Xk[ς] 6= X̂

(L)
k [ς]) denote the event that at the latest

iteration the symbol of the interferer was detected in error

and c
(L)
k [ς] = (Xk[ς] = X̂

(L)
k [ς]) denote the event that at

the latest iteration the symbol of the interferer was correctly

detected. Also, z
(L)
k [ς] ∈ {e

(L)
k [ς], c

(L)
k [ς]} denotes the status

of the latest detection for the symbol of the interferer, i.e. in

error or correct, and z(L) = {z
(L)
k [ς], ∀k, ∀ς} be the vector

form of the latest indicator parameters.
Then, from (7), at the lth iteration the variance of the

residual interference to the desired symbol is given by

Var(η̃
(l)
k∗ [s]

∣

∣ z
(L),∆k∗ [s]) = E

[

(η̃
(l)
k∗ [s]

∣

∣ z
(L),∆k∗ [s])2

]

=
∑

k∈Ω
k 6=k∗

s+1
∑

ς=s−1

∆k∗,k[s, ς]
(

D
(L)
k [ς]

∣

∣ z
(L)
k [ς]

) pk
2
, (10)

where (A
∣

∣B) represents A conditioned on B and ∆k∗ [s] =
{∆k∗,k[s, ς], ∀k, ∀ς} is the vector of interferers’ time offset

to the desired user. It is seen from (10) that the magnitude of

residual interference at asynchronous NOMA is also a function

of the relative time offset between users. The distribution

of the time offset between users is assumed to be uni-

form U[τmin, τmax], where τmin and τmax are the minimum

and maximum time offset, respectively.
(

D
(L)
k [ς]

∣

∣ z
(L)
k [ς]

)

=

E[(Xk[ς]−X̂
(L)
k [ς])2] represents the mean square error (MSE)

of the detection at the Lth iteration for the ςth symbol of the

kth user, given by (11) [17]. Based on (6), at the lth iteration

the SINR for the desired symbol is given by
(

γ̃
(l)
k∗ [s]

∣

∣ z(L),α2
k∗ ,∆k∗ [s]

)

=

pk∗ · α2
k∗

Var(η̃
(l)
k∗ [s]

∣

∣ z(L),∆k∗ [s]) + Var(Nn)
, (12)

where Var(Nn) is the variance of the noise. (12) shows that the

SINR at asynchronous NOMA is a function of the accuracy

of the most recent detection of interferers’ symbols and the

relative time offset between users. The desired symbol is

detected in error when the power of residual interference

plus noise exceeds half of the distance between two nearest

constellation points. Since the distance between constellation

points depend on the received power of the desired user, the

error statistics can be represented in terms of the SINR as

follows. The conditional error probability at the lth iteration

for the desired symbol is given by

P(e
(l)
k∗ [s]

∣

∣ z(L), α2
k∗ ,∆k∗ [s]) = 1−

(

1− P
(

Var(η̃
(l)
k∗ [s]

∣

∣ z(L),∆k∗ [s]) + Var(Nn) > dek∗

))2

,

(13)

where dek∗ is half of the distance between two near-
est constellation points for the desired user, given by

[18] (Section 6.1.4), dek∗ =
√

3·pk∗ ·α2
k∗ /2·(M−1) and

P
(

Var(η̃
(l)
k∗ [s]

∣

∣ z(L),∆k∗ [s]) + Var(Nn) > dek∗

)

is the error
probability for one branch of QAM. Note that at (13), it
is assumed that conditional parameters z(L), α2

k∗ ,∆k∗ [s] are
independent of each other and the error probability can be
averaged over them one by one. The distribution of the power
of residual interference plus noise is required to find out the
error probability for one branch of QAM. Based on (10), it
is clear that there are two symbols from each co-channel user
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(

D
(L)
k [ς]

∣

∣ z
(L)
k [ς]

)

=











1, for L = 0, i.e. no priori detection was done for the symbol
6/(M−1), for L ≥ 1 and z

(L)
k [ς] = e

(L)
k [ς], i.e. priori detection was in error

0, for L ≥ 1 and z
(L)
k [ς] = c

(L)
k [ς], i.e. priori detection was correct

(11)

that interfers the desired symbol. Transmitted symbols inde-
pendently and identically follow discrete uniform distribution
over the constellation points. It is shown in Section 4.9 in
[19] that the convolution of i.i.d. uniform random variables
(r.v.s) converge to the Gaussian distribution very fast. Already
for four convoluted r.v.s, i.e. for two asynchronous interferers,
the difference between the Gaussian distribution and the exact
distribution is negligible ( [19] Section 4.9). Therefore for
the considered case of K ≥ 2 the residual interference
can be approximated to be Gaussian distributed. Also, the
distribution of the power of residual interference plus noise
follows Gaussian distribution with zero mean and variance
Var(η̃

(l)
k∗ [s]

∣

∣ z(L),∆k∗ [s])+Var(Nn). Then, one obtains ( [18]
Section 6.1.4)

P
(

Var
(

η̃
(l)
k∗ [s]

∣

∣ z
(L),∆k∗ [s]

)

+ Var(Nn) > dek∗

)

=

Q







√

√

√

√

3 ·
(

γ̃
(l)
k∗ [s]

∣

∣ z(L), α2
k∗ ,∆k∗ [s]

)

2 · (M − 1)






, (14)

where Q(·) is the Q function. Substituting (14) into (13) the
conditional error probability is obtained as

P(e
(l)
k∗ [s]

∣

∣ z
(L), α2

k∗ ,∆k∗ [s]) =

1−






1− Q







√

√

√

√

3 ·
(

γ̃
(l)
k∗ [s]

∣

∣ z(L), α2
k∗ ,∆k∗ [s]

)

2 · (M − 1)













2

. (15)

Then P(e
(l)
k∗ [s]) denotes the error probability and P(c

(l)
k∗ [s]) =

(1 − P(e
(l)
k∗ [s])) is the probability of correct detection. The

error probability at asynchronous NOMA is a function of the

accuracy of the most recent detection of interferers’ symbols

and the relative time offset between users. In order to obtain

P(e
(l)
k∗ [s]), we first derive the conditional probability in (15)

further over the permutations of z(L). Then a conditional error

probability can be obtained as (16), where iPz(L) denote the

ith permutation of z(L), 1 ≤ i ≤ 22(K−1). Pr
(L)
i,k [ς] is the

probability of the detection status, i.e. being in error or correct,

of the latest detection L, i.e. L = l for stronger interferers and

L = (l − 1) for weaker interferers, for the ςth symbol of

the kth (interfering) user, considered at the ith permutation

of z(L). Specifically, at the ith permutation of z(L) in case

the status of the latest detection of the ςth symbol of the kth

user is considered to be a correct detection Pr
(L)
i,k [ς] = 1 −

P(e
(L)
k [ς]). Otherwise, Pr

(L)
i,k [ς] = P(e

(L)
k [ς]). Thus, it is seen

from (16) that the error probability of the desired symbol at the

lth iteration depends on the error probabilities of interferers’

symbols at the most recent detection (current and previous)

iteration. Then, P(e
(l)
k∗ [s]) is obtained by averaging (16) over

α2
k∗ and ∆k∗ [s], given by

P(e
(l)
k∗ [s]) =

1

τmax − τmin

·
∫ τmax

τmin

∫ ∞

0

P(e
(l)
k∗ [s]

∣

∣ a,∆) · e−a da d∆, (17)

where a = α2
k∗ and ∆ represents ∆k∗ [s]. Then, assuming the

symbol energy is divided equally among all bits and the Gray

coding is used for mapping bits to symbols, the average BER

performance is given by ( [18] Section 6.1.1),

P
(l)
bit,k∗ [s] = P(e

(l)
k∗ [s])/ log2(M). (18)

A demonstration to obtain P(e
(l)
k∗ [s]) for T-SIC technique is

provided as follows. For easy understanding, suppose K = 2
and T-SIC is applied to the 1st IC Triangle (see Fig. 1 (b) for

case K = 2).

1) The 1st iteration:

Refering to the proposed T-SIC procedure, the 1st step is to

detect the 1st symbol of the 1st user. Since in this step there

is no a priori detection done for the 1st symbol of the 2nd

user (i.e. the interfering symbol), (10)-(15) are conditioned on

z(0). Then based on (11),
(

D
(0)
2 [1]

∣

∣L = 0
)

= 1. Note that to

avoid notational abundance we show L = 0 as the conditional

parameter at (11), instead of z
(0)
2 [1] since the MSE will always

be equal to one when there is no a priori detection done for

the interfering symbol. And then substituting the MSE into

(10), the variance of residual interference is

Var(η̃
(1)
1 [1]

∣

∣L = 0,∆1[1]) = ∆1,2[1, 1] · p2/2. (19)

Substituting (19) into (12) and (12) into (15), the conditional

error probability is

P(e
(1)
1 [1]

∣

∣α2
1,∆1[1]) =

1−
(

1− Q

(
√

3 · p1 · α2
1

2 · (M − 1) · (∆1,2[1, 1] · p2/2 +N0)

))2

.

(20)

Note that at (20) there is no need to condition on z(0) since

MSE will always be equal to one for L = 0. Then, substituting

(20) into (17) we obtain P(e
(1)
1 [1]) that is the error probabiliy

at the 1st iteration for the 1st symbol of the 1st user. T-SIC will

exploit P(e
(1)
1 [1]) at later detection steps to obtain conditional

error probabilities, e.g. see the 3rd step.

The 2nd step is to detect the 2nd symbol of the 1st user.

Similar to the 1st step, the interfering symbols are not a priori

detected. Therefore based on (11),
(

D
(0)
2 [1]

∣

∣L = 0
)

= 1 and
(

D
(0)
2 [2]

∣

∣L = 0
)

= 1, and substituting them into (10), the

variance of residual interference is

Var(η̃
(1)
1 [2]

∣

∣ {L = 0,L = 0},∆1[2]) =

(∆1,2[2, 1] + ∆1,2[2, 2]) · p2/2. (21)

Substituting (21) into (12) and (12) into (15), the conditional

error probability is obtained as (22). Then, substituting (22)

into (17) we obtain P(e
(1)
1 [2]). Similar to the 1st step, T-

SIC will exploit P(e
(1)
1 [2]) at later detection steps to obtain

conditional error probabilities, e.g. see the 3rd step.
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P(e
(l)
k∗ [s]

∣

∣α2
k∗ ,∆k∗ [s]) =

22(K−1)
∑

i=1

P(e
(l)
k∗ [s]

∣

∣

iPz(L) , α2
k∗ ,∆k∗ [s])

∏

k∈Ω,ς∈{s−1,s,s+1}
k 6=k∗

Pr
(L)
i,k [ς] (16)

P(e
(1)
1 [2]

∣

∣α2
1,∆1[2]) = 1−

(

1− Q

(
√

3 · p1 · α2
1

2 · (M − 1) · ((∆1,2[2, 1] + ∆1,2[2, 2]) · p2/2 +N0)

))2

(22)

The 3rd step is to detect the 1st symbol of the 2nd user.

At previous steps of this iteration the interfering symbols,

i.e. the 1st and 2nd symbols of the 1th user, are detected.

Therefore following the T-SIC procedure, P(e
(1)
2 [1]) is con-

ditioned on the permutation of these latest detection results.

Then, let {e
(1)
1 [1], e

(1)
1 [2]} be the 1st permutation that detection

results of both symbols of the 1st user was in error. This

permutation occurs with probability (P(e
(1)
1 [1]) · P(e

(1)
1 [2])).

Then based on (11),
(

D
(1)
1 [1]

∣

∣ e
(1)
1 [1]

)

= (6/(M−1)) and
(

D
(1)
1 [2]

∣

∣ e
(1)
1 [2]

)

= (6/(M−1)) and substituting them into

(10), the variance of residual interference is

Var(η̃
(1)
2 [1]

∣

∣ {e
(1)
1 [1], e

(1)
1 [2]},∆2[1]) =

(∆2,1[1, 1] + ∆2,1[1, 2]) · (6/(M−1)) · p1/2. (23)

Substituting (23) into (12) and (12) into (15) we

obtain P (e
(1)
2 [1]

∣

∣ {e
(1)
1 [1], e

(1)
1 [2]}, α2

2,∆2[1]). Then, let

{e
(1)
1 [1], c

(1)
1 [2]} be the 2nd permutation that detection

result for the 1st symbol was in error but the 2nd symbol

was correct for the 1st user. This permutation occurs with

probability (P(e
(1)
1 [1]) · (1 − P(e

(1)
1 [2]))). In this case

(

D
(1)
1 [1]

∣

∣ e
(1)
1 [1]

)

= (6/(M−1)) and
(

D
(1)
1 [2]

∣

∣ c
(1)
1 [2]

)

= 0

and substituting them into (10), the variance of residual

interference is

Var(η̃
(1)
2 [1]

∣

∣ {e
(1)
1 [1],c

(1)
1 [2]},∆2[1]) =

∆2,1[1, 1] · (6/(M−1)) · p1/2. (24)

Substituting (24) into (12) and (12) into (15) we

obtain P (e
(1)
2 [1]

∣

∣ {e
(1)
1 [1], c

(1)
1 [2]}, α2

2,∆2[1]). Let the

3rd permutation be {c
(1)
1 [1], e

(1)
1 [2]} which occurs

with probability ((1 − P(e
(1)
1 [1])) · P(e

(1)
1 [2])) and

the 4th permutation be {c
(1)
1 [1], c

(1)
1 [2]} which occurs

with probability ((1 − P(e
(1)
1 [1])) · (1 − P(e

(1)
1 [2]))).

Then, P (e
(1)
2 [1]

∣

∣ {c
(1)
1 [1], e

(1)
1 [2]}, α2

2,∆2[1]) and

P (e
(1)
2 [1]

∣

∣ {c
(1)
1 [1], c

(1)
1 [2]}, α2

2,∆2[1]) are obtained in

the similar way as the previous permutations. Once the

conditional error probability for each permutation is obtained,

the error probability that is averaged over the permutations is

obtained by (25). Then, substituting (25) into (17) we obtain

P(e
(1)
2 [1]). T-SIC will exploit P(e

(1)
2 [1]) at detection steps of

later iteration to obtain conditional probabilities, e.g. see the

1st step of the 2nd iteration.

2) The 2nd iteration:

The 1st step is to detect the 1st symbol of the 1st user. Since the

1st symbol of the 2nd user was detected at the 1st iteration, with

respect to (w.r.t.) the T-SIC procedure P(e
(2)
1 [1]) is conditioned

on the permutation of that detection result. Then, let the

1st permutation be {e
(1)
2 [1]}, which occurs with probability

P(e
(1)
2 [1]). From (11),

(

D
(1)
2 [1]

∣

∣ e
(1)
2 [1]

)

= (6/(M−1)) and

substitute it into (10), the variance of residual interference is

Var(η̃
(2)
1 [1]

∣

∣ e
(1)
2 [1],∆1[1]) = ∆1,2[1, 1] · (6/(M−1)) · p2/2.

(26)

Substituting (26) into (12) and (12) into (15) we ob-

tain P (e
(2)
1 [1]

∣

∣ e
(1)
2 [1], α2

1,∆1[1]). Then, the 2nd permu-

tation is {c
(1)
2 [1]}, which occurs with probability (1 −

P(e
(1)
2 [1])). From (11),

(

D
(1)
2 [1]

∣

∣ c
(1)
2 [1]

)

= 0 and from

(10), Var(η̃
(2)
1 [1]

∣

∣ c
(1)
2 [1],∆1[1]) = 0. Then by substituting

Var(η̃
(2)
1 [1]

∣

∣ c
(1)
2 [1],∆1[1]) into (12) and (12) into (15) we

obtain P(e
(2)
1 [1]

∣

∣ c
(1)
2 [1], α2

1,∆1[1]). The error probability that

is averaged w.r.t. the permutations is given by

P(e
(2)
1 [1]

∣

∣α2
1,∆1[1]) =

(

P(e
(2)
1 [1]

∣

∣ e
(1)
2 [1], α2

1,∆1[1]) · P(e
(1)
2 [1])

)

+
(

P(e
(2)
1 [1]

∣

∣ c
(1)
2 [1], α2

1,∆1[1]) · (1− P(e
(1)
2 [1]))

)

. (27)

Then, substituting (27) into (17) we obtain P(e
(2)
1 [1]). T-SIC

will exploit P(e
(2)
1 [1]) at later detection steps.

The 2nd step is to detect the 2nd symbol of the 1st user.

From the interfering symbols, only the 1st symbol of the 2nd

user was a priori detected at the previous iteration. Therefore

according to T-SIC procedure, P(e
(2)
1 [2]) is conditioned on

the permutations w.r.t. only the detection result for the 1st

symbol of the 2nd user. Then let the 1st permutation be

{e
(1)
2 [1]}, which occurs with the probability P(e

(1)
2 [1]). From

(11),
(

D
(1)
2 [1]

∣

∣ e
(1)
2 [1]

)

= (6/(M−1)) and
(

D
(0)
2 [2]

∣

∣L = 0
)

=

1 and substituting them into (10), the variance of residual

interference is

Var(η̃
(2)
1 [2]

∣

∣ {e
(1)
1 ,L = 0},∆1[2]) =

∆1,2[2, 1] · (6/(M−1)) · p2/2 + ∆1,2[2, 2] · p2/2. (28)

Substituting (28) into (12) and (12) into (15) we obtain

P(e
(2)
1 [2]

∣

∣ {e
(1)
1 ,L = 0}, α2

1,∆1[2]). Then the 2nd permutation

is {c
(1)
2 [1]}, which occurs with the probability (1−P(e

(1)
2 [1])).

From (11),
(

D
(1)
2 [1]

∣

∣ c
(1)
2 [1]

)

= 0 and
(

D
(0)
2 [2]

∣

∣L = 0
)

= 1

and substituting them into (10), the variance of residual

interference is

Var(η̃
(2)
1 [2]

∣

∣ {c
(1)
1 ,L = 0},∆1[2]) = ∆1,2[2, 2] · p2/2. (29)
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P(e
(1)
2 [1]

∣

∣α2
2,∆2[1]) =

(

P(e
(1)
2 [1]

∣

∣ {e
(1)
1 [1], e

(1)
1 [2]}, α2

2,∆2[1]) · P(e
(1)
1 [1]) · P(e

(1)
1 [2])

)

+
(

P(e
(1)
2 [1]

∣

∣ {e
(1)
1 [1], c

(1)
1 [2]}, α2

2,∆2[1]) · P(e
(1)
1 [1]) · (1− P(e

(1)
1 [2]))

)

+
(

P(e
(1)
2 [1]

∣

∣ {c
(1)
1 [1], e

(1)
1 [2]}, α2

2,∆2[1]) · (1− P(e
(1)
1 [1])) · P(e

(1)
1 [2])

)

+
(

P(e
(1)
2 [1]

∣

∣ {c
(1)
1 [1], c

(1)
1 [2]}, α2

2,∆2[1]) · (1− P(e
(1)
1 [1])) · (1− P(e

(1)
1 [2]))

)

(25)

Substituting (29) into (12) and (12) into (15) we obtain

P(e
(2)
1 [2]

∣

∣ {c
(1)
1 ,L = 0}, α2

1,∆1[2]). Then the error probabil-
ity that is averaged w.r.t the permutations is given by

P(e
(2)
1 [2]

∣

∣α2
1,∆1[2]) =

(

P(e
(2)
1 [2]

∣

∣ {e
(1)
1 ,L = 0}, α2

1,∆1[2]) · P(e
(1)
2 [1])

)

+
(

P(e
(2)
1 [2]

∣

∣ {c
(1)
1 ,L = 0}, α2

1,∆1[2]) · (1− P(e
(1)
2 [1]))

)

. (30)

Then, substituting (30) into (17) we obtain P(e
(2)
1 [2]). T-SIC

will exploit P(e
(2)
1 [2]) at later detection steps.

The 3rd step is to detect the 1st symbol of the 2nd user.

W.r.t. the T-SIC procedure, P(e
(2)
2 [1]) is obtained by following

similar calculations at the 3rd step of the 1st iteration but using

the most recent information.

The error statistics for further iterations of T-SIC are

obtained in the similar way to calculations provided at the

2nd iteration. And obtaining BER performance for T-SIC is

straightforward by substituting P(e
(l)
k∗ [s]) obtained by above

calculations into (18). For Conv-SIC, BER performance is

obtained by following above calculations only for detecting

sth symbol of users and setting
(

D
(0)
k [ς]

∣

∣L = 0
)

= 1 for

adjacent symbols ς ∈ {(s− 1), (s+ 1)} of interferers.

B. Shannon Capacity based Performance Comparison

In this subsection theoretical analysis is provided to com-

pare capacity between Conv-SIC and T-SIC based NOMA

systems. Also an uplink OFDMA system is considered for

comparison. The theoretical analysis of SC-SIC based NOMA

systems is based on so called “onion pealing” or “stripping

aided detection” [20], where it is assumed that the interference

from a priori detected symbols is perfectly cancelled. Thus,

a single iteration of signal processing is applied on the sth

IC Triangle and the following capacity expressions are not a

function of iterations. Also through the theoretical analysis,

it is considered that the transmitted signals and residual

interference signal are Gaussian signals ( [13], Equation (2) in

[5]). The analysis of the spectral efficiency and output SINR

of system is given as follows.

1) NOMA Spectral Efficiency: Given the ICed signal by

(6), the theoretical model of the desired symbol in terms of

the desired signal and interference plus noise is given by

Ỹ Th
k∗ [s] = Xk∗ [s] · √pk∗ · αk∗ + η̃Th

k∗ [s] +Nn, (31)

where superscript “Th” represents the theoretical signal model
and η̃Th

k∗ [s] is the theoretical residual interference to the desired

symbol, given by

η̃Th
k∗ [s] =

∑

k∈Ω
k<k∗

s+1
∑

ς=s−1

(1− Iasyn) ·∆k∗,k[s, ς] ·
(

1− δ(ς − s)
)

·
∣

∣Xk[ς]−Xk[s]
∣

∣ · √pk · αk · ejθk∗,k

+
∑

k∈Ω
k>k∗

s+1
∑

ς=s−1

(

1− δ
(

(ς − s) + 1 + (1− Iasyn)
)

)

·∆k∗,k[s, ς] ·Xk[ς] ·
√
pk · αk · ejθk∗,k , (32)

where Iasyn is the indicator parameter that shows if employed

SIC technique uses a priori information from adjacent symbols

{(s − 1), (s + 1)} of interferers, given by Iasyn ∈ {0, 1},

Iasyn = 1 for T-SIC and Iasyn = 0 for Conv-SIC. (32)

provides the following insights about capacity performance of

IC techniques at asynchronous NOMA. On the RHS of (32),

the first term shows that T-SIC technique completely removes

interference from stronger users. But, in case of Conv-SIC

technique there is residual interference from adjacent symbols

{(s − 1), (s + 1)} of stronger users. Residual interference

is due to using inaccurate information of the sth symbol to

suppress these signals. The second term on the RHS of (32)

shows that the T-SIC technique removes interference from the

(s−1)th symbol of weaker users which are late interferers, i.e.

interferers whose time offset is larger than the desired user’s.

However, Conv-SIC does not exploit the information. Thus,

T-SIC significantly improves the SINR and spectral efficiency

performances at asynchronous NOMA compared to Conv-SIC

techniques [13].

From (31), the SINR of the desired symbol at the NOMA

system is given by

γN
k∗ [s] =

pk∗ · α2
k∗

Var(η̃Th
k∗ [s]) + Var(Nn)

, (33)

where superscript “N” denotes NOMA-based system and
Var(η̃Th

k∗ [s]) is the variance of theoretical residual interference
to the desired symbol, given by

Var(η̃Th
k∗ [s]) =

∑

k∈Ω
k<k∗

s+1
∑

ς=s−1

(1− Iasyn) ·∆k∗,k[s, ς] ·
(

1− δ(ς − s)
)

· pk

+
∑

k∈Ω
k>k∗

s+1
∑

ς=s−1

(

1− δ
(

(ς − s) + 1 + (1− Iasyn)
)

)

·∆k∗,k[s, ς]

· pk/2. (34)

Based on (34), for T-SIC the variance is caused only by the sth

and (s+1)th symbols of the weaker users. But for Conv-SIC,
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the variance is caused by adjacent symbols {(s− 1), (s+1)}
of stronger users and all overlapping symbols of weaker users.

Thus, T-SIC significantly reduces the variance of the residual

interference, compared to Conv-SIC.

The spectral efficiency for the desired symbol is given by

ζNk∗ [s] =

∫ ∞

0

log2(1 + γ) · fN
γ (γ) dγ, (35)

where γ = γN
k∗ [s] represents the instantaneous SINR for

the desired symbol and fN
γ (γ) represents probability density

function (pdf) of γ. Defining

ck∗ =
pk∗

Var(η̃Th
k∗ [s]) + Var(Nn)

, (36)

that is ck∗ is the average SINR, and substituting (36) into (33),

γ = ck∗ ·α2
k∗ . Since α2

k∗ follows exponential distribution with

unit mean, γ follows an exponential distribution with mean

equal to ck∗ , given by

fN
γ (γ) =

(

1/ck∗

)

· e−
γ

ck∗ . (37)

Replacing fN
γ (γ) in (35) by (37), the spectral efficiency of the

desired symbol at the NOMA system can then be obtained

as ζNk∗ [s] =1 /ck∗

∫∞

0
log2(1 + γ) · e−γ/ck∗ dγ. From the

expression, it is seen that the spectral efficiency is directly

proportional to ck∗ . Thus, by providing a higher ck∗ , T-SIC

can provide superior capacity performance over Conv-SIC.

Also note that the spectral efficiency is not a function of

iterations due to the assumption of perfect cancellation at

Shannon capacity analysis.

2) OFDMA Spectral Efficiency: In OFDMA-based systems,

users contend to access a subcarrier. This paper considers

proportional fairness scheduler (PFS) for allocation of sub-

carriers to users in order to guarantee a fair data rate is

achieved by each user that is proportional to its transmission

distance. Let Praccess(k) denote the probability of the subcar-

rier to be allocated to the kth user and α2
access denote the

squared magnitude of channel fading for the user accessing

the subcarrier. It has been shown that with i.i.d. fading channel

users, PFS provides the same opportunity for being allocated

with a subcarrier to users regardless of their location (i.e.

average channel condition) [21]. Therefore, with K users

contending for the subcarrier, Praccess(k) = 1/K, ∀k. Further,

the subcarrier allocation only depends on the fading of the

channel and the user with the best channel condition will

be allocated for transmission over the subcarrier, i.e. user

that wins the contention is k∗ = argmaxk∈Ω{α2
k} and

α2
access = maxk∈Ω{α2

k}, where argmax denotes the argument

of maximum. Let the superscript “O” represent OFDMA-

based system and γO
k∗ [s] denote the instantaneous SINR for the

sth symbol of the k∗th user when allocated with the subcarrier,

given by

γO
k∗ [s] = c · α2

access, (38)

where c = (pk∗ /Var(Nn)) is the average SNR. The pdf of γO
k∗ [s]

is given by,

fO
γ (γ) =

K

c

(

1− e−
γ
c

)K−1

e−
γ
c . (39)

(39) is from the order statistics of maximum of K i.i.d.

exponentially distributed r.v.s ( [22] Section 8.1). Then, by

considering the percentage of time the k∗th user can access the

channel and fO
γ (γ), the spectral efficiency for the sth symbol

of the k∗th user is given by

ζOk∗ [s] =
1

K

∫ ∞

0

log2(1 + γ) · fO
γ (γ) dγ. (40)

Comparing SINR expression of NOMA, given by (33), to

OFDMA, given by (38), there is Var(η̃Th
k∗ [s]) contributing

as an additional noise term that degrade SINR performance

of a NOMA user compared to an OFDMA user. The im-

pact of SINR loss on spectral efficiency is in logarithmic

scale. However, by comparing spectral efficiency expression

of NOMA, given by (35), to OFDMA, given by (40), it

is clear that NOMA has frequency reuse gain of (1/K)−1

times at linear scale. The rate of increase of linear scale is

superior to logarithmic scale. Thus, for acceptable amount of

residual interference, NOMA can provide much higher spectral

efficiency than OFDMA.

V. NUMERICAL RESULTS

In this section, representative numerical results are provided

for evaluating BER and capacity performances of the proposed

T-SIC based NOMA technology, compared to Conv-SIC based

NOMA and OFDMA. The power allocation to users’ uplink

transmission is considered as a given system parameter. As the

initial work for asynchronous NOMA system, we firstly were

focused on a single-cell model in order to make analysis sim-

ple and do not consider an uplink power control mechanism

for the moment. Thus, a single-cell model is considered in

figures unless stated otherwise. It is straightforward to apply

well-known power allocation techniques [18] and uplink power

control mechanisms [15] to the T-SIC technique.

A. BER Results

Figs. 5 - 8 show the BER performance of T-SIC and

Conv-SIC techniques for different QAM modulation levels and

iterative signal processing with L = 3 iterations. Low level,

{4, 16}, to high level, {64, 256}, QAM are considered. Two

users are considered to share a subcarrier at a NOMA based

system. Average received power and time offset of users are

varied to investigate the performance. The ratio of the average

received power of the 1st user to that of the 2nd user, called

received power ratio, is changed from 0 to 40 dB.

In Figs. 5 and 6, the time offset difference of users are

assumed to be uniformly distributed between [1−50]% of the

symbol time. Fig. 5 shows the comparison of BER at the 3rd

iteration for the analysis and systematic simulations, when 16-

QAM and hard-decision are employed. It can be seen from the

figure that the analysis and systematic simulations have good

agreement for both T-SIC and Conv-SIC techniques.

Figs. 6 (a)-(d) compare the BER results obtained from the

analyis of T-SIC and Conv-SIC, presented in Section IV-A,

where hard-decision and {4, 16, 64, 256}-QAM are taken, re-

spectively. It can be seen that when Conv-SIC is employed,

only the strong user can achieve low BER but the 2nd user
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Fig. 5: Analysis versus simulation BER results. 3rd iteration.

16-QAM, 2nd user’s received SNR=25dB.

suffers from high BER and cannot have reliable communica-

tion even with the lowest modulation. This is due to strong

interference from the adjacent symbol of the 1st user. For

reliable communications, a NOMA system needs to satisfy

BER constraints of all users. It is seen that by suppressing the

interference from all overlapping symbols of the co-channel

user, T-SIC technique can provide low BER to both users for

all considered modulation levels when received power ratio

of users becomes large. Thus for reliable NOMA communi-

cations, it is crucial to handle the asynchronous overlapping

symbols, and users need to have large received power ratio

[12]. When the power ratio between users increases, the

1st user’s signal become much stronger than the 2nd user’s

signal and many of the 1st user’s symbol estimates are correct

with high probability. SIC can suppress interference from

these correctly estimated symbols and many of the 2nd user’s

symbols can be correctly estimated with high probability.

It can be also seen that as the modulation level increases,

the received power ratio required to achieve a given BER

increases. In order to achieve BER ≤ 10−3 for the 1st user

and BER ≤ 10−2 for the 2nd user, 4-QAM requires 15 dB but

256-QAM requires 28 dB received power ratio between users.

This is because energy per bit required for a given BER is high

when the modulation level is high, and the 1st user’s signal

should be much more stronger than the 2nd user’s.

Another important observation from Figs. 6 (a)-(d) is the

performance gain by iterative signal processing when hard-

decision is employed. Figs. 6 (a) and (b) show that for low

level modulation, there is no significant performance gain after

the 2nd iteration. And in Figs. 6 (c) and (d) for high modulation

level, the 3rd iteration provides approximately 2 dB gain when

the received power ratio between users is small, but as the

received power ratio between users increases the gain of the

3rd iteration decreases. Thus, when hard-decision is employed

it is enough to have two iterations to obtain most of the

performance gain when the received power ratio of users is

relatively large, e.g. larger than 20 dB.

Figs. 7 and 8 show BER performance obtained from system-

atic simulations of T-SIC technique, when MMSE equalization

and soft-decision are employed. Time offset (TO) difference

of users, called level of asynchronism, is used as a system

parameter to investigate the relationship to BER performance.

TO is defined as percentage of the symbol time. For example,

TO = 10% means the TO of the users are different by 10%
of the symbol time. Two scenarios of TO between users are

considered – little asynchronism, TO = 10%, illustrated in

Fig. 7 and high asynchronism, TO = 35%, illustrated in Fig.

8.

From Figs. 7 and 8, it can be seen that when asynchro-

nism is higher the iterative signal processing provides higher

performance gain and a lower BER is experienced. This is

explained as follows. Referring to the received signal structure

in Fig. 1 (b) for the two-user case; with the increase of

asynchronism from 10% to 35%, at the 1st IC Triangle there

is larger portion of the 1st symbol of the 1st user that is

interference free from the 2nd user. This results in a more

accurate detection of the symbol. Therefore more interference

can be suppressed when detecting the 1st symbol of the 2nd

user and this detection is more accurate. Performing multiple

iterations on the 1st IC Triangle also improves the accuracy of

detection of other symbols. When the processing is shifted to

the (s ≥ 2)th IC Triangle, the sth symbol of the 1st user is

initialized to a more accurate value and also its overlapping

with the (s − 1)th symbol of the 2nd user is larger, which is

more accurate. These result in symbols of the (s ≥ 2)th IC

Triangle to have more accurate detection. In summary, large

asynchronism leads to a start with more accurate detection and

then better performances of the subsequent SIC and detection,

which results in BER improvement for both users.

The other effect seen from Figs. 8 (a) and (b) is the

performance gain by iterative signal processing when soft-

decision and MMSE equalization are employed. It is seen from

Fig. 8 (a) that when a low modulation level is used, most of

the gain is obtained at first two iterations. Specifically the

2nd iteration provides about 16 dB gain over the 1st iteration,

but the 3rd iteration provides less than 1 dB gain over the

2nd iteration. This is similar to the hard-decision case shown

in Fig. 6 (b), since soft-decision has small performance gain

when the modulation level is low. On the other hand when

the modulation level increases the gain provided by the 3rd

iteration increases. For 256-QAM in Fig. 8 (b), the 2nd iteration

provides about 13 dB gain over the 1st iteration and the 3rd

iteration provides about 5 dB gain over the 2nd iteration.

Thus, soft-detection provides more gain as the modulation

level increases and can benefit from a number of iterations

that is larger than two.

Fig. 9 shows the effect of varying transmit SNR of the users

on the BER performance when the power ratio between two

users is fixed. The BER performances of T-SIC at the 3rd

iteration for three different power ratios – 15, 25 and 35 dB

– are shown in the figure. Assuming λ = 3, the power ratios

correspond to having the path loss for about 3, 7 and 15 meters

distance between the two users. Also, the distance between

the BS and the 1st user (near user) is assumed to be 5 meters

corresponding to about 21 dB path loss. The transmit SNR
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Fig. 6: Average BER performance.

of the two users are assumed to be equal and varied from

60 − 100 dB to investigate the effect on BER performance.

It is seen from the figure that, when the power ratio is 15

dB, both users’ BER performance reaches an interference-

limited floor at about 75 dB transmit SNR and any further

increase in the transmit SNR does not improve the users’ BER

performance. This is due to the relatively high interference

among the co-channel users and the interference dominates

the BER performance rather than the noise at this region.

In other words, the BER performance becomes interference-

limited rather than noise-limited. By increasing the power ratio

between the two users, it is seen that the interference-limited

floors occur at lower BER values; such as for 25 dB power

ratio the floor goes down to about 10−3 and 10−5 for the 2nd

and 1st users, respectively. The interference-limited floor for 35

dB power ratio does not occur within the 100 dB transmit SNR

range and the system can achieve BER less than 10−3 and

10−6 for the 2nd and 1st users, respectively. Therefore, in order

to achieve desired BER constraint of users, it is important

to consider the power ratio between users (i.e. interference-

limited BER region), as well as the noise-limit.

Fig. 10 shows the effect of inter-cell interference (ICeI)

on the BER performance for a NOMA system with two co-

channel deployed cells. The interfering user is located at

different distances to the cell-edge user of the desired cell. As

an interesting 5G system model, it is assumed that all BSs are

connected to a central control unit (CU) and fully cooperate

to detect users’ signals. Thus, a BS shares its knowledge (i.e.

estimate) about each detected symbol with other BSs, through

the CU. And while detecting a symbol, a BS will use a priori

estimates of interfering symbols not only from the intra-cell

users but also from inter-cell users. Due to high path loss in

dense urban areas, it is assumed that the ICeI is dominated by

the mobile user located at cell-edge of the interfering cell [18].

To evaluate the performance, it is assumed that at the desired

cell the distance between the BS and 1st user (near user) is
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Fig. 7: BER performance for TO =10%.
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Fig. 8: BER performance for TO =35%.

about 5 meters and the 2nd user (cell-edge user) is located

about 15 meters from the near user. The BER performance

of T-SIC at the 3rd iteration for five different power ratios of

the desired cell’s cell-edge user to interfering cell’s cell-edge

user - 0, 5, 10, 15, 20 dB - are shown in the figure. Also

the performance without ICeI is shown as the benchmark. It

is seen from the figure that, when the power ratio between

two cells’ users is small, i.e. cell-edge user of the interfering

cell is located close to the desired cell (0, 5, 10 dB power

ratio), there is significant performance degradation due to high

ICeI. For power ratios greater than 20 dB, the performance

degradation is less significant but still considerable. Therefore,

it is important to address the ICeI problem, especially at future

dense small cell networks, where cell-edge users are closely

located.

B. Capacity Results

In this subsection the capacity performance is numerically

evaluated based on analysis in Section IV-B. Three users

accessing a subcarrier for uplink transmissions is considered.

Transmit SNR of users is set to be 50 dB, where the variance of

noise is normalized to be unity. Received SNR and time offsets

of users are varied to investigate performance. Combinations

of considered average received SNR of users are shown in

Table I. Time offset triplets (ToT = (τ1, τ2, τ3)) are used to

represent the time offset of three users.

Fig. 11 shows the ratio of residual MAI to transmit

power for the desired symbol, called ratio of MAI to

transmit power, given by |MAI/pk∗ | = Var(η̃Th
k∗ [s])/pk∗ ,

where Var(η̃Th
k∗ [s]) is given by (34), when Conv-SIC and T-

SIC techniques are employed. The cases of little asynchro-

nism, ToT = (0%, 5%, 10%), and high asynchronism, ToT =

(0%, 35%, 50%), are considered. For T-SIC it is seen that
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|MAI/pk∗ | decreases as the power ratio of users increases,

since interfering signals are getting weaker. This output result

shows that by superimposing users from different distances

and/or adjusting transmission power of users, |MAI/pk∗ | can

be controlled. However for Conv-SIC the 2nd and 3rd users

meet a high interference floor due to the residual interference

from the adjacent symbol of the stronger users. Note that the

value of interference floor depends on the time offset. With

little asynchronism in Fig. 11 (a), the interference floor is

TABLE I: Average received SNR of users.

Scenario ID
Avg. received SNR (dB) Power ratio

(dB)1st user 2nd user 3rd user

A 40 40 40 0
B 40 37 34 3
C 40 34 28 6
D 40 31 22 9
E 40 28 16 12

much lower than high asynchronism in Fig. 11 (b). This is

because as the asynchronism increases the overlapping with

(i.e. interference from) adjacent symbol of stronger users

increases, see ∆k∗,k[s, ς] term at (34). It is also seen that,

for the 1st user T-SIC provides much significant performance

gain over Conv-SIC at high asynchronism, compared to the

performance gain at little asynchronism. This is because the

overlapping with the (s − 1)th symbol of weaker interferers

increases. In summary, at asynchronous NOMA transmissions

|MAI/pk∗ | performance do not only depend on the power ratio

of users, but it also strongly depend on the time offset of users.
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(a) Little asynchronism, ToT = (0%, 5%, 10%).
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(b) High asynchronism, ToT = (0%, 35%, 50%).

Fig. 11: |MAI/pk∗ | versus different average received SNR

ratios (see Table I).

Fig. 12 shows spectral efficiency performance of users,

given by (35), when Conv-SIC and T-SIC techniques are

employed. Average received SNR of users are assumed to be

30 dB for the 1st user, 18 dB for the 2nd user and 6 dB for

the 3rd user. That is, the power ratio between the 1st user

and the 2nd user or the 2nd user and the 3rd user is 12 dB.

Time offset between users are represented by the x-axis of

Fig. 12. That is, for the x-axis value equal to 10, the time
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offset difference between the 1st user and the 2nd user or the

2nd user and the 3rd user is 10% of the symbol time. It is

seen from the figure that the spectral efficiency of the 1st

user increases with increasing asynchronism, when T-SIC is

used, since more interference is suppressed from the (s−1)th
symbol of the 2nd and 3rd users. However, Conv-SIC does not

exploit this a priori information and has worse performance

than T-SIC, where the performance difference increase with

increasing asynchronism. Spectral efficiency of the 2nd user

is increasing slightly with increasing asynchronism, when T-

SIC is employed, since more interference from the (s − 1)th
symbol of the 3rd user is suppressed. When Conv-SIC is

employed, spectral efficiency of the 2nd user decreases rapidly

as asynchronism increases. This is due to interference from the

1st user getting stronger. Spectral efficiency of the 3rd user is

fixed at approx. 2 bits/symbol, when T-SIC is employed. But

when Conv-SIC is employed the 3rd user is not able to have

any successful data transmission. These observations show

that spectral efficiency performance of NOMA users depends

on the time offset of users. Therefore, performance analysis

cannot be accurate without considering the time offset of users.

Also it is seen that if asynchronism is not handled at NOMA

uplink transmissions, only the strongest user can communicate

its data and other users need to be turned off.
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Fig. 12: Spectral efficiency versus different levels of asynchro-

nism of users.

Fig. 13 shows sum spectral efficiency of a subcarrier when

OFDMA and NOMA with Conv-SIC and T-SIC techniques

are considered for multiple access. Sum spectral efficiency of

a subcarrier is given by ζ =
∑

k∈Ω ζk, where ζk is given by

(40) and (35) for OFDMA and NOMA, respectively. Several

scenarios from little asynchronism, ToT = (0%, 5%, 10%),

to high asynchronism, ToT = (0%, 35%, 50%), with different

power ratio of users, given by Table I, are considered. It is seen

from Fig. 13 that performance of OFDMA decreases linearly

as average power ratio increases. This is because the 2nd and

3rd users achieve less bits/symbol due to smaller average SNR.

When Conv-SIC is employed for NOMA its performance is

worse than the OFDMA even with little asynchronism, for all

considered power ratios. This is because of strong interference

among SCed users. When the power ratio increases, the per-

formance gradually improves, but still significantly worse than

OFDMA. On the contrary when T-SIC is employed, NOMA

has superior performance to OFDMA for all the considered

scenarios. The performance gain over OFDMA increases with

increasing the power ratio. This is because NOMA allows all

users to access a subcarrier concurrently. While the 2nd and 3rd

users’ reduced average received SNR reduces their achievable

bits/symbol, it also reduces co-channel interference to other

users (as illustrated by Fig. 11) so that other users’ achievable

bits/symbol is increased. These two contrary effect prevent

sum spectral efficiency of a subcarrier to degrade, unlike the

case of OFDMA. Therefore NOMA can benefit from near-far

effect in wireless communications. Further, performance gain

over OFDMA increases with increasing asynchronism since

T-SIC can suppress more interference. In summary, NOMA

has performance gain over OFDMA when asynchronism is

properly addressed.
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Fig. 13: Sum spectral efficiency verus different user power

ratios (see Table I).

Fig. 14 shows the sum spectral efficiency of a subcarrier

when T-SIC is employed and a two co-channel deployed cells

environment is considered. It is assumed that there are three

users with 40, 34 and 28 dB received power (see Scenario C

from Table I) at the desired cell. Power ratio of the desired

cell’s cell-edge user to interfering cell’s cell-edge user is set to

be 0, 5, 10, 15, 20 and 25 dB to investigate the performance at

various scenarios from high to low ICeI. Also the performance

without ICeI is shown in the figure as the benchmark. It is seen

from the figure that when the power ratio between two cells’

users is small there is significant performance degradation due

to high ICeI. For the worst case the performance for T-SIC

with ICeI is only about 43% of T-SIC without ICeI. As the

power ratio between cell-edge users increases, the performance

degradation decreases. When the power ratio is 25 dB, the

performance of T-SIC with ICeI is about 92% of T-SIC without

ICeI. These results are in agreement with results shown in Fig.

10 and show that it is required to address the ICeI problem in
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order to achieve high capacity at future dense small networks.
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Fig. 14: Sum spectral efficiency versus received power ratio

of the cell-edge users.

VI. CONCLUSION AND REMARKS

NOMA can overcome a major problem of the OFDMA

technique which does not allow frequency reuse within one

cell. The NOMA is an advantageous technique for future

wireless communications. By considering the effect of asyn-

chronism in the NOMA transmissions a novel SIC technique,

called T-SIC, was proposed that can benefit from frequency

reuse as well as the near-far effect. The BER and capac-

ity performances of the NOMA with Conv-SIC and T-SIC

techniques were investigated. In the NOMA transmissions,

the proposed T-SIC technique with iterative signal processing

provides significant BER performance improvement. The ca-

pacity of NOMA and OFDMA were compared. The following

conclusions are drawn:

1) Unlike synchronous communications, at uplink trans-

missions, users’ BER and capacity performance strongly

depends on the relative time offset between interfer-

ing users. If asynchronism is not considered, when

the time offset difference between users increases, the

interference increases and performance degrades. But

when asynchronism is addressed and interference is

suppressed by T-SIC, performance can be improved

significantly.

2) At iterative signal processing for NOMA, the num-

ber of iterations to obtain most of the gain at BER

performance depends on the modulation level and the

detection method. With hard-decision it is sufficient to

have two iterations, however with soft-decision, only

for low modulation level, it is enough to have two

iterations, and for high modulation level, a larger number

of iterations is desirable.

3) NOMA with the proposed T-SIC technique significantly

outperforms OFDMA due to frequency reuse.

The results presented for a two co-channel deployed cells

environment showed that the ICeI problem need to be carefully

addressed. For future multi-cell environments ICeI coordina-

tion techniques [4] can be employed together with T-SIC to

mitigate ICeI and improve the system performances.
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