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ABSTRACT

This study deals with an analysis of the performance of a general circulation model (GCM) (HadCM2) in reproducing
the large-scale circulation mechanisms controlling Swedish precipitation variability, and in estimating regional climate
changes owing to increased CO2 concentration by using canonical correlation analysis (CCA). Seasonal precipitation
amounts at 33 stations in Sweden over the period 1899–1990 are used. The large-scale circulation is represented by
sea level pressure (SLP) over the Atlantic–European region.

The link between seasonal Swedish precipitation and large-scale SLP variability is strong in all seasons, but
especially in winter and autumn. For these two seasons, the link is a consequence of the North Atlantic Oscillation
(NAO) pattern. In winter, another important mechanism is related to a cyclonic/anticyclonic structure centred over
southern Scandinavia. In the past century, this connection has remained almost unchanged in time for all seasons
except spring. The downscaling model that is built on the basis of this link is skilful in all seasons, but especially so
in winter and autumn. This observed link is only partially reproduced by the HadCM2 model, while large-scale SLP
variability is fairly well reproduced in all seasons. A concept about optimum statistical downscaling models for
climate change purposes is proposed. The idea is related to the capability of the statistical downscaling model to
reproduce low frequency variability, rather than having the highest skill in terms of explained variance. By using these
downscaling models, it was found that grid point and downscaled climate signals are similar (increasing precipitation)
in summer and autumn, while in winter, the amplitudes of the two signals are different. In spring, both signals show
a slight increase in the northern and southern parts of Sweden. Copyright © 2001 Royal Meteorological Society.

KEY WORDS: statistical downscaling; HadCM2; CCA; EOF; precipitation; Sweden

DOI: 10.1002/joc.624

1. INTRODUCTION

Precipitation is one of the most frequently used climate variables in impact studies on climate change.
General circulation models (GCMs) are the best available tools to estimate future global climate changes
owing to the continuing increase of greenhouse gas concentration in the atmosphere. These models are
currently integrated over coarse spatial scales, which are larger than the spatial scale of most atmospheric
processes controlling precipitation. The GCMs are able to simulate fairly well the most important mean
features on large scales. Typically, GCMs are better at simulating upper-air fields than surface climate
variables. Among surface climate variables, large-scale sea level pressure (SLP) is usually better simulated,
while for the others, such as temperature and precipitation, GCMs have much smaller skill (Karl et al.,
1990; Palutikof et al., 1997). Because of some uncertainty in the modelling of precipitation, it is first
important to assess how well a GCM simulates the present-day precipitation at various space and
time-scales (Palutikof et al., 1997). Second, there is often a need (e.g. from agriculture and water
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management) to provide climate variables at a finer spatial resolution than these models can supply (von
Storch, 1995b).

A number of difficulties arise when a GCM is assessed against observations. First, the spatial scales
represented by GCMs and point measurements are different. Other problems are the selection of the
reference period (to compare observed climate with simulated climate) and length of GCM control runs
available. Parameterizations of various sub-grid scale processes are often made from different available
observed periods. Moreover, the current climate period chosen for comparison with the GCM control run
must be homogeneous over a long enough period (e.g. does not contain any trends or shifts in the
observed variable), which is rare.

There are various GCM validation methods. First, the area average/spatial distribution of long-term
mean for various variables computed from observed data and GCM simulations can be directly compared
(Hulme, 1994; Ponater et al., 1994; Cubasch et al., 1996). In this way, the ability of the GCM in
reproducing the climatology can be evaluated. Other methods involve analyses of the main features of the
spatial variability (usually given by the most important empirical orthogonal function (EOF) patterns),
and large-scale mechanisms controlling the regional climate variability given by the canonical correlation
analysis (CCA) (von Storch et al., 1993; Ponater et al., 1994; Kharin, 1995; Busuioc et al., 1999a).

Two kinds of methods (dynamical and statistical) of translating the large-scale information to smaller
scale, commonly referred to as downscaling, are used, each of them having its disadvantages and
advantages (von Storch, 1995b; Zorita and von Storch, 1999). The dynamical approaches have been
directed in two directions. One of them consists in improving of the GCM horizontal resolution up to
T106 (about 1.125°). Unfortunately, these simulations are quite costly, and for climate change estimation,
the applications so far have been restricted to the ‘time slice modus’ (Bengtsson et al., 1995) which uses
an atmospheric high-resolution model forced by the mean boundary conditions simulated in a
low-resolution atmosphere–ocean coupled model. Another direction is given by the limited area models
(LAMs) that are ‘nested’ within a GCM (Giorgi and Mearns, 1991). This technique, initially used for
numerical weather prediction, and then adapted for regional climate studies, presents some inconvenience,
given by the fact that the abrupt change of grid size at the lateral boundaries can distort wave
propagation and reflection properties. Other studies show that incoming flow is more effectively
represented by gradually changing resolution, rather than through an abrupt resolution change
(Fox-Rabinovitz et al., 1997). Even if the LAMs seem to be the best tool in the future to estimate reliable
regional climate changes, they still need improvements in order to reduce the local systematic model errors
(Machenhauer et al., 1998; Rummukainen et al., 1998).

The statistical downscaling approach is sometimes preferred, mainly because of its relative ease to use
and lower cost compared with the use of LAMs. Statistical downscaling searches for a statistical
relationship between predictands (small-scale variables) and predictors (large-scale variables well
simulated by GCMs). These approaches vary in temporal/spatial scales and statistical techniques. A recent
review of currently used techniques is presented by Zorita and von Storch (1999).

Among statistical techniques, linear methods are frequently used: simple or multivariate regression
(Chen and Chen, 1999), CCA (Karl et al., 1990; Wigley et al., 1990; von Storch et al., 1993; Busuioc et
al., 1999a), and singular value decomposition (SVD; Benestad, 1998). Non-linear approaches, such as
neural networks (Cavazos, 1999; Zorita and von Storch, 1999) and circulation classification (Goodess and
Palutikof, 1998) have recently been developed. CCA has the main advantage of selecting pairs of spatial
patterns that are optimally correlated, making a physical interpretation of connection between predictands
and predictors possible. Because of this advantage, this method is also used as a GCM validation method
(Noguer, 1994; Busuioc et al., 1999a), and will also be used in this work.

Generally, any successful statistical downscaling should satisfy three main conditions: (i) the link
between predictands and predictors has to be strong in order to explain satisfactorily the local climate
variability; (ii) the predictor variable should be well simulated by the GCM; and (iii) the relationship
between predictands and predictors should not change in time, and should remain the same in a changed
future climate. Concerning the third condition, only the stability of the relationship in the present climate
can be verified. For the future climate, this assumption is generally taken to be valid. A method to verify
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the applicability of empirical downscaling procedure in a changed climate has been proposed by Busuioc
et al. (1999a), and will be used in this work. An additional rule for selecting the optimal statistical
downscaling model is also proposed here.

The objectives of this work are: (1) to establish links between large-scale circulation patterns and
regional precipitation in Sweden; (2) to develop optimal statistical downscaling models based on the
established links; (3) to validate the GCM used in terms of its ability to reproduce the observed SLP and
precipitation patterns and the established empirical links; and (4) to create climate change scenarios using
skilful GCM simulation and optimal statistical models.

Section 2 presents the data and methods used in this study. The results are given in Section 3, and
Section 4 summarizes the conclusions.

2. DATA AND METHODS

Observational data used in this study are monthly precipitation in Sweden at 33 stations and monthly
mean SLP over the North Atlantic and European region over the interval 1899–1990. All the
precipitation data have been carefully examined, and some of them corrected and homogenized through
the North Atlantic Climatological Dataset (NACD) programme (Frich et al., 1996). The names and
positions of the stations are presented in Table I. The monthly SLP data with a resolution of 5°×5° were
provided by the National Center of Atmospheric Research (NCAR, USA) (Trenberth and Paolino, 1980).
The SLP area between 40°W–40°E and 40°–70°N was optimally selected, so that the skill of the
downscaling model (see below) is maximized when applied to an independent data set. For both
precipitation and SLP, the anomalies have been computed by subtracting the long-term mean from the
original values.

The GCM simulations (grid point precipitation and SLP) of the Hadley Centre coupled
ocean–atmosphere GCM HadCM2 (1×CO2 and 2.5×CO2) experiments were also considered. A
detailed description of the HadCM2 is given in Johns (1996) and Johns et al. (1997). It has a horizontal
resolution of 2.5° in latitude and 3.75° in longitude. The model uses 19 vertical levels and 20 levels for the
representation of the ocean. The ability of the model to simulate the present climate of northern Europe
was evaluated by Räisänen and Döscher (1999). The 10 years of the HadCM2 integration are used in this
work. CCA (Barnett and Preisendorfer, 1987; von Storch, 1995a) was used to assess how well the
HadCM2 model simulates seasonal Swedish precipitation, and large-scale mechanisms controlling them.
This method is also used to build the statistical downscaling model, as has been presented by Busuioc et
al. (1999a). CCA selects pairs of spatial patterns of two space-time-dependent variables (the large-scale
predictors and regional-scale predictands), so that their time components are optimally correlated. Prior
to the CCA, the original data are projected onto their EOFs to eliminate noise (small-scale features), and
to reduce the dimension of the data. As the time coefficients are normalized to unity, the canonical
correlation patterns represent the typical strength of the signal. The first CCA pair gives the maximum
correlation between the two parameters, followed by the second CCA pair, and so on. In this work, the
first three CCA pairs, as derived from observations and from control run simulations, were retained and
compared. In this way, the ability of the GCM to reproduce the main mechanisms controlling Swedish
seasonal precipitation variability is evaluated. The first three EOFs of precipitation and SLP were used to
see how realistically the model is able to simulate the spatial variability of regional precipitation and
large-scale SLP. The EOF and CCA patterns derived for the observed data are computed for the two
sub-intervals 1899–1940 and 1941–1990, in order to test if the main features of the regional precipitation
and large-scale SLP, as well as the precipitation-SLP link, are stable in time.

A subset of CCA pairs is then used in a regression model to estimate the local precipitation from the
large-scale SLP. The skill of the downscaling model is dependent on the number of the EOFs retained for
the CCA, and the number of CCA components used in the regression model. Various alternatives are
tested to select the optimum number of EOF and CCA time components. Most commonly, the optimum
number of retained EOFs is determined in such a way that using one more EOF would change the
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canonical correlations only a little (Werner and von Storch, 1993; von Storch, 1995a). Another way for
the optimum choice of the number of EOFs retained in the CCA analysis and the number of CCA time
components used in the regression model is to determine them simultaneously, such that the skill of the
model is high, and does not change substantially after the addition of new components (Busuioc et al.,
1999b). The skill (bbs) of the downscaling model is expressed through the variance (var) explained by the
reconstructed local values (Y �) as a fraction from the total variance of the observed values (Y) given by
the relationship

bbs=1−
var(Y−Y �)

var(Y)

or, alternatively, by the correlation coefficient (r) between observed and reconstructed values. In the
present paper, the last way for finding an optimum model was used, with the additional condition that
the downscaling model should be capable of reproducing the low frequency variability (e.g. general trend)
in order to capture better the climate change signal. For other purposes (e.g. reconstructing of the past
values) the highest skill in terms of explained variance and correlation coefficient could be the most
desirable.

Table I. Stations used in the analyses

� (°N) H (m)Station � (°E)

55.38 12.82 51. Falsterbo
2. Halmstad 56.67 12.92 25

16614.803. Växjö 56.87
1556.72 16.284. Kalmar

5. Hoburg 56.92 18.13 38
11.8857.77 196. Göteborg

7. Boräs 57.77 12.93 20
57.37 17.10 1358. O� lands norra udde

9. Visby 57.67 18.33 4
4212.3710. Vänersborg 58.20

58.73 16.55 5011. A� lberga
2517.8758.7312. Landsort

13. Gotska Sanön 58.38 19.18 13
14. Karlstad 59.35 13.47 12

16.07 4659.7015. Lisjö
16. Uppsala 59.85 17.62 60

4418.0559.3317. Stockholm
59.43 19.50 1218. Svenska Högarna
60.70 13.68 30819. Malung

20. Falun 60.62 15.62 160
62.0221. Sveg 14.35 360
62.38 17.28 6022. Sidsjö

817.9362.6223. Hörnösänd
63.18 14.48 37624. O� stersund
63.68 16.87 21025. Junsele

26. Holmögadd 63.58 20.75 6
2121.3227. Lövånger 64.37

32565.07 17.1528. Stensele
29. Piteå 65.32 21.48 6

24.1365.82 530. Haparanda
33766.95 17.7331. Kvikkjokk

66.62 19.63 26032. Jokkmokk
32768.43 22.4833. Karesuando

�= latitude, �= longitude, H=elevation.
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The statistical relationships derived from observations are then applied to the SLP anomalies simulated
under the 2.5×CO2 conditions. The changes of precipitation at the stations are thus obtained for all
seasons for which a skilful downscaling model can be obtained. It is generally accepted that there is a
major caveat in any estimation of climate change, whether derived from statistical or dynamical models
and this fact is owing to the parameters of these models, which are fitted to current climate conditions.
In statistical downscaling models, regional variables are parameterized directly by large-scale climate
variables. These parameterizations represent empirical relationships that are not known to remain valid in
a changed climate. Particularly, it is a problem in downscaling applications where only a single
relationship is considered (in our case SLP–precipitation relationship), possibly missing other processes
determining the local variable in a changed climate like change in moisture and local climate variability.
Some techniques have been proposed in order to verify the validity of the statistical downscaling
relationships in a changed future climate. One of them is that presented by Busuioc et al. (1999a)
comparing the downscaled climate changes with climate changes derived directly from the GCM grid
points. This comparison is made when the GCM is proven to be reliable, i.e. it reproduces fairly well the
most important SLP EOF patterns and the most important CCA pairs. It has to be stressed that this is
not a proof that the downscaling technique can be used for a changed climate, we argue only that, if the
similarities between the downscaled climate change estimates and GCM-simulated changes can be
demonstrated, it is more likely that the empirical relationship remains valid. This is only an improvement
in the sense of increased confidence over the mere assumption commonly made in downscaling studies
that the downscaling relationship can still be used in a changed climate. Even if the GCM-simulated and
downscaled regional changes are similar, it might be the case that both models are wrong for the changed
climate because both the empirical parameterizations in the GCM and the single empirical relationship in
the downscaling model might not be valid anymore.

3. RESULTS

3.1. The links and statistical downscaling model

The link between seasonal Swedish precipitation variability and SLP variability over the
Atlantic–European region was studied over two independent intervals, 1899–1940 and 1941–1990, of the
observational period; it was found that, in the past century, this connection has remained approximately
unchanged in time for all seasons except spring. Figures 1 and 2 show, as an example, the first three CCA
pairs over the 1899–1940 interval for winter (December, January, February (DJF)) and autumn
(September, October, November (SON)), respectively. The main three atmospheric circulation
mechanisms given by the first three CCA pairs controlling Swedish precipitation variability for the two
seasons can be summarized as follows:

– The North Atlantic Oscillation (NAO) pattern representing the western/eastern flow is associated with
positive/negative precipitation anomalies over the whole of Sweden with higher anomalies in the
southwestern part (first CCA pair). The strong influence of the NAO on the European and Swedish
climate was earlier described by, e.g. Hurrell (1995) and Chen and Hellström (1999).

– A cyclonic/anticyclonic structure centred generally over the British Isles is associated with
positive/negative precipitation anomalies over almost the entire country with higher anomalies in the
south to southeastern part. This structure includes the Baltic Sea influence upon Swedish precipitation
variability. Sometimes, the centre of the SLP pattern moves or it becomes more or less extended, which
leads to a regionalization of Swedish precipitation variability (compare, for example, the patterns of
the second CCA pair from Figures 1 and 2).

– A dipole structure with a west–east gradient is associated with a dipole structure of Swedish
precipitation anomalies, with a north–south or a west–east gradient, depending on the position and
extension of the two centres (compare the patterns of the third CCA pair from Figures 1 and 2).

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 557–578 (2001)
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Figure 1. The patterns of the first three CCA pairs of winter mean SLP (left) and winter total precipitation (right) in Sweden as
derived from observation (1899–1940)

The importance of the circulation patterns involved in Swedish precipitation variability presented above
(given by the canonical correlation coefficient and explained variance of the CCA patterns) varies with
season. During winter, the first two circulation mechanisms are equally important, while during autumn,
the first mechanism is much more important. For the other seasons (not shown) the circulation patterns
vary according to their importance/intensity or other mechanisms are noted. For spring (March, April,
May (MAM)) the first CCA pair (canonical correlation coefficient r is 0.77) is quite similar to the first

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 557–578 (2001)
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Figure 2. As in Figure 1, but for autumn

winter and autumn pairs, but the North Atlantic SLP pattern is not so deep; the third CCA pair (r=0.59)
is similar to the second autumn CCA pair, but with the zero line much more to the north. The second
CCA pair (r=0.65) associates the north–south SLP gradient (with two southern secondary centres that
induce the Baltic Sea influence) to positive precipitation anomalies in the southeastern and middle part of
Sweden. During summer (June, July, August (JJA)), the first CCA pair (r=0.83) links an extended
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cyclonic/anticyclonic SLP structure centred over central Scandinavia, with negative/positive precipitation
anomalies in Sweden. The second CCA pair (r=0.62) is quite similar to the second CCA pair in autumn.

The optimal statistical downscaling model was found by using the first six EOFs for SLP and
precipitation in the CCA and first six CCA time series in the regression model. Table II shows the skill
of the statistical downscaling model (expressed by the fraction of the total variance explained by the
reconstructed values through downscaling model, and the correlation coefficient between reconstructed
and observed time series) over the independent data set 1899–1940, with the model fitted over the
1941–1990 interval. The linear trend in the original data was removed prior to the statistical downscaling.
The model is most skilful for winter and autumn. For spring and summer, the model is skilful only for
some stations, but the explained variance is lower. As an example, Figure 3 shows the temporal variation
of the observed and reconstructed values for three stations (placed in the southern, southwestern and
northern part of Sweden) in autumn.

3.2. The HadCM2 �alidation

3.2.1. Regional precipitation �ariability. The HadCM2’s performance with respect to regional
precipitation variability in Sweden was assessed by comparing the main features of the observed and
simulated spatial variability given by the most important EOF patterns. The first three EOF patterns best
represent these features (Busuioc et al., 1999b). The first EOF pattern shows the same sign of variability
over the entire country, with the highest variability in the southwestern part, and the lowest variability in
the northern part. The second and third EOF patterns show two to three regions with the same sign of
variability, the size of these regions being different from one season to another. Figure 4 presents, as an
example, the first three EOF patterns constructed from observations for winter and autumn. These
characteristics are stable over time, which is proven by performing EOF analysis over two subintervals.
However, the explained variance for the two intervals is different (see Table III). The two subintervals
considered are 1899–1940 and 1941–1990. The HadCM2 model reproduces only partially these

Table II. Skill of the statistical downscaling model for the seasonal Swedish precipitation evaluated over the
independent data set 1899–1940

StationsSeason

3 4 5 6 7 8 9 10 11 12 13 14 15 16 171 2

11 44 44 53 23 32 64 51 50 40 38 1 18 42 26 38 42bbsWinter
49 67 72 75 56 60 82 71 70 63 67 47 43 67 55 61 66cor

1512−6515610351782016192010123bbsSpring
37 47 44 43 50 30 41 59 34 27 39 32 16 36 39cor 33 40

Summer bbs 2327234385272 27169243041223
23 56 49 31 41 52 52 36 31 68 49 52 49234816cor 31

51 15 6 60 65 10 16 60 17 18Autumn 25 49 54 42 36bbs 31 55
74 72 47 34 78 81 43 46 77 52 47 60 70 74 64 60cor 57

20 21 22 23 24 25 26 27 28 29 30 31 32 33 Average18 19

67−8402419254423Winter 15262429323217373bbs
46 57 57 55 49 53 39 49 68 50 45 52 64 13 8762cor 31

−4 6 0 5 3 6 20 23 −2 −9Spring 38 −13 5 −10 35bbs 5 13
19 27 22 30 24 28 46 48 21 23 62 17 28 17 60cor 28 39

41−8192316187211−215214161914bbsSummer
41 32 46 41 30 35 47 36 431 35 26 49 46 17 65cor 40 43

Autumn bbs 18 65 60 37 69433641 445035302021211326
7857cor 81 50 45 58 60 72 67 61 67 834636536563

The model is fitted over the 1941–1990 interval. The skill (bbs) is expressed by the fraction of the total variance explained by the
reconstructed values through downscaling model and correlation coefficient between reconstructed and observed time series (cor).
The respective results are presented for every station, as well as for the spatial average over all stations.
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Figure 3. Autumn precipitation anomalies for 1899–1990 at three stations as derived from local station measurements (solid line)
and as derived indirectly from the observed large-scale SLP anomalies by using the downscaling model (dashed line) built over

1899-1940 interval

characteristics. Some disagreements between spatial patterns and explained variance are revealed. Figure
5 shows the first three EOF patterns, as derived from GCM grid point data (control run). The GCM
overestimates explained variance of the first EOF (summer), second EOF (spring, summer and autumn)
and third EOF (autumn). In autumn, the explained variance of the first EOF is underestimated by the
GCM. The comparison is made with the 1899–1940 interval. As changes in the observed explained
variance can be seen for the two subintervals, it could be concluded that this characteristic is induced by
the natural climate variability. Another reason could be that the coarse resolution over which the GCM
is integrated and the short time series of simulations.

3.2.2. SLP �ariability. The patterns of the first three SLP EOFs represent the main modes of
atmospheric circulation variability over the North Atlantic–European region. These modes explain more
than 80% of the total variance for winter and autumn, and about 70% for summer (see Table III). Except
for spring and summer, the order of these patterns changes over the two subintervals (1899–1940,
1941–1990) owing to differences in the explained variance. This result reveals an enhancement/diminution
of some atmospheric circulation mechanisms over the analysed time interval that could affect the
precipitation regime in Sweden. The principal mode of SLP variability (given by the first EOF pattern) is
represented by the NAO, except for summer. The second and third EOF patterns are represented by a
dipole structure, generally, with reversed sign between continental Europe and the North Atlantic Ocean,
and a cyclonic/anticyclonic structure centred over the British Isles (centre moves from one season to
another). The order of these patterns changes for some seasons. Figures 6 and 7 present the observed first
three EOF patterns for the two subintervals in winter and autumn, respectively.

The HadCM2 model adequately reproduces the first three SLP EOF patterns for all seasons, except
summer, when only the first EOF is adequately reproduced. Figure 8 presents the first three EOF patterns
derived from the GCM simulation (control run) for winter and autumn. The explained variance of the
first EOF is overestimated for spring and summer (see Table III). This means an overestimation of some
circulation types, which could indicate a failure in simulation of regional precipitation. On the other hand,
the differences between the observed explained variance of the two subintervals presented above, which
could be induced by natural climate variability, or something else could be an obstacle for GCM
validation. Hulme (1994) shows the importance of the observed reference period for model validation. The
uncertainty about the true observed SLP hinders the task of model validation.

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 557–578 (2001)
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Figure 4. The patterns of the first three EOFs of Swedish precipitation as derived from the observed seasonal amounts (1899–1940)
for winter and autumn

Table III. Explained variance of the first three EOF patterns of the monthly mean SLP and monthly total
amount of Swedish precipitation

Season Observed GCM

1899–1940 1941–1990 Control run

EOF1 EOF2 EOF3 EOF1 EOF2 EOF3 EOF1 EOF2 EOF3

Winter SLP 35 33 13 48 20 16 44 33 10
Precipitation 47 12 10 59 14 17 50 19 13

Spring SLP 41 23 14 35 25 17 54 19 15
Precipitation 43 14 9 56 10 6 47 25 11

Summer SLP 33 24 17 35 25 18 58 17 12
Precipitation 37 14 7 49 9 5 56 21 7

Autumn SLP 45 27 9 32 30 16 47 23 16
Precipitation 57 12 8 55 11 7 47 24 15

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 557–578 (2001)
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Figure 5. The patterns of the first three EOFs of Swedish precipitation as derived from the HadCM2 simulation (control run) for
winter and autumn

3.2.3. Links between SLP and Swedish precipitation. The patterns of the first three CCA pairs derived
from the GCM grid point data (control run) are only partially similar to those derived from observation,
even if they show physically reasonable mechanisms. The link is strong for all seasons, but the order of
the SLP patterns is sometimes reversed, or the centre of the spatial structure has moved. The model
overestimates the explained variance for some patterns (Table IV). This is the reason why only the first
three EOFs of SLP and precipitation from the GCM were used in CCA analysis. In addition, other
combinations of the number of EOFs in the CCA for the observed data set (different from the optimal
combination in the statistical downscaling model presented in Section 3.1) sometimes give more similar
CCA patterns, as compared with those derived from the GCM data. For example, in winter, using the
first three EOFs for SLP and precipitation, the resemblance to the GCM CCA patterns is much better;
in fact, these EOF patterns explain more than 80% of the total variance. These results reveal that the

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 557–578 (2001)
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Figure 6. The patterns of the first three EOFs of winter SLP as derived from the observed seasonal mean for the two subintervals.
The fraction of the respective total variance explained by each EOF is given in the upper right of each panel

HadCM2 GCM is not able to reproduce the complexity of all circulation mechanisms controlling regional
precipitation variability in Sweden, but the most important ones (given by the first CCA pair) are quite
well reproduced in winter and autumn. Some mechanisms are overestimated or underestimated, which
may lead to failure in precipitation simulation.

Figures 9 and 10 show, as an example, the first three CCA patterns, as derived from the GCM grid
points for winter and autumn. These patterns are compared to those presented in Figures 1 and 2,
respectively. During winter, the NAO pattern (given by the first CCA pair) is fairly well reproduced, but
the line separating the negative and positive SLP anomalies is placed to the north in GCM simulation.
The CCA patterns of precipitation are similar to observed ones. The SLP pattern of the second CCA pair
is closer to the SLP pattern of the observed third CCA pair, with larger negative anomalies and centres
moved to the north. This pattern is associated with positive Swedish precipitation anomalies over the
entire country (plausible mechanism from physical point of view), which is dissimilar to the observed one.
The observed negative SLP anomalies (because of the position of their centres) affect only precipitation
in the southern half of Sweden. The variance explained by the patterns of the second CCA pair derived
from GCM simulation is overestimated.

For autumn, the NAO pattern, reproduced in the GCM simulation by the SLP pattern of the third
CCA pair (against the first CCA pair in observation) is underestimated. The SLP pattern of the second
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Figure 7. As in Figure 5, but for autumn

CCA pair is quite well simulated, while the SLP pattern of the first GCM CCA pair is similar to the third
observed CCA pair. The short length of the GCM time series could be one reason for these failures, as
could the choice of observed period for comparison. The corresponding CCA patterns of precipitation are
quite similar to observed ones, showing a similar physical link, in spite of the coarse resolution of the
GCM.

3.3. Climate change scenarios

The climate changes under the increased CO2 concentrations derived from the statistical downscaling
model are compared with those derived directly from the GCM grid points, and a procedure to assess the
validity of the downscaling model for changed climate conditions is used. More details about this
procedure are presented by Busuioc et al. (1999a), and also mentioned in Section 2. The grid point climate
signal shows an increase in seasonal precipitation in Sweden for all seasons, except for spring (no
significant changes), and in the southern part in winter (Figure 11). By using the optimal statistical models
presented above, the two signals are similar only for summer (Figure 12). For autumn, the downscaled
signal shows an increase of precipitation only for the south-western and northern parts (Figure 13). The
same signal is obtained with the model fitted for both the subintervals. By using fewer CCA time series
in the regression model, it is noted that the result is stable, except for the case when only the first CCA

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 557–578 (2001)
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Figure 8. As in Figure 6, but for winter and autumn, as derived from the HadCM2 simulation (control run)

time series is used for the model fitted over the 1899–1940 interval (Figure 13). In this case, a climate
change signal more similar to that of the GCM (e.g. increasing precipitation over the entire country) is
obtained, but exceeding the downscaled precipitation is smaller.

To clarify what version of the statistical model is more appropriate, the degree to which the statistical
model reproduces the observed trend was verified. Figure 15 presents the verification for two versions of
the model, one using the first two CCA time series in regression model, and the other using only the first
CCA time series. It was found that the last version is the best. Considering the fact that the skill of this
model’s version is close enough to the other one (not shown), this additional performance (e.g. to
reproduce the observed trend) suggests that this model is optimal for climate change applications. In
addition, in this case, the downscaled climate signal is similar to those obtained directly from GCM grid
points. According to the comments presented in Section 2 about the validity of the downscaling results
and performance of GCM in modelling regional precipitation and processes determining the link between
precipitation and large-scale circulation, we are more confident of this downscaled signal.

For winter, a similar verification has been made: by using the optimal downscaling model, a decrease
in precipitation for all Swedish stations (more significant in the south) was found (Figure 14); by using
only the first CCA time series (Figure 14), a slight increase (except for the southeastern part) in
precipitation was found. In the latter case, the climate change signal is similar to the GCM-simulated one,
but the amplitude is different for the northern and northwestern parts. The same result is obtained if the
first three EOFs are used in CCA and the first two CCA time series are retained in the regression model.
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Figure 9. The patterns of the first three CCA pairs of winter mean SLP and winter total precipitation over Sweden as derived from
the HadCM2 grid points (control run)

4. CONCLUDING REMARKS

The link between seasonal Swedish precipitation and large-scale SLP variability is strong in all seasons,
especially for winter and autumn. For these two seasons, the link is mainly a consequence of the NAO
pattern. In winter, another equally important atmospheric circulation mechanism is related to a
cyclonic/anticyclonic structure centred over southern Scandinavia. By considering two independent
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Figure 10. As in Figure 9, but for autumn

intervals, 1899–1940 and 1941–1990, of the observational period, it was found that, in the past century,
this connection has remained approximately unchanged in time for all seasons except spring. Defining the
skill of the statistical downscaling model in terms of the verification for the sub-interval independent from
the fitting interval, the downscaling model built on the basis of this link is skilful for all seasons, especially
for winter and autumn. The statistical model is able to reproduce adequately the low frequency variability
of the observed time series (linear trend, changes in the mean), but this performance differs from one
station to another.
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Figure 11. Changes of seasonal precipitation in Sweden (mm/season) owing to CO2 concentration increase (2.5×CO2 experiment),
as derived from the HadCM2 time-slice experiments. The changes are derived directly from the grid point precipitation of the GCM

as differences between the means from the 2.5×CO2 and the 1×CO2 experiments

The observed link is only partially reproduced by the HadCM2 model (best reproduced in winter and
autumn), while the large-scale SLP variability is fairly well reproduced in all seasons. However, this
relationship does not reproduce all the complexities of the actual observed link. This result could be
explained by the overestimation/underestimation of the main modes of SLP variability in the GCM
simulations that induce another hierarchy of the atmospheric circulation mechanisms controlling the
regional precipitation variability compared to reality. Another reason could be the failure of the GCM in
simulating the regional scale processes dependent on sub-grid scale physics, which are empirically
parameterized.

An important conclusion of this work is that, for climate change purposes, the optimal statistical
downscaling model should be selected with regard to its ability to capture the climate change signal. By
choosing fewer CCA pairs to build the model, the skill of the model in reproducing the interannual
variability is reduced. At the same time, the low frequency variability (e.g. general trend) is better
represented, which is most desirable.
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Figure 12. Changes of spring and summer precipitation in Sweden (mm/season) owing to CO2 concentration increase (2.5×CO2

experiment), as derived indirectly from the GCM-simulated large-scale SLP anomalies (2.5×CO2−1×CO2) through optimum
statistical downscaling models

Figure 13. Changes of autumn precipitation in Sweden (mm/season) owing to CO2 concentration increase (2.5×CO2 experiment)
as derived indirectly from the GCM-simulated large-scale SLP anomalies through optimum statistical downscaling model (six

retained CCA time series) and through downscaling model built by using only first CCA time series

The climate change signal derived directly from the GCM grid point data under 2.5×CO2 scenario is
similar to those obtained indirectly through the statistical downscaling model (selected by the rule
presented above), especially for summer and autumn (increase of precipitation amount), with a
dissimilarity of amplitude of change in autumn. Even if the two signals are similar in winter (increase of
precipitation except for southern Sweden), the amplitudes of change are very different in northern
Sweden. In spring, the two signals are similar, except for middle Sweden. As GCM is reliable in modelling
the link between precipitation and large-scale circulation for winter and autumn, and considering the
arguments presented in Section 2, we are more confident in the validity of the relationship given by the
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Figure 14. As in Figure 13, but for winter

Figure 15. Trend of the autumn Swedish precipitation over 1899–1990 period (mm/year�100), as derived from observation and
from reconstructed values. For reconstruction, the statistical downscaling model built retaining the first two CCA time series, and

only first CCA time series is used, respectively

CCA model in the changed future climate for these seasons. It should be noted that this result is not an
incontestable proof ; it only shows an increased confidence. Therefore, owing to the increase of CO2

concentration, precipitation in Sweden will increase in autumn over the entire country, and in the
northern part in winter (when an uncertainty about the amplitude of this change could be noted). For
the other seasons, no conclusion can be drawn about the validity of either model, as the GCM is not
reliable in reproducing the observed link between precipitation and SLP or the two climate signals are
different.

Application of this procedure to more GCMs could lead to a more reliable measure of uncertainty
upon the estimation of regional climate change in a perturbed climate.
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Räisänen J, Döscher R. 1999. Simulation of present-day climate in Northern Europe in the HadCM2 GCM. Reports on

Meteorology and Climatology, No. 48. Swedish Meteorological and Hydrological Institute.
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Trenberth KE, Paolino DA. 1980. The Northern Hemisphere sea-level pressure data set: trends, errors and discontinuites. Monthly
Weather Re�iew 108: 855–872.

von Storch H, Zorita E, Cubasch U. 1993. Downscaling of global climate change estimates to regional scale: An application to
Iberian rainfall in wintertime. Journal of Climate 6: 1161–1171.

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 557–578 (2001)



A. BUSUIOC ET AL.578

von Storch H. 1995a. Spatial patterns: EOFs and CCA. In Analysis of Climate Variability: Application of Statistical Techniques, von
Storch H, Navarra A (eds). Springer-Verlag: Berlin; 227–258.

von Storch H. 1995b. Inconsistencies at the interface of climate impacts studies and global climate research. Meteorologie Zeitschrift
NF4: 72–80.

Werner P, von Storch H. 1993. Interannual variability of Central European mean temperature in January-February and its relation
to large-scale circulation. Climate Research 3: 195–207.

Wigley TML, Jones PD, Briffa KR, Smith G. 1990. Obtaining subgrid scale information from coarse-resolution general circulation
model output. Journal of Geophysical Research 95: 1943–1953.

Zorita E, von Storch H. 1999. The analog method as a simple statistical downscaling technique: comparison with more complicated
methods. Journal of Climate 12: 2474–2489.

Copyright © 2001 Royal Meteorological Society Int. J. Climatol. 21: 557–578 (2001)


