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Abstract: A Steam generator is a crucial device of a nuclear power plant. Control performance of the
steam generator level control system is key to its normal operation. To improve its performance, the
control system parameters should be optimized by utilizing a proper optimization method. Further-
more, the method’s efficiency is critical for its operability in the actual plant. However, the steam
generator level process is a complex process, with high nonlinearity and time-varying properties.
Traditional parameters tuning methods are experience-based, cumbersome, and time-consuming.
To address the challenge, a systemic data-driven optimization methodology based on the model-
free optimization with a revised simplex search method was proposed. Rather than the traditional
controller parameter tuning method, this method optimizes the control system directly by using
control performance measurements. To strengthen its efficiency, two critical modifications were
incorporated into the traditional simplex search method to form a knowledge-informed simplex
search based on historical gradient approximations. Firstly, with the help of the historical gradient
approximations, the revised method could sense the optimization direction more accurately and
accomplish the iteration step size tuning adaptively, significantly reducing the optimization cost.
Secondly, a revised iteration termination control strategy was developed and integrated to monitor
the optimization progress, which can promptly terminate the progress to avoid unnecessary itera-
tion costs. The effectiveness and the efficiency of the revised method were demonstrated through
simulation experiments.

Keywords: performance optimization; steam generator level control; knowledge-informed simplex
search method; historical iteration information; iteration termination control

1. Introduction

The steam generator (SG) is a critical component of the nuclear steam supply system
in the nuclear island, which transfers heat from the primary loop to the secondary loop to
produce steam [1]. Keeping the water level around preset programmed setpoints during
the plant operation is of great importance. The water level requirement violation may
jeopardize the plant’s availability and safety. It was reported that about 25% of emergency
shutdowns in the nuclear power plants were caused by poor control of the SG water level [2].
Hence, the performance of the steam generator level control is vital for plant safety, stability,
and economical operation. Meanwhile, achieving the expected performance consists of
a series of commissioning tests. The cost for a single test is high; thus, the efficiency of
the performance optimization is of great concern. The number of the commissioning
tests in optimization should be minimized. However, SG is a highly complex, nonlinear,
time-varying system with inverse dynamics [3,4]. One of the dynamic features of the SG is
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the “shrink and swell” phenomenon. With this phenomenon, the water level may react
temporarily in a reverse manner to water mass inventory changes. This complication
may be accentuated during the plant start-up or low turbine load [5]. As a result, the
performance optimization of the SG level control is challenging to accomplish.

For a nuclear power plant (NPP), the performance of the steam generator level con-
trol was greatly determined by several factors in different levels, including the process
characteristics, the control system structure, and the controller parameters. To a particular
steam generator, the process characteristics were relatively fixed. Once the structure of the
control system is determined, the controller parameters are the only vital factors left. In this
situation, the control system’s performance usually has a close but underlying relationship
with them. It is necessary to improve the performance by selecting the optimal settings effi-
ciently. However, as their relationship is difficult to be obtained, searching for the optimal
settings is usually experience-based, cumbersome, and time-consuming. There have been
increasing demands to develop advanced methods to enhance the optimization efficiency.

Different kinds of methodologies used to search for the optimal controller settings can
be summarized as below:

(1) Experience-based method
This type of method relies heavily on the engineers’ experience. It does not rely on

the controller performance model that it tries to search for the optimal settings directly
in a model-free way. It can be called “Primitive model-free methods”. These methods
may include trial and error, the design of experiments (DOE), and the expert system-
based control et al. They have the advantage of easy implementation. However, their
disadvantages are apparent: they rely heavily on the experience of operators or experts,
and they are usually cumbersome and time-consuming; moreover, they are challenging to
obtain the real optimal settings, only suboptimal settings can be achieved.

(2) Model-based optimization
As a mainstream way for system optimization, model-based optimization relies on a

performance model that relates the controller parameters and the control system perfor-
mance. However, for the control parameters optimization, the relationship was too difficult
to obtain, such that no accurate model could be built [6,7]. Nevertheless, the Proportional-
Integral-Derivative (PID) parameters tuning methods, such as the Ziegler–Nichols tuning
method, could be treated as an approximate model-based method in essence [8–10]. For
this method, the engineers should first obtain an accurate process model. Then a certain
tuning formula can be developed based on the model. Finally, the parameters can be chosen
according to the model coefficients and the formula. Hence, it can only provide relatively
poor settings. The reason lies in the following: firstly, building an accurate model is often
challenging; secondly, the formula is usually experience-dependent; thirdly, the parameter
settings obtained are usually suboptimal [11].

(3) Intelligent optimization without model
With the development of artificial intelligence technology, intelligent optimization

has gradually attracted more attention. For example, Wu et al. proposed to use a particle
swarm optimization algorithm for the controller parameters optimization of an Advanced
Passive pressurized water reactor-1000 (AP1000) plant [1]. The experimental results based
on the AP1000 SG model indicated that the algorithm could achieve better control perfor-
mance [1,12]. However, this algorithm needs a lot of batch experiments, which makes it
impossible for the online optimization at the actual NPP plant.

(4) Data-driven control methods
As the industrial processes become more and more complex, data-driven control has

emerged. The main approaches include iterative feedback tuning (IFT) [13,14], virtual
reference feedback tuning (VRFT) [15], and model-free adaptive control (MFAC) [16–18].
However, these methods mainly focus on the control strategy itself, and only covered
limited parameters. As a complex process, in the actual NPP plant commissioning, there
are various different kinds of parameters to be tuned, such as control logic parameters and
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time constants of the filters. Therefore, more general optimization methods in the upper
level for system optimization that could cover more types of parameters are still needed.

All the above methods have their disadvantages or limitations, which lead to the inef-
ficiency of the control performance optimization. A question emerged: is there a different
way to promote the efficiency of the control performance optimization, considering that, by
integrating the advantages of the above methods and avoiding their disadvantages, the
efficiency may be promoted? Data-driven methods are powerful techniques for complex
industrial automation processes [19]. Meanwhile, data-driven techniques have further stim-
ulated research and applications of monitoring, optimization, and control. The data-driven
method, integrating efficient optimization algorithms, becomes an attractive way [20–22].
Hence, an analogous philosophy, integrating feasible data-based optimization algorithms
without a prior model to formulate a data-driven optimization framework, is proposed to
address the optimization of complex systems.

Kong had proposed a systematic and efficient simultaneous perturbation stochastic
approximation (SPSA)-based optimization method for the steam generator level control
and the injection molding quality control [23–26]. However, as a model-free method, the
efficiency of the SPSA-based method still needs to be improved. Another selection was
the simplex search-based model-free optimization (MFO), which usually behaves better
than the SPSA at the low dimension circumstances. To improve the efficiency of the
simplex search method (SS) on the medium-voltage insulator quality control, a revised
simplex search method, knowledge-informed simplex search based on historical gradient
approximations (GK-SS), has been proposed [27]. Similar to the idea of knowledge-based
fault detection and diagnosis [28] and utilization of prior information [29], historical data
generated during the data-driven optimization will be mined and utilized. In order to
adapt to the characteristics of the control performance optimization problem and beef up
the optimization efficiency, two critical modifications were formulated to the SS. Firstly,
the historical-gradient approximations were utilized for the optimization search direction
compensation. Secondly, an improved iteration termination control strategy, which uses the
historical iteration information, was integrated to monitor the progress of the optimization.
The two modifications are integrated to form a revised simplex search-based data-driven
optimization methodology.

The remainder of this paper is organized as follows. Section 2 illustrates the per-
formance optimization problem for the SG level control system. Section 3 presents an
overview of the knowledge-informed optimization strategy, followed by the elementary
procedure of the revised GK-SS method. The modifications on the search mechanism and
the revised iteration termination control strategy are detailed. In Section 4, the simulation
platform of the steam generator is demonstrated. In Section 5, the revised GK-SS method is
applied to the performance optimization problem of the SG level control system. Based on
the experimental simulation results, a comprehensive discussion was carried out. Finally,
the conclusions are summarized.

2. Performance Optimization of the Steam Generator Level Control System

The general structure of the SG level control system in a pressurized water reactor
(PWR) can be summarized as shown in Figure 1. According to the PWR commissioning
practice, the main goal of the steam generator level control is to maintain the steam
generator water level around a preset setpoint with the least power plant commissioning
cost. To achieve the goal, the tuning process of the control system should be optimized.
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For a PWR plant, once the manufacturing of the steam generator and the control
structure of the level controller have been fixed, the control performance of the SG level
control system will mainly depend on the controller parameters. There is a close relationship
between the control performance and the controller parameters. Without loss of generality,
the mathematical relationship between the level control performance and the corresponding
controller parameters could be expressed abstractly as below:

Per f = f (X) + e, X = [x1, · · · xn]
T (1)

where Perf represents the performance index to be optimized, X is an n-dimensional vector
representing the SG controller parameters, and xi (i = 1, · · · , n) is the ith element of X, n is
the dimension of the parameters, e represents the overall process performance uncertainty,
f (x) is the theoretical function between the performance and the controller parameters.
However, due to the high complexity and nonlinearity of the SG level process, the above
function is unable to obtain theoretically.

The performance optimization of the steam generator level control is, therefore, con-
verted to tune the controller parameters and search for the optimal settings. The mathemat-
ical formula of the optimization problem can be expressed as below:

max
X

Per f

s.t. X ∈ Ω
(2)

where Ω is the feasible region of the controller parameters. The schematic of the closed-loop
optimization process based on data-driven optimization can be summarized in Figure 2.

To construct the closed-loop optimization scheme, it is necessary to find a suitable
way to evaluate the control performance of the steam generator level control system. For a
control system, the regulation performance is often expressed by the control error obtained
under certain disturbances. Typical step load change can be chosen as the test scenario.
Typical control evaluation index can be expressed as below:

I =
∫ Tts

0
tn|e(t)|mdt (3)

where the error is defined as e = ysp − y(t), ysp is the target and y(t) is the actual level
response. Tts is a preset time zone for the evaluation of transient performance of the
system. n and m are the index parameters, respectively. In this study, the Integral of Time
multiply by Absolute Error (ITAE) index was chosen. The ITAE is an index widely used
in control performance evaluation with n = 1, m = 1 in Equation (3). As the magnitude of
the ITAE is huge, the logarithm of the ITAE was used to represent the control performance.
According to the characteristics of the ITAE, the smaller the ITAE index, the better the
control performance.
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With the above evaluation index, the controller performance optimization problem
can be expressed as below:

min
X
− Per f ≈ I =

∫ Tts
0 t|e(t)|dt

s.t. X ∈ Ω
(4)

The performance is approximately represented by the evaluation index.
Furthermore, in the PWR commissioning practice, the efficiency of the above opti-

mization is a critical concern. The tuning process should be done as quickly as possible to
reduce the commissioning cost and reduce its adverse effects on the plant. A new efficiency
index, Optimization Efficiency index (OE), is defined. As a comprehensive efficiency in-
dex, it may integrate many aspects, such as experimental cost, time cost, labor cost and
performance control deviation et al. Based on the OE index, the performance optimization
may be reconstructed as a bi-level optimization problem. The mathematical formulation is
as below:

max
OptMethods

OE

s.t.

{
min

X
− Per f ≈ I =

∫ Tts
0 t|e(t)|dt

s.t. X ∈ Ω

}
OptMethods

(5)

where OptMethods is the available data-driven methods set, which satisfies the optimization
framework in Figure 2. The key in this study is to search for a suitable method with high
efficiency. Considering the plant commissioning practice, only the experimental cost was
included in the OE. A revised simplex search-based model-free optimization method was
thus proposed.

3. Revised Simplex Search-Based Data-Driven Optimization
3.1. Performance Optimization via Data-Driven Optimization

According to the characteristics of the optimization problem in Equation (2), the model-
free optimization methods could be incorporated for the optimization. The schematics of
the model-free optimization are shown in Figure 3. These methods usually achieve their
goal by pure historical iterative data. In the framework of the model-free optimization, the
data-driven optimization mechanism will iteratively adjust the parameters of the control
system to change the performance of the SG liquid level control system dynamically. The
optimization iteration process is a batch-by-batch process. The efficiency of the tuning
process will mainly depend on the optimization methods. This study adopts the simplex
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search method as the base method for its high efficiency in nonlinear system optimization.
It is a direct search method without explicit gradient information.
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However, the optimization cost is critical for a PWR plant’s commissioning, and
the simplex search method’s efficiency should be further improved. Hence, the feasible
directions for the performance efficiency promotion were analyzed as below. Figure 4
demonstrates a typical optimization trajectory under the traditional simplex search method.
To promote the performance efficiency of the optimization method, the possibilities for the
promotion were decomposed into two dimensions. For the first dimension, the optimization
could be improved to achieve a rapid descent in the first stage of the optimization. If
the optimization algorithms could be revised to accelerate its descent rate, the efficiency
would be improved. For the second dimension, as a data-driven optimization method, the
method usually cannot appropriately stop the optimization progress immediately. Thus,
the optimization often costs more on iterations with only a minor achievement. The minor
achievement is intolerable for the vast cost due to the additional iterations. Hence, if the
method could terminate timely and intelligently when the optimization progress traps into
the stagnation stage, the costs on the optimization could be reduced, and the efficiency thus
could be promoted.
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This study investigated both research dimensions for the simplex search-based model-
free optimization. Generally, as shown in Figure 5, the knowledge-guided mechanisms
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consist of two dimensions and three aspects. In Dimension I, considering that in the
iterative process of performance optimization, the optimization process will generate a
series of historical iterative process information containing specific process knowledge, in
the traditional MFO methods, this kind of information is not fully utilized. In this study,
the revised simplex search method may adopt the historical iteration points generated
during optimization to adjust the search descent rate. Two aspects were concerned. The
first aspect is the search direction of the optimization, with the second aspect being the
step size of the search operation. The detailed mechanisms will be demonstrated in the
following subsection. In Dimension II, the information of historical iteration points will
be incorporated to form a historical sequence, and the optimization progress will be
monitored and evaluated based on the sequence. Hence, the optimization progress could
be interrupted timely when the method detects itself falling into the stagnation stage.
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From the idea of knowledge-informed optimization fused by iterative knowledge
during the optimization, a revised simplex search-based model-free optimization based on
the historical iteration information was formulated, and a feasible implementation scheme
was put forward.

3.2. Revised Simplex Search Strategy

The simplex search method is a gradient-free method that relies only on the function
evaluations [30]. Our team firstly proposed the initial revised simplex search method
(GK-SS) to promote the efficiency of the quality control of the medium voltage insula-
tor [27]. In this study, this method was transferred and revised further to adapt to the
new optimization occasion of the controller parameters optimization. Furthermore, the
GK-SS was reorganized based on the above ideas. The modifications for the traditional
simplex search were reorganized into two parts, representing different mechanisms on
efficiency promotion.

3.2.1. Procedure of the Traditional Simplex Search Method

The revised GK-SS was built based on the traditional Nelder–Mead method. The
procedure of the method is as follows (More detailed procedure may refer to [27]):

Step 1: Methodology initialization.
The coefficients of the methodology, {α, β, γ, δ}, and the initial conditions X1, are

determined in this stage. The initial conditions will be scaled into a normalized range and
represented as X1.

Step 2: Initial simplex construction.
The initial simplex is constructed obeying the following rule:{

Xk+1 = X1 + τek, X1, k ≤ 50
Xk+1 = X1 − τek, X1, k > 50

, Vs
k+1 = Xk+1, k = 1, · · · , n (6)

where ek is a special column vector with 1 in the kth element and zeros in the other elements,
Xk+1 is the (k + 1)th iteration point, and τ represents the perturbation coefficient. With the
construction, n successive iteration points are generated based on the initial point, and the
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initial simplex is formed as Vs =
{

Vs
1 , Vs

2 , · · · , Vs
n+1
}

based on the n + 1 points. s is the
simplex iteration number with its initial value set to 0. The corresponding performance
response ITAE vector Fs =

{
Fs

1 , Fs
2 , · · · Fs

n+1
}

is garnered by a series of experiments.
Step 3: Simplex Sorting.
The current simplex will be sorted according to their corresponding performance

index Fs. The sorted simplex will be denoted as Vs∗ with the following relation:

Fs∗
1 ≤ Fs∗

2 ≤ · · · Fs∗
n ≤ Fs∗

n+1 (7)

Thus, Vs∗
1 is the vertex with the best response (with the smallest ITAE quality), Vs∗

n is
the vertex with the next-to-the-worst response, Vs∗

n+1 is the vertex with the worst response.
The simplex iteration number will be updated by s = s + 1.

Step 4: Reflection.
The reflection point Vs

re f will be generated as below:

Vs
re f = (1 + α)Vs

c − αVs∗
n+1 (8)

The centroid of all the vertices except Vs∗
n+1 is expressed as:

Vs
c =

(
n

∑
i=1

Vs∗
i

)
/n (9)

Conduct the experiments to evaluate the ITAE performance index Fs
re f at the reflection

point. If Fs
re f < Fs∗

1 , the expansion operation should be executed; thus, the procedure goes
to Step 5. If Fs∗

1 ≤ Fs
re f ≤ Fs∗

n , the procedure goes to Step 8. If Fs
re f > Fs∗

n , the contraction
operation should be conducted, the procedure goes to Step 6.

Step 5: Expansion.
The expansion point Vs

exp is generated with the following expansion rule:

Vs
exp = (1− γ)Vs

c + γVs
re f (10)

The experiment will be conducted and the ITAE performance index Fs
exp would be

evaluated. If Fs
exp ≤ Fs

re f , the expansion is successful, Vs∗
n+1 would be replaced by Vs

exp.
Otherwise, the worst vertex with the highest ITAE would be substituted by the reflection
point. At last, the procedure goes to Step 8.

Step 6: Contraction.
The contraction point Vs

ct could be calculated as below:

Vs
ct = (1− β)Vs

c + βVs
max/re f (11)

where Vs
max/re f is the reference point for the contraction. The contraction operation consists

of two modes: (i) inside contraction, (ii) outside contraction. The choice of the reference
Vs

max/re f depends on the contraction mode.
Case 1: Inside contraction.
When Fs

re f ≥ Fk∗
n+1, let Vs

max/re f = Vs∗
n+1, Fs

max/re f = Fs∗
n+1; conduct the experiments to

evaluate the ITAE index Fs
ct. If Fs

ct ≤ Fs∗
n+1, the contraction is accepted.

Case 2: Outside contraction.
When Fk∗

n ≤ Yre f ≤ Fk∗
n+1, let Vs

max/re f = Vs
re f , Fs

max/re f = Fs
re f ; conduct the experiments

to evaluate the ITAE index Fs
ct. If Fs

ct ≤ Fs
re f , the contraction is accepted.

If the contraction is accepted, replace Vs∗
n+1 with Vs

ct and go to Step 8. Otherwise, if the
contraction is refused, go to Step 7 for a shrink operation.

Step 7: Shrink.
The shrink operation is generated as below:

Vs∗
i = (1− δ)Vs∗

1 + δVs∗
i , i = 2, · · · , n + 1 (12)
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The best vertex will be retained. All the vertices, except the best one, are updated
according to Equation (12). The ITAE performance indices of the updated vertices will be
measured and updated.

Step 8: Termination.
The termination module will judge the termination rule based on the revised iteration

termination control strategy.
The traditional simplex-search method was revised according to the knowledge-

informed idea in this study. A data-driven method, the GK-SS, was reformulated. The
GK-SS deals with the act of optimization as an entirety. The two key modifications are
detailed in the following subsections, respectively.

3.2.2. Search Mechanism Modification

The search mechanism was redesigned from the idea of Dimension I of the efficiency
promotion. The revised mechanism was conducive to the rapid descent of the optimization
process. To build a more efficient knowledge-informed mechanism, the traditional SS was
reviewed. The essence of the SS’s principle was further revealed and strengthened. The SS is
reshaped to construct a new quantity-quasi-gradient estimation from the above perspective.
With this new quantity, the quasi-historical gradient estimation information can be recorded
and utilized to improve the accuracy of the quasi-gradient estimations for the simplex
search method. Once the accuracy of the gradient estimations improved, the simplex-search
method’s efficiency would be enhanced accordingly. Figure 6. demonstrates the schematic
diagram of the quasi-gradient estimation compensation mechanism of the GK-SS. It can be
seen from the figure that the compensated search direction will approach the theoretical
steepest search direction with the help of the historical quasi-gradient estimations.
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Hence, a specific simplex search mechanism was proposed, which incorporates the
historical quasi gradient estimations to facilitate the optimization. The quasi-gradient
estimation is expressed as follows:

G̃s
c = Vs∗

n+1 −Vs
c (13)

where G̃s
c is the estimated quasi-gradient for current simplex (EGCS) at the sth simplex.

The iteration strategy of the simplex search method is represented as below:

Vs
vertex_new = Vs

c − ξG̃s
c (14)

where ξ is the estimated step size of the method, which is determined by the status of the
current simplex.

To integrate the historical knowledge to compensate the gradient estimation accuracy
at the current simplex, the compensated composite gradient for the current simplex (CCG)
is defined as follows:

Ĝs
c = ρsĜs−1

c + (1− ρs)G̃s
c , Ĝ1

c = G̃1
c (15)

where Ĝs
c is the CCG at the sth simplex, Ĝs−1

c is the CCG at the (s − 1)th simplex, Ĝ1
c is the

CCG at the 1st simplex. ρs is the gradient compensation coefficient at the sth simplex.
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The gradient compensation coefficient updating rule is as below:

ρs = ρF −
∆ρinit

sτ
(16)

where ρF is an upper limit that a CCG approached, which is set to 0.5 by default, ∆ρinit is
the initial deviation between ρF and its lower limit, which is set to 0.2 by default, and τ is
an exponential coefficient.

The original reflection operation, Equation (8), should be substituted as follows:

Vs
re f = Vs

c − αĜs
c (17)

The expansion operation would be revised as below:

Vs
exp = (1− γ)Vs

c + γVs
re f = Vs

c − αγĜs
c (18)

The outside contraction is as follows:

Vs
oct = (1− β)Vs

c + βVs
re f = Vs

c − αβĜs
c (19)

The inside contraction is as below:

Vs
ict = (1− β)Vs

c + βVs
n+1 = Vs

c + βĜs
c (20)

The quasi-gradient information is incorporated with the above modification, and
the revised mechanism is formulated. The different search mechanisms of the traditional
simplex-search and the revised method are illustrated and compared in Figure 7. The
revised GK-SS method is a typical knowledge-informed optimization strategy that utilizes
the historical quasi-gradient estimations to compensate for the search direction at each
simplex iteration. In a statistical sense, this strategy could significantly accelerate the search
rate of the optimization.
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3.2.3. Iteration Termination Control Modification

Data-driven optimization relies on commissioning experiments. Hence, from Dimen-
sion II, the efficiency may be promoted through timely termination of the optimization
progress. Usually, when the optimization progress goes into the stagnation zone, the im-
provement in the optimization becomes significantly slight. Too many experiments may
only lead to trivial promotion. To reduce the commissioning costs, proper termination crite-
ria should be developed. If the optimization progress could be monitored, the optimization
method may construct a proper termination rule to timely terminate the optimization. In
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this study, iteration termination control strategy was designed to take advantage of the
achievement estimation of the optimization process to discover the proper time to terminate
the optimization progress [23].

Figure 8 shows the framework of the revised iteration termination strategy. The
procedure can be divided into seven steps as follows:
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Step 1: Historic iteration function sequence updating.
Historic iteration function sequence, SH, is a self-increasing sequence storing the

function evaluations of all the historic iteration points. When a new iteration point is
generated, and the corresponding experiment is conducted, the evaluation of the ITAE
index will be recorded. Then, the Sequence SH will grow with the new evaluation.

Step 2: Relative optimality sequence updating.
In this stage, the historic iteration function sequence will be sorted according to the

magnitude of the control performance index. The best index is gained and recorded
iteratively, and a relative optimality sequence, SRO, is updated sequentially with the current
best index.

SRO(i) = min(SH) (21)

where i is the current count number of the iterations.
Step 3: Smoothing tendency sequence updating.
The relative optimality sequence is further smoothed by a moving average method.

Then, the tendency sequence SST is obtained as below:

SST(i) =


1
i

i
∑

k=1
SRO(k), i ∈ [1, ˘(n + 1));

1
˘(n+1)

i
∑

k=i−λ(n+1)−1
SRO(k), i ∈ [λ(n + 1), +∞).

(22)

where n is the parameters dimension, λ is the smoothing coefficient.
Step 4: Smoothing termination sequence updating.
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To obtain a more meaningful sequence, another smooth action is conducted further.
The termination sequence STM, to be utilized for the termination control, is generated. It is
a monotonically decreasing sequence. Its formulation rule is defined as below:

STM(i) =


1
i

i
∑

k=1
SST(k), i ∈ [1, η(n + 1));

1
η(n+1)

i−η(n+1)+1
∑

k=i
SST(k) , i ∈ [η(n + 1), +∞).

(23)

Step 5: Differential control sequence updating.
The differential control sequence ∆STM is formulated as below:

∆STM(i) =
{

1, i ∈ [1, η(n + 1)]
STM(i)− STM(i− η(n + 1) + 1), i ∈ [η(n + 1),+∞]

(24)

Step 6: Iteration termination factor calculation & normalization.
To evaluate the relative progress of the optimization, the termination factor ξ(i) is defined:

ξ(i) =

{
0,
∆STM(i)
STM(i)

. (25)

It indicates the ratio of the control performance improvement at the current point.
However, the numerical range of this factor is too broad, which is highly related to

the specific problems and the optimization process at different times, so it may appear at
different scales when used to judge the status of the optimization process. In fact, in the
actual operation of the SG level control performance optimization, the termination factor
may vary quite sharply. It may deteriorate the function of the iteration termination control.
Hence, a further normalization mechanism was invented to cope with this challenge.

Considering the consistency of the judgment factor, the factors should be reformulated.
Each calculated factor is added to form a sequence; thus, a termination factor sequence Sξ

is generated.
A new normalized sequence is defined as below:

ς(k) =
ξ(k)−min

(
Sξ

)
max

(
Sξ

)
−min

(
Sξ

) , k = 1, · · · , i. (26)

At each iteration, every element of the entire sequence will be recalculated, and the
sequence is scrolled.

Step 7: Termination criteria judgment.
When the current judgment factor is small enough, i.e., ς(i) < ςT (ςT is the tolerance),

the progress at the current iteration is so slight that the termination criteria may be satis-
fied. However, to avoid the prematurity of optimization, further verification should be
conducted. The iteration terminate rule is defined as:

(ς(i) < ςT) ∩ (κ = κF) (27)

where κF is the repeating coefficient set by the engineers, κ is a counter representing the
number of successive iterations that satisfies the former tolerance.

When Equation (27) is satisfied, the controller parameters optimization process will be
terminated. The optimal settings will be set on the controller for the SG level control.

The anatomy of the GK-SS, including the two modifications, is illustrated in Figure 9.
The primary mechanism of the GK-SS uses knowledge of historical quasi-gradient infor-
mation generated during the iteration of the simplices to predict more accurate search
directions and uses the historical iteration function evaluations to monitor the optimization
progress. The revised method leverages synergies across different mechanisms within
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the data-driven optimization strategy. With these two modifications, the efficiency of the
optimization would be enhanced.
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4. Simulation Experimental Setup

Considering the feasibility of verifying the proposed methodology’s effectiveness
and efficiency, a simulation platform for the SG level control system was established. The
platform consists of the process model of the steam generator, the control scheme, and the
controller parameters.

The general structure of a steam generator is illustrated in Figure 10. A highly complex
and nonlinear system should adopt a suitable simplified model for the controller design. A
widely used simplified steam generator level model was proposed by Irving et al. [2] and
was adopted as the process model. The model captures the essential dynamics of the steam
generator and is widely used for the simulation and control of the steam generator level
process. The transfer function of the model is as follows:

Y(s) =
G1

s
(Qe(s)−Qv(s))−

G2

1 + τ2s
(Qe(s)−Qv(s)) +

G3(s)
τ−2

1 + 4πT−2 + 2τ−1
1 s + s2

Qe(s) (28)

where Y (s) is the output of the model, which represents the narrow range water level of
the steam generator. Qe (s) and Qv (s) are the inputs to the steam generator, where Qe (s)
represents the feed water rate and Qv (s) is the steam rate.
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In Equation (28), the output is comprised of three terms. The first term represents the
water level due to the total mass inventory in the steam generator. The second term repre-
sents the negative thermal effect of the “swell and shrinks” phenomenon. It produces an
unstable zero, which accounts for the non-minimum phase behavior of the steam generator.
The third term represents the mechanical oscillations caused by the feed water rate [31].

G1, G2, G3, τ1, τ2, and T are the parameters of the steam generator model. G1 is the
magnitude of the mass capacity effects, G2 is the magnitude of the “swell and shrinks”
phenomenon, and G3 is the magnitude of the mechanical oscillation. τ1, τ2 are the damping
time constants. T is the period of the mechanical oscillation. All these parameters are highly
related to the turbine load of the nuclear power plant. When the power level P (% Full
Power, % FP) varies, the parameters should be changed. To represent the SG with the full
power range, the model parameters at different power levels have been identified from
experimental data by Irving, E., and the identified parameters are given in Table 1.

Table 1. Parameters of the simplified steam generator model.

P (% FP) 5 15 30 50 100

G1 0.058 0.058 0.058 0.058 0.058
G2 9.63 4.46 1.83 1.05 0.47
G3 0.181 0.226 0.310 0.215 0.105
τ1 41.9 26.3 43.4 34.8 28.6
τ2 48.4 21.5 4.5 3.6 3.4
T 119.6 60.5 17.7 14.2 11.7

Qv (s) (kg/s) 57.4 180.8 381.7 660 1435

A three-element control system with a cascade PID control scheme was adopted to
achieve a suitable control target. The diagram of the control system is demonstrated
in Figure 11.
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This three-element scheme takes the feedwater flow as the internal disturbance, treats
its signal as the second controlled variable, and regulates it through the vice-loop controller.
Meanwhile, the scheme takes the steam flow as the external disturbance and adds it to the
vice-loop controller in a feedforward way. With this architecture, the negative feedback of
feedwater flow disturbance reduces the system’s dynamics, while the feedforward of the
steam flow weakens the phenomenon of “swell and shrinks” effects; thus, the stability and
rapidity of the system operation could be improved.

However, the controller parameters of the cascade PID controller still have a significant
impact on the performance of the steam generator control system. To further promote
the performance of the steam generator control system, the controller parameters need to
be improved.

The cascade PID scheme consists of two independent PID controllers: the principal
regulator and the auxiliary regulator. Each PID controller has the control scheme as follows:

G(s) = kP +
kI
s
+ kDs (29)

where kP represents the proportion gain, kI represents the integral gain, kD represents the
derivative gain.

As the process and the architecture of the control system have been determined,
the system’s performance will be mainly affected by the parameters of the two PID con-
trollers. The PID parameters of the control system to be optimized can be defined as
X = [x1, x2, x3, x4, x5, x6]T. As a particular industrial process, the NPP should be kept stable
during the PID parameters tuning process in the plant commission. Hence, the feasible
region of the PID parameters, determined by the recommendation of the plant design
specification and the engineers’ experience, guarantee the system’s stability. As a result,
the performance optimization of the NPP control system is an optimization process on the
premise of the stability of the control system. Therefore, the stability of the control system,
as an implicit assumption, does not need to be further discussed in this paper. The feasible
region of the PID parameters in this study is shown in Table 2.

Table 2. Feasible regions of the cascade Proportional-Integral-Derivative (PID) control system.

Variable No. Description Low Limits Upper Limits

x1 kP of the principal regulator 0.077 0.3
x2 kI of the principal regulator 2.3 × 10−4 2.3 × 10−3

x3 kD of the principal regulator −0.6 2.65
x4 kP of the auxiliary regulator 1 1.5
x5 kI of the auxiliary regulator 0.3 0.8
x6 kD of the auxiliary regulator 0 0.5
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The above platform was built based on Simulink® v2021a. To search for the opti-
mal PID parameters, the proposed method was formulated and verified based on the
simulation platform.

A typical transient condition was adopted to verify the method at the same conditions.
For each simulation experiment, the nuclear power plant is firstly operated at the initial
condition for 100 s; then, the transient is actuated. After the actuation of the transient, the
nuclear power plant model will run for 1100 s to ensure the plant return to a new steady
state. The steam generator level response is recorded during the process, and the ITAE
index is calculated after each simulation. The results can be analyzed in the next section.

5. Results and Discussion

The revised simplex search-based MFO (GK-SS-based MFO) was conducted on the
above simulation platform. To verify the effectiveness of the improved method and its
efficiency relative to the traditional method, two groups of tests, including the effectiveness
test and the efficiency test, are designed, respectively, for the verification.

5.1. Effectiveness Test

Firstly, without loss of generality, a randomly initial point x1 = [0.077, 0.0003, 0.2,
1, 0.5, 0]T was selected. The steam generator model was operated at 100%FP. The same
test condition was implemented on each iteration experiment in this test. The GK-SS
was conducted, and the optimization results were recorded. The optimization trajectory
represented by ITAE is demonstrated in Figure 12. It can be observed that the param-
eters tuning with a significant performance improvement had finished in a relatively
limited iteration number. With the GK-SS’s optimization process, the ITAE index con-
tinued to decline. The controller parameters were perturbed dynamically during the
tuning process, iteration by iteration. The trajectories of the controller parameters can
be seen in Figure 13. Finally, the optimized point achieved by the GK-SS-based MFO
is xopt = [0.26, 0.0023, −0.4331, 1.4883, 0.8, 0.3047]T. To show the performance differences
between the initial guess x1 and the optimized point xopt, the level responses under the
two different settings are shown in Figure 14. From the figures, it can be seen clearly that a
significant improvement was obtained from x1 to xopt with the help of the GK-SS.
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The effectiveness of the iteration termination control was verified further. Another
initial point was selected. The termination factor was recorded and plotted. The trajectory
of the termination factor is demonstrated in Figure 15. It can be seen that the termination
factor firstly went up with the optimization descending process, then the factor went down
as it gradually entered the stagnation zone. The termination factor tolerance was set to
0.2. The optimization progress stopped in four successive iterations as the termination
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factor successively became smaller than the tolerance. A total of 24 iterations was spent on
this test.
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To show the effectiveness from different initial points, three different initial points
were chosen randomly. The optimization trajectories are demonstrated in Figure 16. All the
optimization runs behaved similarly in the optimization tendency, in that the method was
effective from different initial points.
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To show the effectiveness of the GK-SS on different operation conditions, two operation
scenarios under different power levels were selected—one case from the 100% FP, another
one from the 50% FP. The optimization trajectories are shown in Figure 17. It can be seen
clearly that the GK-SS behaved well under both scenarios.
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According to the above tests, the effectiveness of the revised simplex-search-based
MFO was clearly demonstrated.

5.2. Efficiency Test

From the above tests, the revised method, GK-SS, was showcased to be effective on
the performance optimization of the SG level control system. However, the efficiency
improvement of the GK-SS relative to the traditional simplex search method should be
tested further. The same optimization test framework, a sequential Latin Hypercube
Sampling (LHS) strategy, proposed in [17], was incorporated. In the test framework, for
a single batch, the regular LHS is adopted, generating a sample of randomly distributed
initial points. Then, to investigate the method’s tendency with the enhancement of the
sample, the same LHS operation is repeated sequentially. A repeated number of LHS tests
were conducted to form a series of LHS sample tests to monitor the tendency. This kind
of design of experiments (DOE) may cover enough initial points that it will provide a
statistical result to show the relative efficiency of the GK-SS method.

In the test, the dimension of the process conditions was 6. Considering adopting a
reasonable level for the controller parameters, each parameter was equally divided into
ten levels. For a single LHS, ten independent sampling points were generated randomly.
To evaluate the performance of an optimization run objectively, the iteration number of
the transient process on performance optimization was selected as a critical index to show
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the efficiency of the method. The average iteration number was calculated to reflect the
relative performance of the two methods on each batch. In this test, the batch number of the
sequential design was set to 100, that is, 100 LHS batches with a total of 1000 optimization
runs. This quantity of the randomly selected initial points could provide enough samples
for the statistical analysis of the method’s performance.

For comparison, both the GK-SS and the SS were implemented, respectively. All the
experiments were carried out under identical test conditions, with only the difference in
the initial points. The results of every LHS batch were recorded and observed. The dot
diagram of the averaged iteration number for each LHS batch is shown in Figure 18a.
It can be seen from the figure that the average iteration number per LHS batch varied
considerably for both methods. However, it was observed that the iteration number of the
SS was significantly greater than the GK-SS. From the perspective of statistical view, the
accumulated averaged iteration number of the GK-SS is illustrated in Figure 18b. It can
be seen from the figure that the accumulated average iteration number of the GK-SS was
significantly decreased relative to the SS. The sequential LHS design provided an angle of
view to observe the trend of the performance indices with the increase of independent initial
points. Figure 18b showed the accumulated average iteration number trajectories of the GK-
SS and the SS. In the initial LHS batches, due to the limited coverage of the total samples,
it was shown that there were minor fluctuations in the trajectory. With the proceeding
of LHS batches, the number of samples covered increases gradually. Correspondingly,
the cumulative performance indices converged to a stable value gradually. The average
performance in the feasible region could exhibit convergence characteristics under the
cumulative effect, and the variability in the performance of the methods is thus eliminated.
This could reveal the relative performance between the two methods.
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Although the GK-SS behaved better in the optimization efficiency, the optimization
results obtained by it may not be improved. Figure 19a shows the average optimal ITAE
index obtained of each batch for the SS and the GK-SS, and Figure 19b shows their accu-
mulated average optimal ITAE index. The trajectories indicated that the GK-SS behaved a
little worse than the SS on the final optimal outputs. However, the deficiency was so minor
that it still can be concluded that the two methods could obtain similar optimal results.
The deficiency phenomenon was reasonable, because the principle of the GK-SS lies in the
efficiency promotion to enhance the economy index on the iteration number, not in the
promotion of the optimal results. Considering that a little sacrifice of the optimality can be
exchanged for the improvement of the economy index, GK-SS is still an efficient method.
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To sum up, the performance efficiency indices are demonstrated in Figure 20. Figure 20a
illustrates the average iteration number of the two methods. Downward trends in iteration
number statistics of the GK-SS relative to the traditional simplex search method suggested
that the revised method is relatively more efficient. It can be observed that the average
iteration number diminished significantly, with a reduction of 22.9%.
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Figure 20b demonstrates the performance statistics of the GK-SS relative to the tradi-
tional method. It can be seen that the GK-SS behaved better than the traditional method
in almost 63% of cases. Accordingly, the results showed that the revised method had
an appreciable effect on efficiency promotion. Hence, it was indicated that the GK-SS is
efficient for the performance optimization of the steam generator level control.

6. Conclusions

In this study, a revised simplex search method, GK-SS, was proposed to optimize the
performance of the steam generator level control system. With the data-driven optimization
scheme that we proposed, the GK-SS deals with the act of data-driven optimization entirely.
Hence, there are two critical modifications with the GK-SS-based data-driven method,
covering all the dimensions on the efficiency promotion of the data-driven method. With
the two modification mechanisms, the historical information generated in the optimization
progress was fully utilized to guide the search direction and monitor the optimization
progress. The simulation experiment indicated that the revised method could quickly
converge to the optimal parameter settings. Further, the deliberately designed statistical
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experiments also showcased that the revised method significantly fortified the efficiency of
the data-driven optimization method. Thus, it can be concluded that the revised simplex
search method was effective and efficient in controller parameters optimization of the SG
level control system. This method can be applied to other similar controller parameters
optimization problems in the process control of all kinds of nuclear power plants.
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Abbreviations

CCG compensated composite gradient for the current simplex
DOE design of experiments
EGCS estimated quasi-gradient for current simplex
FP full power
GK-SS knowledge-informed simplex search based on historical gradient approximations
ITAE integral of time multiply by absolute error
LHS Latin hypercube sampling
MFO model-free optimization
NPP nuclear power plant
OE optimization efficiency index
PID Proportional-Integral-Derivative
PWR pressurized water reactor
SG steam generator
SS simplex search method
SPSA simultaneous perturbation stochastic approximation
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