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Abstract

A tautological system, introduced in [20][21], arises as a reg-
ular holonomic system of partial differential equations that gov-
erns the period integrals of a family of complete intersections in a
complex manifold X , equipped with a suitable Lie group action.
A geometric formula for the holonomic rank of such a system
was conjectured in [5], and was verified for the case of projec-
tive homogeneous space under an assumption. In this paper, we
prove this conjecture in full generality. By means of the Riemann–
Hilbert correspondence and Fourier transforms, we also generalize
the rank formula to an arbitrary projective manifold with a group
action.

1. Introduction

Let G be a connected algebraic group over a field k of characteristic
zero. Let X be a projective G-variety and let L be a very ample G-
linearized invertible sheaf over X which gives rise to a G-equivariant
embedding

X → P(V ),

where V = Γ(X,L)∨. Let r = dimV . We assume that the action of
G on X is locally effective, i.e. ker(G → Aut(X)) is finite. Let Gm be

the multiplicative group acting on V by homotheties. Let Ĝ = G×Gm,
whose Lie algebra is ĝ = g ⊕ ke, where e acts on V by identity. We
denote by Z : Ĝ → GL(V ) the corresponding group representation, and
Z : ĝ → End(V ) the corresponding Lie algebra representation. Note
that under our assumptions, Z : ĝ → End(V ) is injective.

Let ı̂ : X̂ ⊂ V be the cone of X, defined by the ideal I(X̂). Let
β : ĝ → k be a Lie algebra homomorphism. Then a tautological system
as defined in [20][21] is the cyclic D-module on V ∨

τ(G,X,L, β) = DV ∨/DV ∨J(X̂) +DV ∨(Z(ξ) + β(ξ), ξ ∈ ĝ),

where
J(X̂) = {D̂ | D ∈ I(X̂)}

Received June 24, 2015.

325



326 A. HUANG, B. H. LIAN & X. ZHU

is the ideal of the commutative subalgebra C[∂] ⊂ DV ∨ obtained by

the Fourier transform of I(X̂) (see §A for the review of the Fourier
transform and in particular (A.6) for the notation).

Given a basis {ai} of V , we have Z(ξ) =
∑

ij ξijai∂aj , where (ξij)
is the matrix representing ξ in the basis. Since the ai are also linear
coordinates on V ∨, we can view Z(ξ) ∈ Derk[V ∨] ⊂ DV ∨ . In particular,
the identity operator Z(e) ∈ EndV becomes the Euler vector field on
V ∨.

We recall the main motivation for studying tautological systems. Let
X ′ be a compact complex manifold (not necessarily algebraic), such
that the complete linear system of anticanonical divisors in X ′ is base
point free. Let π : Y → B := Γ(X ′, ω−1

X′ )sm be the family of smooth
CY hyperplane sections Ya ⊂ X ′, and let Htop be the Hodge bundle
over B whose fiber at a ∈ B is the line Γ(Ya, ωYa) ⊂ Hn−1(Ya), where
n = dimX ′. In [21], the period integrals of this family are constructed
by giving a canonical trivialization of Htop. Let Π = Π(X ′) be the
period sheaf of this family, i.e. the locally constant sheaf generated by
the period integrals (Definition 1.1 [21].)

Let V = Γ(X ′, ω−1
X′ )∨, X be the image of the natural mapX ′ → P(V ),

and L = OX(1). Let G be a connected algebraic group acting on X.

Theorem 1.1. The period integrals of the family π : Y → B are
solutions to

τ = τ(G,X,L, β0),
where β0 is the Lie algebra homomorphism which vanishes on g and
β0(e) = 1.

This was proved in [20] for X ′ a partial flag variety, and in full gener-
ality in [21], where the result was also generalized to hyperplane sections
of general type.

We note that when X ′ is a projective homogeneous manifold of a
semisimple group G, in which case we have X = X ′, τ is amenable to
explicit descriptions. For example, one description says that the tauto-
logical system can be generated by the vector fields corresponding to the
linear G action on V ∨, and a twisted Euler vector field, together with
a set of quadratic differential operators corresponding to the defining
relations of X in P(V ) under the Plücker embedding. The case where
X is a Grassmannian has been worked out in detail [20]. Furthermore,
when the middle primitive cohomology Hn(X)prim = 0, it is also known
that the system τ is complete, i.e. the solution sheaf coincides with the
period sheaf [5].

We now return to a general tautological system τ . Applying an ar-
gument of [16], we find that if G acts on X by finitely many orbits, and

if the character D-module on Ĝ

Lβ := DĜ/DĜ(ξ + β(ξ), ξ ∈ ĝ)
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on Ĝ is regular singular, then τ is regular holonomic. See [20] The-
orem 3.4(1). In this case, if X = ⊔r

l=1Xl is the decomposition into
G-orbits, then the singular locus of τ is contained in ∪r

l=1X
∨
l . Here

X∨
l ⊂ V ∨ is the conical variety whose projectivization P(X∨

l ) is the
projective dual to the Zariski closure of Xl in X. From now on we
assume that G acts on X by finitely many orbits, and Lβ is regular
singular. Note that the latter assumption is always satisfied when G is
reductive.

Let us now turn to the main problem studied in this paper. In the
well-known applications of variation of Hodge structures in mirror sym-
metry, it is important to decide which solutions of our differential system
come from period integrals. By Theorem 1.1, the period sheaf is a sub-
sheaf of the solution sheaf of a tautological system. Thus an important
problem is to decide when the two sheaves actually coincide, i.e. when
τ is complete. If τ is not complete, how much larger is the solution
sheaf relative to the period sheaf? From Hodge theory, we know that
(see Proposition 6.3 [5]) the rank of the period sheaf is given by the
dimension of the middle vanishing cohomology of the smooth hypersur-
face Ya. Therefore, to answer those questions, it is clearly desirable to
know precisely the holonomic rank of τ . For a brief overview of known
results on these questions in a number of special cases, see Introduction
in [5].

Conjecture 1.2. (Holonomic rank conjecture) LetX be an n-dimen-
sional projective homogeneous space of a semisimple group G. The
solution rank of τ = τ(G,X,ω−1

X , β0) at the point a ∈ V ∨ is given by
dimHn(X − Ya).

In [5], the following is proved:

Theorem 1.3. Assume that the natural map

g⊗ Γ(X,ω−r
X ) → Γ(X,TX ⊗ ω−r

X )

is surjective for each r ≥ 0. Then conjecture 1.2 holds.

In this paper, we prove this in full generality.

Theorem 1.4. Conjecture 1.2 holds.

This will be proved in §2. There are at least two immediate applica-
tions of this result. First we can now compute the solution rank for τ
for generic a ∈ V ∨.

Corollary 1.5. The solution rank of τ at a smooth hyperplane section
a is

dimHn(X)prim + dimHn−1(Ya)− dimHn+1(X),

where the first term is the middle primitive cohomology of X = G/P
with n = dimX.
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The last two terms of the rank above can be computed readily in
terms of the semisimple group G and the parabolic subgroup P by the
Lefschetz hyperplane and the Riemann–Roch theorems. (See Exam-
ple 2.4 [20].) A second application of Theorem 1.4 is to find certain
exceptional points a in V ∨ where the solution sheaf of τ degenerates
“maximally”.

Definition 1.1. A nonzero section a ∈ V ∨ = Γ(X,ω−1
X ) is called

a rank 1 point if the solution rank of τ at a is 1. In other words,
HomDV ∨

(τ,OV ∨,a) ≃ C.

Corollary 1.6. Any projective homogeneous variety admits a rank 1
point.

We will construct these rank 1 points in two explicit but different
ways. The first, which works for G = SLl, is a recursive procedure that
produces such a rank 1 point by assembling rank 1 points from lower step
flag varieties, starting from Grassmannians, and by repeatedly applying
Theorem 1.4. The second way, which works for any semisimple group
G, is by using a well-known stratification of the flag variety G/B to
produce an open stratum in X = G/P with a one-dimensional middle
degree cohomology. The complement of this stratum is an anticanonical
divisor, hence a rank 1 point of X by Theorem 1.4.

The geometric formula in Conjecture 1.2 appears to go well beyond
the context of homogeneous spaces. Theorem 1.4 can be seen as a special
case of the following much more general theorem. Consider a smooth
projective G-variety X with L = ω−1

X very ample. Set τ = τ(G,X,L, β)
and V ∨ = Γ(X,L). We introduce some more notations. Let L∨ be the

total space of L and L̊∨ be the complement of the zero section. Let

ev : V ∨ ×X ։ L
∨, (a, x) �→ a(x)

be the evaluation map, and L⊥ := ker(ev). Finally let

π∨ : U := V ∨ ×X − L
⊥ → V ∨.

Note that this is the complement of the universal family of hyperplane
sections L⊥

։ V ∨, (a, x) �→ a. Put

DX,β = (DX ⊗ kβ)⊗U ĝ k,

where kβ is the 1-dimensional ĝ-module given by the character β (see
§A for the notations). Set r := dim(V ). We now state the main result
of this paper.

Theorem 1.7. For β(e) = 1, there is a canonical isomorphism

τ ≃ H0π∨
+(OV ∨ ⊠DX,β)|U .

Corollary 1.8. Suppose G acts on X by finitely many orbits, and
k = C. Then the solution rank of τ at a ∈ V ∨ is given by dimHn

c (Ua,
Sol(DX,β)|Ua), where Ua = X − Ya.
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More generally, we have

Theorem 1.9. For β(e) /∈ Z≤0, and L = ω−1
X , there is a canonical

isomorphism
τ ≃ H0π∨

+ev
!(D

L̊∨,−β′′)[1− r].

Here the Lie algebra homomorphism β′′: ĝ → k is defined as

(1.1) β′′(ξ) = trZ(ξ)− β(ξ), ξ ∈ g, β′′(e) = 1− β(e).

In addition to proving Conjecture 1.2 as a special case, Theorem 1.7
can also be used to derive the well-known formula for the solution rank
of a GKZ system [10] at generic point a. But since Corollary 1.8 holds
for arbitrary a ∈ V ∨, it holds in particular for a corresponding the
union of all T -invariant divisors in X (which is anticanonical). In this
case, Theorem 1.7 implies that a is a rank 1 point – a result of [12]
based on Gröbner basis theory but motivated by applications to mirror
symmetry. Thus Theorem 1.7 and Corollary 1.8 interpolate a result of
[10] and [12] by unifying the rank formula at generic point and at those
exceptional rank 1 points, and at the same time, generalize them to an
arbitrary G-variety.

Theorems 1.9 and 2.1 are clearly motivated by period integral prob-
lems in Calabi–Yau geometry. Equally important parallel problems for
manifolds of general type have also been systematically studied [9][21].
In this paper, we develop the general type analogues of those two main
theorems. Roughly speaking, ω−1

X is replaced by an arbitrary very ample
invertible sheaf L on X, and τ by a larger differential system defined
on Γ(X,L)∨ × Γ(X,L ⊗ ωX)∨. This class of systems arise naturally
from period integrals of general type hypersurfaces in X. The precise
statements will be formulated and proved in §6 and §7.1.

As it is well-known, for the universal family of CY hypersurfaces in
a given toric variety X, the GKZ system τ whose solutions include the
period integrals of the family, is never complete. That is, its solution
sheaf is always strictly larger than the period sheaf. While the period
sheaf is by construction geometrical in nature, physicists have conjec-
tured that the solution sheaf too has a purely geometrical origin. In fact,
they have shown in some special cases that the solution sheaf of τ in
this case are in fact integrals over topological chains with boundary on
certain distinguished divisors in X [2]. It turns out that Theorems 2.1
and 6.2 can be used to prove precisely this statement in general. This
will appear in our forthcoming paper [14], where we will also generalize
the chain integral construction to a large class of G-varieties including
toric varieties. We should also mention that some special cases of these
chain integral solutions appear as an important ingredient, in the study
of the arithmetic of Calabi–Yau varieties over finite fields [8].

We now outline the paper. In §2, we prove Theorem 1.7 and a number
of its consequences, including Theorem 1.4. We also describe explicitly
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the “cycle-to-period” map Hn(X−Ya) → HomDV ∨
(τ,OV ∨,a) as a result

of Theorem 1.7, and use it to answer a question recently communicated
to us by S. Bloch. While §2 deals only with the case β(e) = 1, we
remove this assumption in §§3–5. In §3, we study the !-fibers of τ , and
describe some vanishing results at the special point a = 0. We describe
the geometric set up in §4 for proving Theorem 1.9. The key step of the
proof, involving an exact sequence for τ , is done in §5. In §6 and §7.1,
we prove the general type analogues of Theorems 1.9 and 2.1. Finally,
we apply our results to construct rank 1 points for partial flag varieties
in the case G = SLl in §§9–10, and for general semisimple groups in §8.
The appendix §A collects some standard facts on D-modules.

Acknowledgements. S. Bloch has independently noticed the essential
role of the Riemann–Hilbert correspondence in connecting the de Rham
cohomology and solution sheaf of a tautological system. We thank him
for kindly sharing his observation with us. We also thank T. Lam for
helpful communications. A.H. would like to thank S.-T. Yau for advice
and continuing support, especially for providing valuable resources to
facilitate his research. B.H.L. is partially supported by NSF FRG grant
DMS 1159049. X.Z. is supported by NSF grant DMS-1313894 and DMS-
1303296 and the AMS Centennial Fellowship.

2. CY hyperplane sections

We begin with Theorem 1.7: X is a G-variety with L = ω−1
X very

ample, and β(e) = 1. This is in fact a special case of the more gen-
eral Theorem 1.9 and therefore can be also obtained by the methods
introduced in later sections. However, we decide to deal with this case
first for several reasons. On the one hand, the proof given here is dif-
ferent from the later method and is more direct. On the other hand,
the subcase when β(g) = 0, i.e. β = β0, which is important to mirror
symmetry, is already covered by Theorem 1.7.

Let n = dimX. Let U = V ∨ ×X − V (f), where V (f) = L⊥ is the
universal hyperplane section, so that Ua = X−V (fa) where V (fa) = Ya,
the zero locus of the section fa ≡ a ∈ V ∨. Let π∨ : U → V ∨ denote
the projection. The restriction of β to g is still denoted by β when no
confusion arises. Put DX,β = (DX ⊗ kβ)⊗Ug k. Note that if G acts on
X by finitely many orbits, then DX,β is (G,β)-equivariant holonomic
D-module on X (see Lemma A.5 and A.6), and therefore

N := (OV ∨ ⊠DX,β)|U
is a holonomic D-module on U .

Theorem 2.1. Assume that β(e) = 1. Then there is a canonical
isomorphism τ ≃ H0π∨

+N .
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Corollary 2.2. If β(g) = 0. There is a canonical surjective map

τ → H0π∨
+OU .

Proof. Note that there is always a surjective mapDX,0 = DX/DXg →
DX/DXTX = OX . The corollary follows from the fact that π∨

+ is right
exact as π∨ : U → V ∨ is affine. q.e.d.

We turn to the solution sheaf of τ via the Riemann–Hilbert corre-
spondence. Assume G acts on X by finitely many orbits. Let us write
F = Sol(DX,β). This is a perverse sheaf on X.

Corollary 2.3. Let k = C and a ∈ V ∨. Then the solution rank of τ
at a is given by dimH0

c (Ua,F|Ua).

Proof. Denote Sol(N ) = G. According to the Riemann–Hilbert cor-
respondence, Sol(τ) = pR0π∨

! G, where pR0π∨
! denotes the 0th perverse

cohomology of π∨
! . Then the non-derived solution sheaf cl Sol(τ) =

HomDV ∨
(τ,OV ∨) is given byH−r(pR0π∨

! G), the (−r)th (standard) sheaf

cohomology of pR0π∨
! G. However, as Rπ∨

! G lives in positive perverse de-
grees, H−r(pR0π∨

! G) = H−rRπ∨
! G = R−rπ∨

! G. As G = C[r]⊠ F|U , the
claim follows. q.e.d.

Remark 2.1. We will give more explicit descriptions of the perverse
sheaf F in various situations later on. For example, in the case X is a
homogeneous G-variety and β(g) = 0, then F = C[n].

Now we prove Theorem 2.1. We will assume β(g) = 0 to simplify
notations.

Let us write

(2.1) R := DV ∨/DV ∨J(X̂),

which is a leftDV ∨-module. Observe that for any ξ ∈ ĝ, DV I(X̂)Z∨(ξ) ⊂
DV I(X̂), so DV ∨J(X̂)Z(ξ) ⊂ DV ∨J(X̂). Therefore, DV ∨J(X̂) can be
regarded as a right ĝ-module, on which ξ ∈ ĝ acts via the right multi-
plication by Z(ξ). Accordingly, R is also a right ĝ-module. In addition,
by definition we have

(2.2) τ = (R⊗ kβ)⊗ĝ k,

where kβ is the 1-dimensional representation of ĝ defined by β.
We now convert R to a left ĝ-module (cf. [5, §2]). Let {ai} be a basis

of V and {a∗i } the dual basis. Observe that as OV ∨-modules, one can
write

R ≃ OV ∨ ⊗ S,

where

(2.3) S = k[∂ai ]/J(X̂) ≃ OV /I(X̂)
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is identified with the homogeneous coordinate ring of X̂, and OV ∨ acts
on the first factor.1 If we convert the right action of ĝ on R described
above to a left action α, then α will be the sum of the following two
actions: the first is the action of ĝ on the second factor through the dual
representation Z∨ : ĝ → EndV ∨ → EndS, which is denoted by α1; to
describe the second action α2, observe that the natural multiplication
map

(V ⊗ V ∨)⊗ (OV ∨ ⊗ S) → (OV ∨ ⊗ S),

induces V ⊗ V ∨ → EndR and α2 is via Z∨ : ĝ → V ⊗ V ∨ → End(R).
Explicitly, if we write a⊗ b ∈ OV ∨ ⊗ S, then

(2.4) α1(ξ)(a⊗ b) = a⊗ Z∨(ξ)(b).

Let us write Z∨(ξ) = −∑
ij ξijai ⊗ a∗j . Then

(2.5) α2(ξ)(a⊗ b) = −
∑

ij

ξijaai ⊗ ba∗j .

Let f =
∑

ai⊗a∗i ∈ R, which can be regarded as the universal section
of the line bundle OV ∨ ⊠L over V ∨×X. Recall that U = V ∨×X−L⊥.
Then

OU = (OV ∨ ⊗ S(X̂))(f)

is the homogeneous localization of R with respect to f , where the degree
of a ⊗ b ∈ OV ∨ ⊗ S(X̂) is the degree of b in the graded ring S(X̂).
As L−1 = ωX , we can regard f−1 as a rational section of OV ∨ ⊠ ωX ,
regular on U . Then OUf

−1 can be identified with the regular sections
of OV ∨ ⊠ ωX over U . In other words,

(2.6) OUf
−1 ≃ ωU/V ∨ = (OV ∨ ⊠ ωX)|U .

Therefore, it is equipped with a (DV ∨ ⊠ Dop
X )|U module structure (see

[6, VI, §3] for the definition of right DX module structure on ωX). As
g maps to the vector fields on X, OUf

−1 is a DV ∨ × g-module. We
will describe this structure more explicitly. First, we describe the DV ∨-
module structure. Let θ be a vector field on V ∨, and ξ ∈ g. It is enough
to describe θ(f−1) and (f−1)ξ. Let us write Z∨(ξ) = −∑

ij ξijai ⊗ a∗j
as before.

Lemma 2.4. We have

θ(f−1) = −
∑

i θ(ai)⊗ a∗i
f2

∈ OUf
−1,

and

(f−1)ξ = −
∑

ij ξijai ⊗ a∗j
f2

∈ OUf
−1.

1The DV ∨ -module structure on R is given as follows: ∂ai
acts on OV ∨ ⊗ S as

∂ai
⊗ 1 + 1⊗ a∗

i .
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Proof. Let v ∈ V ∨, regarded as a section of L. Then v−1 is a rational
section of ωX , and ω = 1⊗v−1 is a rational section ofOV ∨⊠ωX , obtained
by pullback of a rational section of ωX . Note that g = (1⊗ v)/f ∈ OU ,
and we can write f−1 = g(1⊗v−1). By definition, for a vector field θ on
V ∨, θ(ω) = 0, and for ξ ∈ g, ωξ = −1⊗Lieξv

−1, where Lieξ : ωX → ωX

is the Lie derivative (see [6, VI, §3] for the definition of right D-module
structures on ωX). Therefore

θ(f−1) = θ(g)ω, (f−1)ξ = (gξ)ω − g(1⊗ Lieξv
−1).

Note that

θ(g) = θ(
1

∑
ai ⊗ a∗i

v

) = −
∑

θ(ai)⊗ a∗i
v

(
∑

ai ⊗ a∗i
v )

2

= −g2
∑

θ(ai)⊗
a∗i
v

= −g

∑
θ(ai)⊗ a∗i

f
.

Therefore, the first equation holds. On the other hand

(g)ξ = (
1⊗ v

f
)ξ = −1⊗ Z∨(ξ)(v)

f
−

(1⊗ v)
∑

ξijai ⊗ a∗j
f2

.

To prove the second, we need to understand Lieξv
−1. We consider a

more general situation.
Let X be a Fano variety. Assume that L = ω−1

X is very ample,
and X → P(V ) be the closed embedding where V = Γ(X,L)∨. Then
g = Γ(X,TX) is a Lie algebra and L is naturally g-linearized. Therefore,
V ∨ = Γ(X,L) is a natural g-module with action Z∨ : g → End(V ∨).
As Z∨(ξ) = −∑

ij ξijai ⊗ a∗j , we have Z∨(ξ)(v) = −∑
ij ξijai(v)a

∗
j for

v ∈ V ∨. On the other hand, recall that g acts on ωX by Lie derivatives.
Note that for v ∈ V ∨, v−1 can be regarded as a rational section of ωX .

Lemma 2.5. Let ξ ∈ g, 0 = v ∈ V ∨. Then

Lieξv
−1 = −Z∨(ξ)(v)

v
v−1.

Proof. Consider the 1-parameter subgroup gt = exp(tξ). Then

d

dt
g∗t (v

−1) = −(v ◦ gt)−2 d

dt
(v ◦ gt).

Now set t = 0. q.e.d.

Now Lemma 2.4 follows. q.e.d.

Note that explicitly, the DV ∨ × g-module structure on OUf
−1 can

be described as follows. Let θ = ∂ai be a vector field on V ∨ and ξ =
−∑

ξijai⊗a∗j ∈ g, m = 1
f l+1 (a⊗b) ∈ OUf

−1, where a ∈ OV ∨ and b ∈ S

is homogeneous of degree k, then

∂ai(m) =
∂ai(a)⊗ b

f l+1
+ (−1)l+1(l + 1)

a⊗ ba∗i
f l+2

,



334 A. HUANG, B. H. LIAN & X. ZHU

(m)ξ =
1

f l+1
(a⊗ Z∨(ξ)(b)) − l + 1

f l+2
(
∑

ij

ξijaai ⊗ ba∗j).

We extend this to a ĝ-module by requiring that e acts by zero
on OUf

−1.
Now, we have the following technical lemma. Recall that β(e) = 1.

Lemma 2.6. The map φ : R⊗ kβ → OUf
−1 given by

φ(a⊗ b) =
(−1)ll!

f l+1
a⊗ b

is a DV ∨× ĝ-module homomorphism. In addition, it induces an isomor-
phism

τ = (R⊗ β)⊗ĝ k ≃ (OUf
−1)⊗ĝ k = (OUf

−1)⊗g k.

Proof. A direct calculation shows that φ is a DV ∨ × ĝ-module homo-
morphism. Namely, we know that ∂ai acts on R by ∂ai ⊗ 1 + 1 ⊗ a∗i .
Therefore,

φ(∂ai(a⊗ b)) = φ(∂ai(a)⊗ b+ a⊗ ba∗i )

=
(−1)ll!

f l+1
(∂ai(a)⊗ b) +

(−1)l+1(l + 1)!

f l+2
(a⊗ ba∗i ),

which is the same as ∂aiφ(a ⊗ b). The g-equivariance can be checked
similarly.

Clearly φ is surjective, with the kernel spanned by (l+1)a⊗b+f(a⊗b)
for b homogeneous of degree l. But (a⊗ b)α(e) = (l+1)a⊗ b+ f(a⊗ b).
The lemma is proved. q.e.d.

To apply this lemma, recall the definition of π∨
+ for π∨ : U → V ∨ a

smooth morphism of algebraic varieties. As π∨ is an affine morphism,

π∨
+N = Ω•

U/V ∨ ⊗N [dimX].

In particular,

H0π∨
+N = coker((OV ∨ ⊠ ΩdimX−1

X ⊗DX ⊗g k)|U
→ (OV ∨ ⊠ ωX ⊗DX ⊗g k)|U ).

As coker(ΩdimX−1
X ⊗ DX → ωX ⊗ DX) = ωX as right DX-modules,

H0π∨
+N is exactly (OV ∨ ⊠ωX)|U ⊗g k ≃ τ . This completes the proof of

Theorem 2.1.
We continue to let X be a general smooth projective G-variety, and

let β(e) = 1. We further assume that k = C and β(g) = 0, and consider
some consequences of Theorem 2.1. By taking the solution sheaves on
both sides in Corollary 2.2, we get an injective map

(2.7) Hn(X − V (fa)) ≃ Hom(H0π∨
+OU ,OV ∨,a) → Hom(τ,OV ∨,a),
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where the first isomorphism follows from the same argument as in Corol-
lary 2.3 and the Poincare duality. This gives an explicit lower bound
for the solution rank of τ at any point a. For applications, we need to
give a more geometric and explicit description of this map.

Note that we can interpret 1/f as a family (parametrized by V ∨) of
meromorphic top forms on X, whose fiber over a ∈ V ∨ has poles along
V (fa). We denote this family of top forms on X by Ωa. These forms
can also be given as follows.

Consider the principal Gm-bundle π∨ : L̊∨ → X (with right action).
Then there is a natural one-to-one correspondence between sections of
L and Gm-equivariant morphism f : L̊∨ → k, i.e. f(m · h−1) = hf(m).
We shall write fa the function that represents the section a. Let w =
(w1, .., wn) be local coordinates on X, and zw be the coordinate induced
on the fibers of L∨. Put ω = dzw ∧ dw1 ∧ · · · ∧ dwn. Then it can be
shown that ω defines a global non-vanishing form on L∨. (See [21,
Prop. 6.1].) Let x0 be the vector field generated by 1 ∈ k = Lie(Gm).
Then Ω := ix0ω is a G-invariant Gm-horizontal form of degree dimX

on L̊∨. Moreover, since

Ωa :=
Ω

fa
is G × Gm-invariant, it defines a family of meromorphic top form on
X with pole along V (fa) [21, Thm. 6.3]. Then the isomorphism in
Lemma 2.6 sends the generator “1” of τ to Ωa. Consider the “cycle-to-
period” map defined in [21]

Hn(X − V (fa)) → Hom(τ,OV ∨,a), γ �→
∫

γ
Ωa.

Corollary 2.7. The cycle-to-period map Hn(X − V (fa)) →
Hom(τ,OV ∨,a),

γ �→ 〈γ, Ω
fa

〉 =
∫

γ

Ω

fa
,

is injective.

The rest of the section will not be used in the sequel. We note that
the argument of Corollary 2.3 has the following interesting topological
consequence, which answers a question S. Bloch communicated to us.
LetX ⊂ PN be an n-dimensional smooth projective variety. Let V (f) →
V ∨ = Γ(X,L) be the universal family of hyperplane sections of X.

Corollary 2.8. Let a ∈ V ∨. Then for a′ close to a, the map Hn(X−
V (fa)) → Hn(X − V (fa′)) induced by parallel transport is injective.

Proof. As argued in Corollary 2.3, Hn(X − V (fa)) can be identified
with the stalk of the classical solutions of some regular holonomic sys-
tem on V ∨. Since any analytic solution to a regular holonomic system
at a extends to some neighborhood of a, the map between stalks of
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the classical solution sheaf of this regular holonomic system given by
analytic continuation is injective. q.e.d.

Our result sheds new light on the well-studied toric case, i.e. the
original GKZ A-hypergeometric differential equations. We assume that
X is a toric variety, with the action of the torus G = T . Then Ĝ =
T×Gm. Then Theorem 2.1 takes a particular easy form in the following
situation.

Corollary 2.9. [12] If β = β0, and X is smooth toric variety, G = T
is the algebraic torus of X, and Ya is the anticanonical divisor of X given
by the union of G-invariant toric divisors in X, then a is a rank 1 point.

Proof. Note that in this case DX,β |X−Ya ≃ OX−Ya . Therefore,
Hom(τ,OV ∨,a) ≃ Hn(T

n), which is one-dimensional. q.e.d.

3. !-fibers of τ

In the following three sections, we consider τ when β(e) is not nec-
essarily 1. Here we will give a formula of the !-fibers of τ at a ∈ V ∨.
For a ∈ V ∨, let ia : {a} → V ∨ be the inclusion and for simplicity, let us
write

τ !a = i!aτ.

This is a complex of vector spaces and our goal is to give an expression
of this complex.

By (2.2) we have

τ !a = ka ⊗L
OV ∨

((R⊗ β)⊗ĝ k)[− dimV ],

where ka = OV ∨/ma is the residual field at a, and ma is the maximal
ideal of OV ∨ corresponding to a.

The advantage of this expression of τ !a is that we can first calculate
ka ⊗L

OV ∨
R as a (complex of) right ĝ-modules, and then taking the

Lie algebra coinvariants. Namely, we have the Koszul resolution of ka,
which gives the complex that calculates τ !a

(3.1) τ !a = (
∧

V ⊗OV ∨ ⊗ S)⊗ĝ (−β),

where V ⊗OV ∨ → OV ∨ is given by v ⊗ 1 �→ v − v(a). In general, this
complex is difficult to compute. However, when a = 0, this is more
tractable, as we shall see.

First, for a general point a ∈ V ∨ we can express the degree r-term as

(3.2) Hrτ !a ≃ H0(ĝ, S ⊗ β),

where the action of ĝ on S will be the sum of two actions (induced by
the actions α1 and α2 of g on OV ∨ ⊗S, as described in (2.4) and (2.5)).
Concretely, the first action is via Z∨ : ĝ → EndV ∨ → EndS, and the
second is via the ξ(b) = −∑

ξijai(a)ba
∗
j for b ∈ S. If a = 0, S is not a
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finite dimensional ĝ-module and this Lie algebra coinvariant is difficult
to compute. On the other hand, if a = 0, the second action vanishes
and S decomposes as finite dimensional representations of ĝ.

Lemma 3.1. Assume that β(e) ∈ Z≤0. Then Hrτ !0 = 0.

Proof. The homothety Gm acts on S by nonnegative weights. There-
fore, if β(e) ∈ Z≤0, the coinvariant of S ⊗ β with respect to this Gm is
zero. q.e.d.

From now on, we assume that β(e) ∈ Z≤0.
Let us calculate Hr−1τ !0. We have

(V ∧ V )⊗ (R⊗ β)
m2−−−−→ V ⊗ (R⊗ β)

m1−−−−→ R⊗ β
⏐⏐�

⏐⏐�
⏐⏐�

(V ∧ V )⊗ (R⊗ β)⊗ĝ k
d2−−−−→ V ⊗ (R⊗ β)⊗ĝ k

d1−−−−→ (R⊗ β)⊗ĝ k.

Then
Hr−1τ !0 = m−1

1 ((R⊗ β)ĝ)/(Imm2 + V ⊗ (R⊗ β)ĝ)

As the Koszul complex is acyclic away from degree zero, we can rewrite
the above as

Hr−1τ !0 = (R⊗ β)ĝ ∩ Imm1/(Imm1)ĝ.

Consider

0 → (R⊗ β)ĝ ∩ Imm1/(Imm1)ĝ → (R⊗ β)ĝ/(Imm1)ĝ

→ (R⊗ β)ĝ/(R⊗ β)ĝ ∩ Imm1 → 0.

Note that 0 = Hrτ !0 implies that (R⊗β)ĝ+Imm1 = R⊗β. Therefore,

(R⊗ β)ĝ/(R⊗ β)ĝ ∩ Imm1 = R⊗ β/ Imm1.

We therefore can write

Hr−1τ !0 = ker((R⊗ β)ĝ/(Imm1)ĝ → R⊗ β/ Imm1).

Therefore, there is a surjective map

H1(ĝ, S ⊗ β) → Hr−1τ !0,

where ĝ acts on S via Z. (So S are direct sums of finite dimensional
representations of ĝ.)

Lemma 3.2. For β(e) ∈ Z≤0, we have H1(ĝ, S ⊗ β) = 0. Therefore,
Hr−1τ !0 = 0.

Proof. Consider the ĝ coinvariants functor as the composition of g
coinvariants functor, and the C coinvariants functor. The E2 terms of
the Grothendieck spectral sequence contributing to H1(ĝ, S ⊗ β) are
H1(C,H0(g, S⊗β)) and H0(C,H1(g, S⊗β)). As S⊗β breaks as direct
sums according to weights as a g-module, and C acts on each given
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weight piece as the weight plus β(e), it is clear that under the above
assumption on β(e), both H1(C,H0(g, S ⊗ β)) and H0(C,H1(g, S ⊗ β))
are zero. q.e.d.

4. The geometry

Let X be a smooth projective variety and L a very ample line bundle
which gives X → P(V ), where V ∨ = Γ(X,L). Let ı̂ : X̂ → V be the
closed embedding of the cone of X into V . Let L be the totally space
of L∨. Then

iL : L → X × V

is a rank one subbundle of the trivial vector bundle over X with fiber
V . The following diagram is commutative

L
iL−−−−→ X × V

π

⏐⏐�
⏐⏐�π

X̂
ı̂−−−−→ V

and the left vertical arrow realizes L as the blow-up of X̂ at the origin.
We denote the open immersion

j
L̊
: L̊ = L−X → L,

where X is regarded as the zero section of L.
Let L∨ be the dual of L, i.e., the total space of L, and j

L̊∨ : L̊∨ → L∨

be the open subset away from the zero section. The dual of iL is the
evaluation map

ev : X × V ∨ → L
∨

which sends (x, a) to a(x) ∈ L∨.
Let iL⊥ : L⊥ → X×V ∨ be the orthogonal complement of L inX×V ∨,

i.e. the kernel of ev. The projection

L
⊥ i

L⊥→ X × V ∨ π∨

→ V ∨

realizes L⊥ as the universal family of hyperplane sections of X. We still
denote this projection by π∨. Let jU : U = X × V ∨ − L⊥ → X × V ∨

be the complement. For a ∈ V ∨, the fiber Ua of U → V ∨ over a is
X − V (fa), where fa is the section of L given by a and V (fa) is its
divisor. Note that the following diagram is Cartesian.

(4.1)

U
jU−−−−→ X × V ∨

ev

⏐⏐�
⏐⏐�ev

L̊∨
j̊
L∨−−−−→ L∨.
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5. A formula for τ : CY case

We will complete the proof of Theorem 1.9 in this section.
Let i0 : {0} → V be the inclusion of the origin, and j0 : V̊ → V be

the open embedding of the complement. Let X̊ = X̂ − {0}. The open

inclusion X̊ → X̂ is still denoted by j0 and the closed inclusion X̊ → V̊
is denoted by ı̊. By specializing (A.4), we have the following important
sequence for τ̂ = Four(τ)

(5.1) 0 → i0,+H
−1i+0 τ̂ → H0j0,!(τ̂ |V̊ ) → τ̂ → i0,+H

0i+0 τ̂ → 0.

First we make a simplification of this sequence.

Lemma 5.1. For β(e) ∈ Z≤0, i0,+H
0i+0 τ̂ = 0.

Proof. Assume that H0i+0 τ̂ = kℓ, so that i0,+H
0i+0 τ̂ = δℓ0. I.e. there

is a surjective map of D-modules τ̂ → δℓ0 on V . Taking the Fourier
transform, we therefore have a surjective map τ → Oℓ

V ∨ . Taking

the right exact functor Hri!0, i.e., the rth cohomology of the !-fibers
at 0 ∈ V ∨, we have a surjective map Hrτ !0 → kℓ. By Lemma 3.1,
ℓ = 0. q.e.d.

As a result, under our assumption

(5.2) 0 → i0,+H
−1i+0 τ̂ → H0j0,!(τ̂ |V̊ ) → τ̂ → 0.

Let d = dimk H
−1i+0 τ̂ . Then i0,+H

−1i+0 τ̂ = δd0 . Taking the Fourier
transform of this sequence, we therefore obtain

(5.3) 0 → Od
V ∨ → Four(H0j0,!(τ̂ |V̊ )) → τ → 0.

We next understand Four(H0j0,!(τ̂ |V̊ )). Clearly, τ̂ is set-theoretically

supported on X̂. Note that the Fourier transform of Z(ξ) + β(ξ) is
Z∨(ξ) + β′(ξ), where

β′(ξ) = trZ(ξ)− β(ξ).

We have the following lemma.

Lemma 5.2. For L = ω−1
X , we have τ̂ |X̊ = DX̊,β′′, where DX̊,β′′ is

the D-module on X̊ as introduced in Lemma A.6, and β′′ is defined as
in equation (1.1): i.e. β′′|g := β′|g, β′′(e) := β′(e)− (r − 1).

Proof. Recall that τ̂ is defined as

τ̂ = DV /DV I(X̂) +DV (Z
∨(ξ) + β′(ξ), ξ ∈ ĝ).

Let R′ := DV /DV I(X̂). Then similar to (2.2), τ̂ = (R′ ⊗ kβ′) ⊗ĝ k.

Consider the closed embedding X̊ → V̊ . Then as explained in §A, there
is a DV̊ ×DX̊ -bimodule, DV̊←X̊ = DV̊ /DV̊ I(X̊)⊗ ωX̊/V̊ . The relative

canonical sheaf ωX̊/V̊ is trivial as an O module, however, it carries a

nontrivial right ĝ-action through its right DX̊-module structure. It is
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clear that this right ĝ-action is such that g acts trivially, and that e
acts by the weight −r+1. This shows that ı̊+DX̊,β′′ = τ̂ , and therefore

proves the lemma. q.e.d.

Note that L̊ ≃ X̊ and therefore τ̂ |X̊ ≃ DX̊,β′′ can be regarded as a

D-module on L̊, which is naturally (Gm, β′′(e))-equivariant. Then

(5.4) H0j0,!(τ̂ |V̊ ) = H0π!(iL,!jL̊,!DX̊,β′′).

According to Lemma A.14,

(5.5) Four(H0π!(iL,!jL̊,!DX̊,β′′)) = H0π∨
! FourX(iL,!jL̊,!DX̊,β′′).

By (A.7),

(5.6) FourX(iL,!jL̊,!DX̊,β′′) = ev!FourX(j
L̊,!DX̊,β′′)[1− r].

Lemma 5.3. There is a canonical isomorphism

FourX(j
L̊,!DX̊,β′′) ≃ j

L̊∨,+DL̊∨,−β′′ .

Proof. Instead of the original formula, we can prove
FourX(j

L̊∨,+DL̊∨,−β′′) ≃ j
L̊,!DX̊,β′′ . First note that the +-restriction

of FourX(j
L̊∨,+DL̊∨,−β′′) along X → L is zero. In fact, we have the

following more general fact. We keep the notations L,L∨, j
L̊
etc. We

consider the Gm-action on L by homotheties.

Lemma 5.4. Let M be a Gm-monodromic holonomic D-module on L̊

(see §A for the terminology). Then the +-fiber of FourX(j
L̊,!M) along

X → L∨ is zero.

Proof. One can check this pointwise on X and by the base change of
Fourier transform (Lemma A.14), one can assume X is a point. Then
it follows from Example A.12. q.e.d.

Therefore, by (A.4), it is enough to show FourX(j
L̊∨,+DL̊∨,−β′′)|̊L =

D
L̊,β′′ . By definition, we can write

FourX(j
L̊∨,+DL̊∨,−β′′)|̊L = pL,+(e

x ⊗D
L̊×X L̊∨→L̊∨ ⊗g (kβ′′))[1].

In other words, FourX(j
L̊∨,+DL̊∨,−β′′)|̊L is calculated as the cokernel of

the map

ex ⊗D
L̊×X L̊∨→L̊∨ ⊗g (kβ′′)

∇→ Ω
L̊∨/X ⊗O

L̊∨
ex ⊗D

L̊×X L̊∨→L̊∨ ⊗g (kβ′′).

Note that M = D
L̊×X L̊∨→L̊∨ ⊗g (kβ′′) is a cyclic D

L̊×X L̊∨-module, with

a canonical generator “1”. For a local section D ∈ D
L̊×X L̊∨ , let [D] =

D“1” denote the corresponding local section of M . Note that Ω
L̊/X and

ex are canonically trivialized as O-modules. Indeed, by definition, the
underlying O-module of ex is the structure sheaf. On the other hand,
if locally on X, we choose s a section of L, regarded as a coordinate
function on L, and t the dual coordinate on L∨. Then the 1-form dt/t
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is independent of the choice and defines the trivialization of Ω
L̊∨/X .

Therefore, the underlying O-modules of both terms in this complex are
M . Then the D-module structure is given as follows: for D ∈ D

L̊×X L̊∨ ,

t∂t([D]) = [t∂tD] + [tsD], s∂s([D]) = [s∂sD] + [tsD].

As a result, FourX(j
L̊∨,+DL̊∨,β)|̊L = M/(t∂t + ts)M .

More explicitly, as O-modules, ex := m!ex is canonically trivialized,
as was said above. Let f ∈ Γ(OV ×V ∨), then unravelling the definitions,
we have the following action of ∂t on the element f ⊗m−1(1) ∈ ex:

∂t(f ⊗m−1(1)) = ∂tf ⊗m−1(1) + f∂t(st)⊗m−1(∂st1)

= (∂t + s)f ⊗m−1(1)(5.7)

Note that ∂st = 1 in ex. Therefore, for 1⊗ 1⊗ [D] ∈ ex ⊗M , we have

∇(1⊗ 1⊗ [D]) = dt⊗ ∂t(1⊗ [D]) = dt⊗ s⊗ [D] + dt⊗ 1⊗ [∂tD]

=
dt

t
⊗ 1⊗ [tsD + t∂tD](5.8)

So one gets the above identity for the Fourier transform.
To proceed, we first consider N = D

L̊×X L̊∨→L̊∨/(t∂t+ts)D
L̊×X L̊∨→L̊∨ ,

which is a D-module on L̊. We define a D-module homomorphismD
L̊
→

N, D �→ D“1”, which we claim is an isomorphism. Indeed, we can
assume that X is affine and the line bundle L → X is trivial. Then it
is a direct calculation.

Finally, note that both N and D
L̊
are right ĝ-modules. The ĝ-module

structure on N comes from ĝ → D
L̊∨ acting on D

L̊×X L̊∨→L̊∨ from the

right, and the ĝ-module structure on D
L̊
comes from ĝ → D

L̊
acting

itself from the right. Under the above isomorphism, D
L̊
⊗ k−β′′ = N ⊗

kβ′′ . Now Lemma 5.3 follows. q.e.d.

Lemma 5.5. Assume that β(e) ∈ Z≤0. We have d = dimHr−1τ !0 =
0.

Proof. The second statement follows from Lemma 3.2. We need to es-
tablish the first equality. For simplicity, let us denote N :=
ev!(D

L̊∨,−β)[1− r]. This is a plain D-module on U .

Taking i!0 of (5.2), it is enough to show that

Hri!0H
0π∨

+N = Hr−1i!0H
0π∨

+N = 0.

Consider the distinguished triangle

i!0H
≤−1π∨

+N → i!0π
∨
+N → i!0H

0π∨
+N → .

The long exact sequence associated to this triangle is

Hr−1i!0π
∨
+N → Hr−1i!0H

0π∨
+N → Hri!0H

≤−1π∨
+N

→ Hri!0π
∨
+N → Hri!0H

0π∨
+N → 0.



342 A. HUANG, B. H. LIAN & X. ZHU

Note that U does not intersect with X × {0} ⊂ X × V ∨. Therefore,
i!0π

∨
+N = 0. This implies that Hri!0H

0π∨
+N = 0, and Hr−1i!0H

0π∨
+N =

Hri!0H
≤−1π∨

+N . But H≤−1π∨
+N sits in cohomological degree ≤ −1 and

i!0 has cohomological amplitude r, Hri!0H
≤−1π∨

+N = 0. q.e.d.

We can now complete the proof of Theorem 1.9.

Proof. Combining (5.4)–(5.6) and Lemma 5.3, we can rewrite (5.2)
as

(5.9) 0 → Od
V ∨ → H0π∨

+ev
!(D

L̊∨,−β′′)[1− r] → τ → 0.

Theorem 1.9 follows immediately from Lemma 5.5 and the sequence
(5.9). q.e.d.

Remark 5.1. Note that explicitly,

ev!(D
L̊∨,−β′′)[1 − r] = DU/DUTU/L̊∨ +DU (ξ − β′′(ξ), ξ ∈ ĝ),

where TU/L̊∨ is the relative tangent sheaf, and ĝ acts on X × V ∨ diago-

nally. In the special case β(e) = 1, it reduces to N = (OV ∨ ⊠DX,β)|U
as in Theorem 2.1.

6. General type hyperplane sections

Let X be a projective G-variety, L a very ample G-linearized invert-
ible sheaf over X, and

X → P(V )

the associated G-equivariant embedding, where V = Γ(X,L)∨. Put
W = Γ(X,L ⊗ ωX)∨, r = dimV , and s = dimW .

For simplicity, we assume that L⊗ωX is base point free. (ThatW = 0
actually suffices for the following results.) Thus, we have a morphism
X → P(V )× P(W ). Let

I ⊂ k[V ×W ]

be the bihomogeneous ideal defining the image, and let Id be the sub-
space of I consisting of the degW = d elements.

Let G2
m be the multiplicative group acting on V × W by homoth-

eties. Let Ĝ = G × G2
m, whose Lie algebra is ĝ = g ⊕ keV ⊕ keW ,

where eV , eW act respectively on V,W by their identities. We denote
by ZV : Ĝ → GL(V ) and ZW : Ĝ → GL(W ) the corresponding group
representations, and ZV : ĝ → End(V ), ZW : ĝ → End(W ) the corre-
sponding Lie algebra representations. In particular, ZV (eV ), ZW (eW )
are the respective Euler vector fields on V,W . As before, we denote the
Fourier transform by ̂: DV ∨×W∨ → DV×W .

Let ı̂ : X̂ ⊂ V be the cone of X, defined by the ideal I(X̂). Let
β : ĝ → k be a Lie algebra homomorphism. We extend the definition of
a tautological system given in §1 as follows [21].
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Definition 6.1. Let τVW = τVW (G,X,L, β) be the cyclic D-module
on V ∨ ×W∨ given by

DV ∨×W∨/DV ∨×W∨J +DV ∨×W∨JW +DV ∨×W∨(ZV (ξ)

+ ZW (ξ) + β(ξ), ξ ∈ ĝ),

where

J = Î, JW = ̂Sym 2W∨.

Note that when β(eW ) = 0, we have τVW = τ ⊠ OW∨ where τ =
τ(G,X,L, β) is as defined in §1. (See first paragraph of §7.)

To apply Definition 6.1 to the geometric problem at hand, we first
prove

Proposition 6.1. Let Π be the sheaf generated by the period integrals
Πγ of the universal family of hyperplane sections for L. Then we have

an injective map Π → cl Sol(τVW ), with β(g) = 0, β(eV ) = 1 and
β(eW ) = −1.

Proof. By construction [21], Πγ =
∫
γ

fbΩ
fa

, where b ∈ W∨, a ∈ V ∨,

and Ω is a G-invariant G2
m-horizontal form of degree dimX on L̊∨⊕ K̊∨

[9]. Here L∨,K∨ are the respective total spaces of L, ωX . Note that

the fbΩ
fa

define a family of meromorphic forms on X. Observe that I0 is

nothing but I(X̂) ⊂ k[V ], the defining ideal of X in P(V ). Thus by [21,

Theorem 8.9], Πγ is annihilated by the Fourier transform Î0. Since Πγ

is linear along the component W∨, the period integral is automatically

annihilated by Îd for any d > 1. Likewise, JWΠγ = 0. As shown in [21,

§8], for a given homogeneous function p ∈ I1, we have p̂ fbΩ
fa

= (−1)lp fbΩ
fa

where l = degV p. But since p ∈ I, this form vanishes when it is

restricted to X. It follows that Î1Πγ = 0. Finally, by [21, Theorem 8.9]
again

(ZV (ξ) + ZW (ξ) + β(ξ))Πγ = 0, ξ ∈ g⊕ keV ,

where β(g) = 0 and β(eV ) = 1. But since Πγ is linear along W∨, this
condition is equivalent to

(ZV (ξ) + ZW (ξ) + β(ξ))Πγ = 0, ξ ∈ ĝ ≡ g⊕ keV ⊕ keW ,

with β(eW ) = −1. Therefore, the period integrals Πγ are analytic
solutions to the differential systems associated to τVW (G,X,L, β), as
desired. q.e.d.

Returning to the general case of τVW ≡ τVW (G,X,L, β), we proceed
to analyze it in a way parallel to §2. We shall follow most of the notations
introduced there, but with a general line bundle L now playing the role
of ω−1

X there. We will spell out the changes that need to be made to
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incorporate new structures associated to W∨ and ĝ = g ⊕ keV ⊕ keW .
Put

N := (OV ∨×W∨ ⊠DX,β)|U×W∨ .

The following is a generalization of Theorem 2.1.

Theorem 6.2. Assume that β(eV ) = 1 and β(eW ) = −1. Then there
is a canonical isomorphism τVW ≃ H0(π∨ × idW∨)+N .

For simplicity, we assume that β(g) = 0. The key step of the proof is
finding an appropriate analogue of Lemma 2.6, which we now formulate.
Put

RV = DV ∨/DV ∨I0, RW = DW∨/DW∨JW .

Then RV ,RW have right ĝ-module structures by right multiplications
via ZV , ZW respectively. Put

RVW = R/RÎ1, R := RV
⊠RW .

For the same reason as Î1 also affords an action of G, R/RÎ1 has a right

ĝ-module structures by right multiplications. (Note that Î1 a priori lives
in a bigger space, whereas we used the same notation to denote its image
in the quotient R.) By definition we have

τVW = (RVW ⊗ kβ)⊗ĝ k.

Fix bases a1, .., ar of V , and b1, .., bs of W respectively. As in §2, we
have as OV ∨-modules

RV ≃ OV ∨ ⊗ SV ,

where SV = OV /I0, which is Z≥0-graded. The DV ∨-structure on RV

is then given by ∂ai �→ ∂ai ⊗ 1 + 1 ⊗ a∗i . We can also convert the
right ĝ-action on RV to a left action α as before. Similarly, we have as
OW∨-modules

RW ≃ OW∨ ⊗ SW ,

where SW = OW /OWSym 2W∨, which is Z/2Z-graded. The DW∨-
structure on RW is then given by ∂bi �→ ∂bi ⊗ 1 + 1⊗ b∗i . Put

fV =
∑

ai ⊗ a∗i , fW =
∑

bi ⊗ b∗i ,

which are the universal sections of the line bundles OV ∨ ⊠L and OW∨⊠

(L⊗ωX) respectively. By pulling them back to V ∨×W∨×X, we shall
view fV , fW as sections of OV ∨×W∨ ⊠ L and OV ∨×W∨ ⊠ (L ⊗ ωX)
respectively.

Recall that U := V ∨ × X − L⊥ where L∨ is the total space of L,
and let L̊∨ be the complement of the zero section. As in the proof of
Proposition 6.1, for given b ∈ W∨, a ∈ V ∨, we can regard fW

b Ω/fV
a as

a meromorphic form on X with pole along V (fa). As in §2, we have

ωU×W∨/V ∨×W∨ = (OV ∨×W∨ ⊠ ωX)|U×W∨

as DV ∨×W∨ × ĝ-modules.
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Lemma 6.3. Define φ : (RV
⊠RW )⊗ kβ0 → (OV ∨×W∨ ⊠ωX)|U×W∨

by

(a⊗ p)⊠ (b⊗ q) �→ (−1)ll!(fW )
1+(−1)m

2

(fV )l+1
(ab)⊠ (pqΩ),

where l = deg p and m = deg q ∈ Z/2Z. Then φ is a DV ∨×W∨ × ĝ-
module homomorphism, and it induces an isomorphisms of DV ∨×W∨-
modules

τVW → ωU×W∨/V ∨×W∨ ⊗ĝ k.

Proof. It is a verbatim argument as in Lemma 2.6 and eqn. (2.6).
q.e.d.

To complete our proof of Theorem 6.2, we observe that the proof of
Theorem 2.1 carries over with just two changes: V ∨×W∨ and π∨×idW∨

to replace V ∨ and π∨ respectively.
As a consequence, for β(eV ) = 1 and β(eW ) = −1 we have

Corollary 6.4. Let k = C, and (a, b) ∈ V ∨ × W∨. Then the so-
lution rank of τVW at (a, b) is given by dimH0

c (Ua,F|Ua), where F =
Sol(DX,β).

Proof. This follows from a verbatim argument as in Corollary 2.3.
q.e.d.

7. A formula for τ : general type case

We now return to the tautological system τVW = τVW (G,X,L, β) in-
troduced in Definition 6.1. We continue to use the notations introduced
in §6. Let β : ĝ ≡ g⊕ keV ⊕ keW → k be a Lie algebra homomorphism.
If β(eW ) = 0,−1, then τ̂VW are zero. To see this, let b∗1, ..., b

∗
s denote a

dual basis of W∨. Then in τ̂VW , we have b∗i b
∗
j ≡ 0, hence

0 ≡ b∗j(
∑

i

−∂b∗i b
∗
i + β(eW )) = (1 + β(eW ))b∗j

implying that b∗j ≡ 0 for all j. But this implies that β(eW ) ≡ 0, hence

τ̂VW ≡ 0. Now consider the case β(eW ) = 0. Then b∗j ≡ 0 in τ̂VW as

before. It follows that τ̂VW is supported on V × {0}, and its inverse
Fourier transform becomes

τVW = DV ∨×W∨/DV ∨×W∨JV (X̂) +DV ∨×W∨(ZV (ξ)

+ β(ξ), ξ ∈ ĝ) +DV ∨×W∨Ŵ∨,

where JV (X̂) is the Fourier transform of the ideal of X in P(V ). This
yields τVW = τ ⊠ OW∨ , hence reducing τVW to a the special case of
τ = τ(G,X,L, β) introduced in §1.

From now on, we assume that

β(eW ) = −1, β(eV ) /∈ Z≤0.
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In this section, we prove the following general type analogue of The-
orem 1.9.

First we define a Lie algebra homomorphism β′′: g⊕ keV → k as

(7.1) β′′(ξ) = trWZW (ξ)+trV Z
V (ξ)−β(ξ), ξ ∈ g, β′′(eV ) = 1−β(eV ).

Theorem 7.1. For β(eV ) /∈ Z≤0 and β(eW ) = −1, there is a canon-
ical isomorphism

τVW ≃ p!H0π∨
+ev

!(D
L̊∨,−β′′)[1− r − s],

where p : V ∨ ×W∨ → V ∨ is the projection, r = dimV ∨, s = dimW∨,
and β′′ is defined as in equation (1.1).

As in §6, the Fourier transform τ̂VW is a D-module on V ×W . Con-
sider the open embedding

j : V × W̊ �

�

�� V ×W

and closed embedding
i : V → V ×W.

Then we have the following distinguished triangle (A.2)

(7.2) i+i
!τ̂VW → τ̂VW → j+j

!τ̂VW → .

Since b∗i b
∗
j ≡ 0 in τ̂VW for any i, j, it follows that on W̊ , we have

b∗i ≡ 0 for any i. Hence β(eW ) ≡ ∑s
i=1 ∂b∗i b

∗
i ≡ 0 in τ̂VW . But since

β(eW ) = −1, we have j!τ̂VW = 0, hence

(7.3) τ̂VW ≃ i+H
0i!τ̂VW .

Our main observation here is that we can compute the D-module
H0i!τ̂VW in a way that is parallel to our computation in the CY case of
τ̂ in §5. To proceed, first we have the following analogue of Lemma 5.2
for general types.

Lemma 7.2.

(7.4) (H0i!τ̂VW )|V̊ ≃ ı̊+DX̊,β′′ .

Proof. H0i! ˆτVW consists of elements of ˆτVW annihilated by all b∗i .
One finds that they are precisely the elements that can be written in
the form

∑
sj ⊗ b∗j , where sj ∈ DV .

On the other hand, we have

(7.5) ı̊+DX̊,β′′ = (DV̊ /DV̊ I(X) ⊗O
V̊
ωX̊/V̊ )⊗D

X̊
DX̊,β′′ ,

where ωX̊/V̊ as a left OV̊ -module is generated by global sections b∗1, ..., b
∗
s

(under the canonical identification ω → ω ∧ dt
t ) and relations among

these generators as a left OV̊ -module are precisely given by IVW =
⊕d>0Id (see section 6 for notations). Note that ĝ acts on DV̊ ⊗O

V̊

OV̊ 〈b∗1, ..., b∗s〉 from the right via tensor product. The action descends
to an action on



PERIOD INTEGRALS & RIEMANN–HILBERT CORRESPONDENCE 347

DV̊ /DV̊ I(X)⊗O
V̊
OV̊ 〈b∗1, ..., b∗s〉 /IV W

= DV̊ /DV̊ I(X)⊗O
V̊
ωX̊/V̊ .(7.6)

One checks that this action restricted on g coincides with the right g

action on ωX̊/V̊ through its rightDX̊ -module structure given by negative

Lie derivatives, while for eV , ωX̊/V̊ again introduces an extra weight of

−r + 1. Thus we have

(DV̊ /DV̊ I(X)⊗O
V̊
ωX̊/V̊ )⊗D

X̊
DX̊,β′′

≃ (DV̊ /DV̊ I(X) ⊗O
V̊
OV̊ 〈b∗1, ..., b∗s〉 /IVW ⊗ kβ′)⊗ĝ k,(7.7)

where ĝ acts on (DV̊ /DV̊ I(X) ⊗O
V̊
OV̊ 〈b∗1, ..., b∗s〉)/IVW explicitly as

explained, and the Lie algebra homomorphism β′: g ⊕ keV → k is
defined as β′|g = β′′, β′(eV ) = β′′(eV ) + r − 1.

Furthermore, from definition and the explanation in the beginning of
the proof,
(7.8)

(H0i!τ̂VW )|V̊ = (DV̊ /DV̊ I(X)⊗O
V̊
OV̊ 〈b∗1, ..., b∗s〉 /IVW ⊗ kβ′)⊗ĝ k.

Combining (7.5), (7.7), and (7.8), the lemma is proved. q.e.d.

Next, by specializing (A.4), we have the following analogue of the
sequence (5.1):

0 → i0,+H
−1i+0 (H

0i!τ̂VW ) → H0j0,!(H
0i!τ̂VW )|V̊

→ H0i!τ̂VW → i0,+H
0i+0 (H

0i!τ̂VW ) → 0.(7.9)

With τ̂ in the CY case now replaced by H0i!τ̂VW , Lemmas 5.1 and 5.5
carry over readily to the general type case, with the following changes.
The !-fiber of τ at a ∈ V ∨ in the CY case is replaced by the !-fiber of
τVW at (a, b) ∈ V ∨ × W∨ in the general type case. The latter is now
given in a parallel way by the Lie algebra homology of ĝ with coefficients
in SVW ⊗ β, where

SVW := SV ⊗ SW /SV ⊗ SWI1.
Here the ĝ-action on SV = OV /I(X̂) is given verbatim as in §3.2 as
the sum of two actions α1, α2 (see before Lemma 3.1). The ĝ-action on

SW = OW /OWSym 2W∨ is given by ZW∨

: ĝ → EndW∨ → EndSW ,
where eW acts trivially (β(eW ) = −1). This shows that the first and
last terms of (7.9) are both zero, hence

H0j0,!(H
0i!τ̂VW )|V̊ ≃ H0i!τ̂VW .

Together with Lemma 7.2, this implies that

Four(H0i!τ̂VW ) ≃ Four(H0j0,!(H
0i!τ̂VW )|V̊ )

≃ H0Four(j0,!̊ı+DX̊,β′′).(7.10)



348 A. HUANG, B. H. LIAN & X. ZHU

Next, to compute the right hand side, observe that (5.4)–(5.6) and
Lemma 5.3 hold for an arbitrary very ample line bundle L. This yields
(7.11) Four(j0,!̊ı+DX̊,β′′) ≃ π∨

+ev
!D

L̊∨,−β′′ [1− r] .

Finally, since p is dual to the inclusion i, and combining (7.3) and
(7.10)–(7.11), it follows that

τVW ≃ Four(i+H
0i! ˆτVW ) ≃ p!Four(H0i! ˆτVW ) [−s]

≃ p!H0π∨
+ev

!D
L̊∨,−β′′ [1− r − s]

This completes the proof of Theorem 7.1.

8. Projective homogeneous spaces

To apply our results, we need to understand the D-module
ev!(D

L̊∨,−β′′)[1 − r] in various situations. In this section, we assume

that G is semisimple and X is a projective homogeneous G-variety, i.e.
X is a partial flag variety, and β(e) = 1. Theorem 2.1 takes a particu-
larly easy form in this case. We first have

Corollary 8.1. If β(g) = 0 and X is a homogeneous G-variety, then
τ ≃ H0π∨

+OU .

Proof. Recall Corollary 2.2. Then if X is homogeneous, g⊗OX → TX

is surjective. Therefore DX,0 = DX/DXTX = OX . q.e.d.

Note that this corollary implies that a tautological system in this case,
which is a priori defined as a D-module by generators and relations, is
of geometric origin, i.e. itself is a Gauss–Manin connection.

Corollary 8.2. Conjecture 1.2 holds.

For general types, Theorem 6.2 also specializes in an analogous way,
and we get the following analogues of both Corollaries 8.1 and 8.2.

Corollary 8.3. If β(g) = 0 and X is a homogeneous G-variety, then
τ ≃ H0(π∨ × idW∨)+OU×W∨.

Corollary 8.4. Let X be an n-dimensional projective homogeneous
space of a semisimple group G. Assume β(eV ) = 1 and β(eW ) = −1.
Then the solution rank of τVW = τVW (G,X,L, β) at (a, b) ∈ V ∨ ×W∨

is given by dimHn(X − Ya).

We can also describe a rank 1 point for a general homogeneous variety
X in the case of L = ω−1

X , using the projected Richardson stratification
of X studied in [22][23][11][17].

We follow the notations in [17]. Let G be a reductive algebraic group
over an algebraically closed field k of characteristics zero, B a Borel
subgroup and P ⊃ B a parabolic subgroup in G. Put B+ = B and
let B− be the opposite Borel subgroup. Let Q(W,WP ) be the set of
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equivalence classes of P -Bruhat intervals [17, §2]. Each equivalence
class is uniquely specified by a pair (u,w) of elements in the Weyl group.
For (u,w) ∈ Q(W,WP ), put X

w
u := (B−uB/B) ∩ (B+wB/B), an open

Richardson variety in G/B.

Proposition 8.5. [17, §3][23, §7] There is a stratification of X =

G/P of the form X =
∐

(u,w)∈Q(W,WP ) Π̊
w
u , where each stratum Π̊w

u is

the isomorphic image of Xw
u under the natural projection G/B → G/P .

The next result and proof are communicated to us by T. Lam.

Proposition 8.6. Let Π1, ..,Πs be the closures of the codimension
1 strata in X. Then ∪iΠi is an anticanonical divisor in X, and its
complement in X has one-dimensional middle cohomology.

Proof. The first assertion follows from Lemma 5.4 [17]. Since X −
∪iΠi is the largest stratum, it is isomorphic to an open Richardson
variety Xw

u in G/B. It is well-known that (see for example [24])

(8.1) HN
c (Xw

u ) = Hom(Mu,Mw),

where N = dimXw
u and Mw denotes the Verma module of the Lie

algebra of G of highest weight −w(ρ)− ρ. By combining Theorems 1–4
[3], or by the Kazhdan–Lusztig conjecture, one has

(8.2) dimHom(Mu,Mw) = 1. q.e.d.

Therefore, by Theorem 1.4 we have

Corollary 8.7. Let a ∈ Γ(X,ω−1
X ) be the defining section of the

anticanonical divisor ∪iΠi. Then a is a rank 1 point of X.

Remark 8.1. This section is torus invariant. Due to a theorem of
Kostant that later was generalized by Luna: If a point fa in V ∨ is fixed
by a reductive subgroup H, then Gv is closed if and only if CG(H)v is
closed. If H is the maximal torus, then CG(H) = H, so the orbit is
closed, therefore this section is GIT semistable w.r.t. the action of G
on V ∨.

Example 8.8. Consider the Grassmannian X = G(d, n). According
to [18], ∪iΠi is defined by the section a = x1,2,..,dx2,3,...,d+1...xn,1,..,d−1,
where the xi1,..,id are the Plücker coordinates of X. This generalizes a
construction in [5] for d = 2.

9. Rank 1 points of 1-step flags

Notation. If m is an p × q matrix, and J ⊂ (1, 2, .., p) is an ordered
index set, thenmJ denotes the submatrix ofm given by the rows labelled
by J , and we also call mJ the J-block of m. We denote by xJ , J ⊂
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(1, 2, .., n), the Plücker coordinates of the d-plane Grassmannian F (d, n).
Let M be the space of rank d matrices of size n × d. Then GLd acts
freely and properly on M by right multiplication andM/GLd ≃ F (d, n).
Under this identification, we denote the projection map of the Stiefel
bundle M → X by m �→ [m] := m · GLd. Then xJ can be viewed as
the function xJ : M → C, m �→ det(mJ). Given a section f of any line
bundle on X, we denote by X(f) the complement of f = 0 in X, and
by M(f) the preimage of X(f) under M → X.

Proposition 9.1. The 1-step flag variety X = F (d, n) admits a rank
1 point f ∈ Γ(X,ω−1

X ) such that (xJ )
k|f for some J ⊂ (1, 2, .., n) with

|J | = d and k = min(d, n − d). If n = 2d, then f = (x1,..,d)
d(xd+1,..,n)

d

is a rank 1 point.

Proof. (a) Consider the case n ≥ l + d ≥ 2d. We have

X1 := F (d, n − l) →֒ X, E �→ E ⊕ 0l,

X2 := F (d, l) →֒ X, E �→ 0n−l ⊕ E.(9.1)

Here we view Cn = Cn−l⊕Cl. Let f1 be a given rank 1 point of X1 such
that (x1,..,d)

k1 |f1, k1 = min(d, n − l − d), and f2 a rank 1 point of X2

such that (xn−d+1,..n)
k2 |f2, k2 = min(d, l − d). (In case l = d, X2 = pt,

we simply take f2 = (xn−d+1,..,n)
d; in case n − l = d, X1 = pt, we take

f1 = (x1,..,d)
d.) We can view f1, f2 as sections of OX(n − l) and OX(l)

respectively on X = F (d, n). Then the restriction of f1 to X1 under
(9.1) becomes a section of OX1(n− l). Likewise the restriction of f2 to
X2 becomes a section of OX2(l). We claim that f = f1f2 ∈ Γ(X,ω−1

X )
is a rank 1 point of X. We will first construct an explicit isomorphism

X1(f1)×X2(f2)×GLd → X(f).

Let M1,M2,M be the Stiefel bundles over X1,X2,X respectively. Since
xJ |f2, J = (n− d+1, ..n), each m′

2 ∈ M2(f2) has a nonsingular J-block
D. Define

M1(f1)×M2(f2) → M(f), m′
1,m

′
2 �→ m =

[
m′

1D
m′

2

]
.

This is well-defined since

f(m) = f1(m
′
1D)f2(m

′
2) = (detD)n−lf1(m

′
1)f2(m

′
2).

The map is a bijection with inverse m =

[
m1

m2

]
�→ m1(m2)

−1
J ,m2. Now

let h ∈ GLd act on M1(f1)×M2(f2) by the formula (m′
1,m

′
2h

−1). Then
the map is equivariant. It follows that we have an isomorphism

M1(f1)×X2(f2) → X(f).

Finally, since x1,..,d|f1 each m′
1 ∈ M1(f1) has a nonsingular top d × d

block. It follows that the principal bundle GLd −M1(f1) → X1(f1) is



PERIOD INTEGRALS & RIEMANN–HILBERT CORRESPONDENCE 351

trivial. In fact, it has a (unique) section of the form [m1] �→ m′
1 where

m′
1 is the unique representative in [m1] whose top d × d block is the

identity matrix Id. This proves that

X(f) ≃ X1(f1)×X2(f2)×GLd.

Since the Xi(fi) are affine varieties, all de Rham cohomology of degree
> dimXi, vanishes. Since f1, f2 are rank 1 points of X1,X2 respectively,
we have HdimXi(Xi(fi)) = C by Theorem 1.4. It follows that

HdimX(X(f)) ≃ HdimX1(X1(f1))⊗HdimX2(X2(f2))⊗Hd2(GLd) ≃ C.

So f is a rank 1 point of X such that (x1,..,d)
k1(xn−d+1,..n)

k2 |f .
(b) To complete the proof of the proposition, we proceed by induction.

For X = F (1, 2) = P1, paragraph (a) with n = 2 and l = d = 1 shows
that x1x2 is a rank 1 point ofX, and the proposition holds. Assume that
it holds for up to F (d, n − 1), and consider the case X = F (d, n). For
n < 2d we have F (d, n) ≃ F (n−d, n), in which case paragraph (a) with
l, d playing the role of d, n−d, yields a rank 1 point f of F (n−d, n) with
(xJ)

n−d|f and |J | = n− d. This in turn yields a rank 1 point of F (d, n)
divisible by (xJc)n−d where Jc = (1, .., n)−J . For n = 2d, paragraph (a)
with n = l + d = 2d shows that (x1,..,d)

d(xd+1,..,n)
d is a rank 1 point of

X. For n > 2d, paragraph (a) with l = d and our inductive hypothesis
shows that X has a rank 1 point f = f1 · (xn−d+1,..,n)

d, where f1 is a
rank 1 point of F (d, n− d). This completes the proof. q.e.d.

Corollary 9.2. Let n = l1 + · · ·+ ls be a partition of n with lp ≥ d.
Let fp be a rank 1 point of F (d, lp) →֒ F (d, n), viewed as a degree
lp polynomial in the Plücker coordinates xJ of X = F (d, n) with J ⊂
(l1 + · · · + lp−1 + 1, .., l1 + · · · + lp) and |J | = d, such that
(xl1+···+lp−1+1,..,l1+···+lp−1+d)|fp. Then f = f1 · · · fs is a rank 1 point
of X. In fact, we have an isomorphism

X(f) ≃ X1(f1)× · · · ×Xs(fs)× (GLd)
s−1,

where Xp := F (d, lp).

Proof. Start with l = l2+· · ·+ls. Then paragraph (a) in the preceding
proof gives

X(f) ≃ X1(f1)×X ′
2(f2 · · · fs)×GLd,

where X ′
2 := F (d, n − l1). Now the result follows by induction on s.

q.e.d.

10. Rank 1 points of r-step flags

Throughout this section, let X = F (d1, .., dr , n) be the r-step flag
variety with r ≥ 2. We will give a recursive procedure that produces
a rank 1 point of X, by assembling rank 1 points of lower step flag
varieties. We begin with some notations and terminology.
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Let Oi(1) be the standard hyperplane bundle on F (di, n). The space
of its sections is an irreducible G = SLn module of highest weight λdi ,
the dith fundamental weight of G. We shall denote by λdi the pullback
of Oi(1) via the composition map

X →֒ F (d1, n)× · · · × F (dr, n) ։ F (di, n),

where the first is the incidence embedding and the second is the ith pro-
jection. Then Pic(X) is the free abelian group generated by λd1 , ..., λdr .
We also have (see [20])
(10.1)
−KX = ω−1

X = (n−dr−1)λdr+(dr−dr−2)λdr−1+· · ·+(d3−d1)λd2+d2λd1 .

By the Borel–Weil theorem, the restriction map

Γ(F (d1, n),O1(k1))⊗ · · · ⊗ Γ(F (dr, n),Or(kr)) → Γ(X,
∑

i

kiλdi)

is a G-equivariant surjective map for any k1, .., kr ∈ Z (and both spaces
are zero unless ki ≥ 0 for all i). Thus any homogeneous polyno-
mial in the Plücker coordinates xJi with |Ji| = di, of multi-degree
(k1, .., kr) ∈ Zr

≥0, can be viewed as a section of the line bundle
∑

i kiλdi

on X. Conversely, any section of this line bundle on X can be expressed
as such a polynomial (not necessarily unique).

Let k < n− dr and consider the embeddings

X1 := F (d1, .., dr , n− k) →֒ X, E• �→ E• ⊕ 0k,

X2 := F (d1 − k, .., dr − k, n − k) →֒ X, E• �→ E• ⊕ C
k.(10.2)

Here we view Cn = Cn−k⊕Ck, and X1,X2 are viewed as spaces consist-
ing of r-step flags in the factor Cn−k. For each Plücker coordinate xJ ′

on X1 with J ′ ⊂ (1, 2, ..., n − k), is the restriction of xJ ′ , regarded as a
Plücker coordinate on X. Likewise, any homogeneous polynomial f1 in
the xJ ′ , can be viewed as the restriction of a section f̄1 on X involving
only the same Plücker coordinates. We shall often impose certain di-
visibility conditions (called the hyperplane property – see below) on f̄1,
but will state them in terms of f1. Similarly each Plücker coordinate xJ ′

on X2 is the restriction of xJ ′∪(n−k+1,..,n) on X; any given homogeneous

polynomial f2 in the xJ ′ , is the restriction of a section f̃2 on X involv-
ing only the xJ ′∪(n−k+1,..,n). Again, divisibility conditions imposed on

f̃2 will be stated in terms of f2.
As in the case of 1-step flags, we can view X = M/H, where

H := GLdr × · · · ×GLd1

andM is the space of r-tuple of matrices m = (mr, ..,m1), mi a di+1×di
matrix of rank di (dr+1 ≡ n), where h = (hr, .., h1) ∈ H acts on M by
the formula

(10.3) m · h−1 := (mrh
−1
r , hrmr−1h

−1
r−1, .., h2m1h

−1
1 ).



PERIOD INTEGRALS & RIEMANN–HILBERT CORRESPONDENCE 353

Under the identification X = M/H, we denote the projection map
M → X by m �→ [m] := m ·H, and call M the Stiefel bundle over X.
We can view a Plücker coordinate xJ , |J | = di, on X as the function
xJ : M → C, xJ(m) = det(mr · · ·mi)J . In particular, f1 is a section on
X1 and f̄1 a section on X restricting to it as described above, then for
J = (1, .., n − k) we have

f̄1(mr, ..,m1) = f1((mr)J ,mr−1, ..,m1)

whenever rk (mr)J = dr. Let m = (mr, ..,m1) ∈ M where the mi have
the form

mi =

[
m′

i ∗
O Ik

]
,

where Ik is the k × k identity matrix and O a zero block. Then
xJ ′∪(n−k+1,..,n)(m) = det(m′

r · · ·m′
i)J ′ for any J ′ ⊂ (1, .., n − k) with

|J ′| = di− k. So, if f2 is a section on X2 and f̃2 a section on X restrict-
ing to it as described above, then

f̃2(mr, ..,m1) = f2(m
′
r, ...,m

′
1).

Let f be a nonzero section of a line bundle on X, and let X(f) be the
complement of f = 0, and M(f) the preimage of X(f) under M → X.

Definition 10.1. (Hyperplane property) We say that f has the hy-
perplane property if for some Ji ⊂ (1, 2, .., n) with |Ji| = di, i = 1, .., r,
we have (xJ1 · · · xJr)|f . In other words, the hypersurface f = 0 contains
the union of hyperplanes xJi = 0.

Note that if f has the hyperplane property, we can always find a
suitable permutation matrix g ∈ GLn such that the g-translate of f
has the hyperplane property where Jr = (n − dr + 1, .., n). In the
construction that follows, we will often arrange our section f so that
this occurs. Next, we have the following elementary lemma.

Lemma 10.1. Assume f has the hyperplane property (xJ1 · · · xJr)|f .
Then the principal H-bundle M(f) → X(f), has a unique section m =
(mr, ..,m1), where the mr, ..,m1 are matrix valued functions on X(f)
such that

(mr · · ·mi)Ji = Idi .

Definition 10.2. (Special section) We call the section given in Lem-
ma 10.1, the special section of M(f) (which depends on the index sets
J1, .., Jr).

We now describe our recursive procedure that produces a rank 1 point
of X with the hyperplane property.

Case 1. Assume dr−1 + dr < n. Consider (cf. (10.2))

X1 := F (d1, .., dr−1, dr) →֒ F (d1, .., dr−1, n), E• �→ 0n−dr ⊕ E•,

X2 := F (dr, n).
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Let M1,M2,M be the Stiefel bundles over X1,X2,X respectively. Let
f1, f2 be rank 1 points of X1,X2 respectively with the hyperplane prop-
erties

(10.4) (xJ1 · · · xJr−1)|f1, (xJr)
k|f2,

for some Ji with |Ji| = di, i = 1, ..., r, and J1 = (1, .., d1), Jr = (n−dr+
1, .., n), k = min(dr, n − dr) > dr−1. Such an f2 exists by Proposition
9.1. Put

(10.5) f = f̄1 · f̄2 · (xJr)−dr−1 .

Then we have

(10.6) (xJ1 · · · xJr)|f.
It follows easily from (10.1) that f is a section of ω−1

X .

Lemma 10.2. We have an H = GLdr × · · · × GLd1 equivariant
isomorphism

M1(f1)×M2(f2) → M(f)

(m′
r−1, ..,m

′
1),m

′
r �→ m = (m′

r,D
−1m′

r−1,m
′
r−2, ..,m

′
1),

where D is the Jr-block of m′
r. Therefore the map descends to an iso-

morphism X1(f1)×X2(f2) → X(f).

Proof. For m′
r ∈ M2(f2), its Jr-block D is a nonsingular matrix in

GLd2 since (xJr)
k|f2. Suppose f1(m

′
r−1, ..,m

′
1)f2(m

′
r) = 0. Then

f(m) = f1((m
′
rD

−1m′
r−1)Jr ,m

′
r−2, ..,m

′
1)f2(m

′
r)(det(m

′
r)Jr)

−dr−1 .

Since (m′
r)Jr = D, it follows that (m′

rD
−1m′

r−1)Jr = m′
r−1 and we have

f(m) = f1(m
′
r−1, ..,m

′
1)f2(m

′
r)(detD)−dr−1 = 0.

So, the map is well-defined. Now, h = (hr, .., h1) ∈ H acts on M(f) by
(10.3), and on M1(f1)×M2(f2) by the formula

mrh
−1
r , (mr−1h

−1
r−1, hr−1mr−2h

−1
r−2, .., h2m1h

−1
1 ).

Therefore our map is H-equivariant. Moreover, the map

M(f) → M1(f1)×M2(f2), (mr, ..,m1) �→ ((mr)Jrmr−1,mr−2, ..,m1),mr

is well-defined and is the inverse of the map above. q.e.d.

The lemma and Theorem 1.4 imply

Proposition 10.3. For dr−1 + dr < n, if any s-step flag variety
for s < r admits a rank 1 point with the hyperplane property, then
X = F (d1, .., dr, n) admits one as well.
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By Proposition 9.1, for d1+d2 < n it follows that F (d1, d2, n) admits
a rank 1 point with the hyperplane property. This also implies that for
d1 + d2 > n, then F (d1, d2, n) ≃ F (n− d2, n− d1, n) admits one as well.

Case 2. Assume dr−1 + dr = n and r = 2. Consider the following
section of ω−1

X :

f = (x1,..,d1)
d2(xd1+1,..,n)

d2 .

Then by Lemma 10.1, the special section of M(f) → X(f) has the form

m = (m2,m1) = (

[
A2

Id2

]
,m1) such that A2m1 = Id1 .

Since m1(o) has rank d1 at each point o ∈ X(f), the second equation
shows that the function

m1 : X(f) → M1, o �→ m1(o)

is onto. Here M1 be the Stiefel bundle over F (d1, d2). Moreover, the
level set of this function at each point is an affine space of dimension
d1d2 − d21. It follows that X(f) is homotopy equivalent to M1. Finally,
the principal GLd1-bundle M1 → F (d1, d2) is over a simply connected
base. Thus by the Serre spectral sequence, the highest degree nonzero
cohomology group of M1 is one-dimensional at degree 2d1d2 − d21 =
dimX. By Theorem 1.4, we have

Proposition 10.4. For d1 + d2 = n, X = F (d1, d2, n) admits the
rank 1 point f = (x1,..,d1)

d2(xd1+1,..,n)
d2 .

Remark 10.1. The propositions in Cases 1–2 (r = 2) now imply
that any 2-step flag variety F (d1, d2, n) admits a rank 1 point with the
hyperplane property.

Case 3. Assume dr−1 + dr = n and r ≥ 3. Consider (cf. (10.2))

X1 := F (d1, .., dr−2, dr−1) →֒ F (d1, .., dr−2, n), E• �→ E• ⊕ 0n−dr−1 ,

X2 := F (dr−1, dr, n).

Let M1,M2,M be the Stiefel bundles over X1,X2,X respectively. Let
f1, f2 be rank 1 points of X1,X2 respectively with the hyperplane prop-
erties

(10.7) (xJ1 · · · xJr−2)|f1, f2 = (xJr−1)
dr(xJr)

dr ,

for some Ji with |Ji| = di, i = 1, ..., r, and J1 = (1, .., dr−1), Jr =
(n− dr + 1, .., n). Note that f2 is given by Proposition 10.4. Put

(10.8) f = f̄1 · f̄2 · (xJr−1)
−dr−2 ∈ Γ(X,ω−1).

Then we have

(10.9) (xJ1 · · · xJr−1(xJr)
dr)|f.

Since xJr−1 |f2, the Jr−1 = (1, .., dr−1)-block D of m′
rm

′
r−1 for

(m′
r,m

′
r−1) ∈ M2(f2) is nonsingular.
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Lemma 10.5. We have an H = GLdr × · · · × GLd1 equivariant
isomorphism

M1(f1)×M2(f2) → M(f)

(m′
r−2, ..,m

′
1), (m

′
r,m

′
r−1) �→ m = (m′

r,m
′
r−1,D

−1m′
r−2,m

′
r−3, ..,m

′
1),

where D is the Jr−1 = (1, .., dr−1)-block of m′
rm

′
r−1. Therefore the map

descends to an isomorphism X1(f1)×X2(f2) → X(f).

The proof is closely analogous to the lemma in Case 1, and will be
omitted. The lemma and Theorem 1.4 imply

Proposition 10.6. For dr−1 + dr = n, if any s-step flag variety
for s < r admits a rank 1 point with the hyperplane property, then
X = F (d1, .., dr, n) admits one such f that satisfies (xJr)

dr |f where
Jr = (n− dr + 1, .., n).

Case 4. Assume d1 + d2 = n. Then X ≃ F (n− dr, .., n− d2, n− d1, n),
which belongs in Case 3, and the analogue of Proposition 10.6 is

Proposition 10.7. For d1 + d2 = n, if any s-step flag variety for
s < r admits a rank 1 point with the hyperplane property, then X =
F (d1, .., dr , n) admits one such f that satisfies (xJ1)

d1 |f where J1 =
(1, .., d1).

Case 5. Assume dr−1+dr > n. There exists a unique a with r > a > 1
such that da + da+1 > n ≥ da−1 + da. Assume n > 2da first. We will
consider n = 2da and n = da−1 + da in Cases 6-7 below separately.
Consider

X1 := F (d1, .., da, n− da) →֒ F (d1, .., da, n), (Ei
1) �→ (Ei

1 ⊕ 0da),

X2 := F (da+1 − da, .., dr − da, n− da) →֒ F (da+1, , .., dr , n),

(Ej
2) �→ (Ej

2 ⊕C
da).

Here we view Cn = Cn−da ⊕ Cda . Let M1,M2,M be the Stiefel bun-
dles over X1,X2,X respectively. Let f1, f2 be rank 1 points of X1,X2

respectively with the hyperplane properties

(10.10) (xJ1 · · · xJa)|f1, (xJ ′
a+1

· · · xJ ′
r
)|f2

for some Ji ⊂ (1, 2, .., n − da) with |Ji| = di (i = 1, ..., a) and Ja =
(n−2da+1, .., n−da), and for some J ′

i ⊂ (1, 2, .., n−da) with |J ′
i | = di−da

(i = a+1, .., r) and J ′
r = (n−dr+1, .., n−da). Put J := (n−da+1, .., n),

Ji := J ′
i ∪ J , i = a+ 1, .., n, and

(10.11) f := f̄1 · f̃2 · (xJ)da+1+da−n.

Then f has the hyperplane property

(10.12) (xJ1 · · · x̂Ja · · · xJrxJ)|f.
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Lemma 10.8. The special section m = (mr, ..,m1) (cf. Lemma 10.1)
of M(f) → X(f) has the following form:

mi =

[
m′

i Ai

O Ida

]
, i = a+ 1, .., r

ma =

[
Aa

Ida

]

mr · · ·ma =

[
m′

aD
Ida

]

ma−1 = D−1m′
a−1

mi = m′
i, i = 1, .., a − 2(10.13)

where D is a GLda-valued function, Aa, .., Ar are matrix valued func-
tions, and (m′

a, ..,m
′
1), (m

′
r, ..,m

′
a+1) are matrix valued functions taking

values in the special sections of the M1(f1) → X1(f1), M2(f2) → X2(f2)
respectively.

Proof. For o ∈ X(f), we will write mi ≡ mi(o), m
′
i ≡ m′

i(o), D ≡
D(o), etc. Then m = m(o) ∈ M(f) means that

0 = f(m) = f̄1(mr · · ·ma,ma−1, ..,m1)f̃2(mr, ..,ma+1) det(mr)Jr .

(a) Since xJ ′
r
|f2, we have xJr |f̃2, and so our mr has the correct form,

i.e. (mr)Jr = Idr (hence det(mr)Jr = 1), and (m′
r)J ′

r
= Idr−da . Since

(xJ ′
a+1

· · · xJ ′
r
)|f2, we have (xJa+1 · · · xJr)|f̃2, hence (mr · · ·mi)Ji = Idi .

By induction on i, it is easy to see that our mr, ..,mi above have the
correct form, so that

(10.14) mr · · ·mi =

[
m′

r · · ·m′
i ∗

O Ida

]

and that (m′
r · · ·m′

i)J ′

i
= Idi−da for i = a + 1.., r. This shows that

(m′
r, ..,m

′
a+1) actually lies in the special section of M2(f2) → X2(f2),

as asserted.
(b) Since xJ |f , we have (mr · · ·ma)J = Ida . From (10.14), it fol-

lows that (ma)J = Ida . Since xJa|f1, hence xJa |f , it follows that
(mr · · ·ma)Ja is a nonsingular matrix D ∈ GLda . Thus ma has the
correct form as asserted, and (m′

a)Ja = Ida . This also shows that
(mr · · ·ma)1,2,..,n−da = m′

aD has rank da, hence

0 = f̄1(mr · · ·ma,ma−1, ..,m1) = f1(m
′
aD,ma−1, ..,m1).

Since f1 is GLda -equivariant, this is equivalent to

0 = f1(m
′
a,D

−1ma−1,ma−2, ..,m1).

This implies that
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(m′
a,m

′
a−1, ..,m

′
1) = (m′

a,D
−1ma−1,ma−2, ..,m1)

lies in the special section of M1(f1) → X1(f1), as asserted.
This completes the proof. q.e.d.

We now use the special section m : X(f) → M(f) described in the
preceding lemma to define a map

X(f) → X1(f1)×X2(f2)×GLda

o �→ [m′
a(o), ..,m

′
1(o)], [m

′
r(o), ..,m

′
a+1(o)],D(o).(10.15)

We will prove that this is an isomorphism. We will need the following
elementary lemma.

Lemma 10.9. Let m′
2 be an (n− d1)× (d− d1) matrix, and A1, A2

be (d− d1)× d1 and (n− d1)× d1 matrices. Put

m2 =

[
m′

2 A2

O Id1

]
, m1 =

[
A1

Id1

]

and assume that J ′ ⊂ (1, .., n − d1), |J ′| = d2 − a1, and that the J =
J ′ ∪ (n − d1 + 1, .., n)-block of m2 is Id (which is equivalent to that
(A2)J ′ = O and (m′

2)J ′ = Id−d1). Then A1, A2 can be uniquely expressed
as polynomial functions in terms of m′

2 and m2m1.

Lemma 10.10. The map (10.15) is an isomorphism.

Proof. We will explicitly construct the inverse of (10.15). It is enough
to show that given a point m′ := ((m′

a, ..,m
′
1), (m

′
r, ..,m

′
a+1),D) in the

special section of the bundle M1(f1) × M2(f2) × GLda → X1(f1) ×
X2(f2) × GLda , the relations (10.13) uniquely determine a point m =
(mr, ..,m1) ∈ M , expressible polynomially in terms of m′. In fact, it is
enough to show that the Aa, .., Ar can be so-expressed. Note that the
relations (10.13) ensures that m lies in the special section of the bundle
M(f) → X(f).

By (10.13), we have for i = 1, .., a + 1,

mr · · ·mi =

[
m′

r · · ·m′
i m′

r · · ·m′
i+1Ai + · · ·+m′

rAr−1 +Ar

O Ida

]
.

Since ma =

[
Aa

Ida

]
, Lemma 10.9 implies that Aa and m′

r · · ·m′
a+2Aa+1 +

· · ·+m′
rAr−1 +Ar can be uniquely expressed polynomially in terms of

m′. It follows that the right hand block of mr · · ·ma+1:

(mr · · ·ma+1)R =

[
m′

r · · ·m′
a+2Aa+1 + · · ·+m′

rAr−1 +Ar

Ida

]

=

[
m′

r · · ·m′
a+2 m′

r · · ·m′
a+1Aa+2 + · · ·+m′

rAr−1 +Ar

O Ida

] [
Aa+1

Ida

]

= mr · · ·ma+2

[
Aa+1

Ida

]
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can be so-expressed. By Lemma 10.9 again, the right hand block of
mr · · ·ma+2 and Aa+1 can also be so-expressed. Continuing this way,
we see that Aa, .., Ar all can be so-expressed. This completes the proof.

q.e.d.

The lemma and Theorem 1.4 imply

Proposition 10.11. For da + da+1 > n > 2da with r > a > 1,
if any s-step flag variety for s < r admits a rank 1 point, then X =
F (d1, .., dr , n) admits one as well.

Case 6. Assume n = 2da with r > a > 1. Consider

X1 = F (d1, .., da) ≡ F (d1, .., da, da) →֒ F (d1, .., da, n),

(E•) �→ (0n−da ⊕E•)

X2 = F (da+1 − da, .., dr − da, n− da) →֒ F (da+1, .., dr, n),

(E•) �→ (E• ⊕ C
da).

Here we view Cn = Cn−da ⊕ Cda . Let M1,M2,M be the Stiefel bun-
dles over X1,X2,X respectively. Let f1, f2 be rank 1 points of X1,X2

respectively with the hyperplane properties

(10.16) (xJ1 · · · xJa)|f1, (xJ ′
a+1

· · · xJ ′
r
)|f2

for some Ji ⊂ (1, 2, .., n − da) with |Ji| = di (i = 1, ..., a − 1) and
Ja−1 = (da − da−1 + 1, .., da), and for some J ′

i ⊂ (1, 2, .., n − da) with
|J ′

i | = di − da (i = a + 1, .., r) and J ′
r = (n − dr + 1, .., n − da). Put

J := (n− da + 1, .., n), Ji := J ′
i ∪ J , i = a+ 1, .., n, and

(10.17) f := f̄1 · f̃2 · (xJ)da+1−da−1−1(x1,..,da).

Then f has the hyperplane property

(10.18) (xJ1 · · · x̂Ja · · · xJrxJ)|f.
Lemma 10.12. The special section m = (mr, ..,m1) (cf. Lemma

10.1) of M(f) → X(f) has the following form:

mi =

[
m′

i Ai

O Ida

]
, i = a+ 1, .., r

ma =

[
Aa

Ida

]

mr · · ·ma =

[
D
Ida

]

ma−1 = D−1m′
a−1

mi = m′
i, i = 1, .., a − 2,(10.19)

where D is a GLda-valued function, Aa, .., Ar are matrix valued func-
tions, and (m′

a−1, ..,m
′
1), (m

′
r, ..,m

′
a+1) are matrix valued functions tak-
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ing values in the special sections of the M1(f1) → X1(f1), M2(f2) →
X2(f2) respectively.

The proof is a degenerate version of the lemma in Case 5 (with m′
a

missing but with (1, .., da) play the role of Ja), and will be omitted. The
lemma and Theorem 1.4 imply

Proposition 10.13. For n = 2da with r > a > 1, if any s-step flag
variety for s < r admits a rank 1 point f with the hyperplane property,
then X = F (d1, .., dr , n) admits one as well.

Case 7. Assume n = da−1+ da with r > a > 1. If a = 2 then it is Case
4, so we can assume a ≥ 3 (and r ≥ 4). Consider

X1 := F (d1, .., da−2, da−1) →֒ F (d1, .., da−2, n), E• �→ E• ⊕ 0n−da−1 ,

X2 := F (da−1, .., dr , n).

Here we view Cn = Cda−1 ⊕Cn−da−1 . Let M1,M2,M be the Stiefel bun-
dles over X1,X2,X respectively. Let f1, f2 be rank 1 points of X1,X2

respectively with the hyperplane properties

(10.20) (xJ1 · · · xJa−2)|f1, ((xJa−1)
da−1xJa · · · xJr)|f2,

for some Ji ⊂ (1, 2, .., da−1) with |Ji| = di (i = 1, ..., a−2), and for some
Ji ⊂ (1, 2, .., n) with |Ji| = di (i = a − 1, .., r) and Ja−1 = (1, .., da−1).
Note that such an f2 exists by Proposition 10.7 in Case 4, if any s-
step flag variety for s < r admits a rank 1 point with the hyperplane
property.

Put

(10.21) f = f̄1 · f̄2 · (xJa−1)
−da−2 ∈ Γ(X,ω−1

X ).

Then f has the hyperplane property

(10.22) (xJ1 · · · xJr)|f.
Lemma 10.14. We have an H = GLdr × · · · × GLd1 equivariant

isomorphism

M1(f1)×M2(f2) → M(f)

(m′
a−2, ..,m

′
1), (m

′
r, ..,m

′
a−1)

�→ m = (m′
r, ..,m

′
a−1,D

−1m′
a−2,m

′
a−3, ..,m

′
1),

where D is the Ja−1-block of m′
r · · ·m′

a−1. Hence the map descends to
an isomorphism

X1(f1)×X2(f2) → X(f).

The proof is almost identical to the lemmas in Cases 1 and 3, and
will be omitted. The lemma and Theorem 1.4 imply

Proposition 10.15. For da−1+da = n with r > a > 1, if any s-step
flag variety for s < r admits a rank 1 point with the hyperplane property,
then X = F (d1, .., dr , n) admits one as well.
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Now combining the propositions in all Cases 1–7 yields a complete
recursive procedure for constructing a rank 1 point with the hyperplane
property for any r-step flag variety, proving Corollary 1.6.

Example 10.16. Consider X = F (1, 2, 3, 5), which belongs in Case 3.
Let X1 = F (1, 2) and take f1 = x1x2. Let X2 = F (2, 3, 5), which
belongs in Case 2, and we can take f2 = (x12)

3(x345)
3 as a rank 1 point

of X2, by Proposition 10.4. Therefore,

f = x1x2(x12)
3(x345)

3(x12)
−1

is rank 1 point of X according to the construction in Case 3.

Example 10.17. Consider the flag variety of SL5,X = F (1, 2, 3, 4, 5),
which belongs in Case 7 with a = 3. Let X1 = F (1, 2) and take f1 =
x1x2. Let X2 = F (2, 3, 4, 5) ≃ F (1, 2, 3, 5), which is the preceding
example. Applying this isomorphism to the rank 1 point there, we get
f2 = x2345x1345(x345)

2(x12)
3 as a rank 1 point of X2. Therefore,

f = x1x2x2345x1345(x345)
2(x12)

3(x12)
−1

is a rank 1 point of X according to the construction in Case 7.

Appendix A. Theory of D-modules

We recall the theory of algebraic D-modules. A standard reference is
[6].

Let X be an algebraic variety over k of characteristics zero. Let
Hol(DX) be the category of holonomic (left) D-modules on X. Its
bounded derived category is denoted by Db

h(X).
Let f : X → Y be a morphism, there are the following pairs of adjoint

(derived) functors (following the notation of Borel’s book)

f+ : Db
h(Y ) � Db

h(X) : f+, f! : D
b
h(X) � Db

h(Y ) : f !.

Recall the definition of f+ in the following cases (assuming X and Y
are smooth): in the case, there is an f−1DY ×DX-bimodule DY←X on
X, and

f+(M) = Rf∗(DY←X ⊗L M).

Without mentioning the exact definition of this bimodule DY←X , we
concentrate on the following special cases. Let dX,Y = dimX − dimY .

(i) f : X → Y is smooth. Then f+ (up to shift) is the usual construc-
tion of the Gauss–Manin connection. I.e.

f+(M) = Rf∗(M ⊗ Ω•
X/Y [dX,Y ]).

In particular, H if+OX is the D-module on Y formed by the (i+dX,Y )th
relative De Rham cohomology. In particular, if f is an open embedding,
then f+(M) = Rf∗M as quasi-coherent sheaves on Y . Observe that
under the this normalization of the cohomological degrees, H0f+OX is
the usual “middle dimension” cohomology of the family f : X → Y .
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Example A.1. A particular example: j : Gm = Speck[x, x−1] →
A1 = Speck[x] the open embedding. Then j+OGm as a D-module on
A1 is isomorphic to k[x, ∂x]/(x∂x + 1).

(ii) f : X → Y is a closed embedding given by the ideal I. Then
f+(M) = f∗(DY /DY I ⊗ ωX/Y ⊗M),

where ωX/Y is the relative canonical sheaf ωX/Y = ωX ⊗ (ω−1
Y |X).

Example A.2. A particular example: let Y beAn = Speck[x1, . . . , xn]
and i : X → Y be the inclusion of the vector space given by x1 =
· · · = xr = 0. Then xr+1, . . . , xn form a coordinate system on X. Let
M = OX = DX/DX(∂r+1, . . . , ∂n). Then

i+M = DY /DY (x1, . . . , xr, ∂r+1, . . . , ∂n)

called the delta sheaf supported on X, denoted by δX .

Observe that there is the following exact sequence of DA1-modules

(A.1) 0 → OA1 → j+OGm → δ{0} → 0.

Next, we recall the definition of f !. There is a DX×f−1DY -bimodule
DX→Y on X, and by definition

f !(M) = DX→Y ⊗L
f−1DY

f−1M [dX,Y ].

As quasi-coherent OX -modules,

f !(M) = Lf∗M [dX,Y ].

Again, let us mention the following special cases.
(i) f : X → Y is smooth. In this case, f ![−dX,Y ] is exact, and as

quasi-coherent sheaves, f ![−dX,Y ](M) = f∗M . In particular, if f is an

open embedding, then f !M = M |X .
(ii) f : X → Y is a closed embedding, given by the ideal sheaf I. In

this case

H0f !(M)⊗ ωX/Y = {m ∈ M | xm = 0 for any x ∈ I}.
The following distinguished triangle generalizes (A.1): Let i : X → Y

be a closed embedding and j : U → Y be the complement:

(A.2) i+i
!M → M → j+j

!M → .

Indeed, in the case Y = A1 and X = Gm, M = OA1 , we recover
(A.1).

The following theorem (Kashiwara’s lemma) is of fundamental im-
portance,

Theorem A.3. Let i : X → Y be a closed embedding.
(i) If M is a DY -module, set-theoretically supported on X. Then

H ii!M = 0 for i > 0.
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(ii) Let DY −ModX be the category of DY -modules, set-theoretically
supported on X, and DX−Mod be the category of DX-modules. Then
there is an equivalence of categories

i+ : DX−Mod � DY −ModX : H0i!.

In the sequel, we will make use of the following notation: let i :
X → Y be a locally closed embedding. If M is a D-module on Y ,
set-theoretically supported on X̄ , then H0i!M will be denoted by M |X .

This finishes the discussion of the functors f+, f
!. Then f! is defined

to be the left adjoint of f ! and f+ is defined to be the left adjoint of f+.
Recall that there is the duality functor DX : Db

h(X) → Db
h(X). We can

also express f+ = DXf !DY and f! = DY f+DX . It is known that
(i) If f : X → Y is a closed embedding (or more generally if f is

proper), f! = f+.
(ii) If f : X → Y is an open embedding, f ! = f+.

Remark A.1. The definitions of f+, f
! do not require the holonomic-

ity, and therefore they are defined on the whole category of (not neces-
sarily holonomic) D-modules. However, as functors on the whole cat-
egory of D-modules, they do not admit adjoint functors and therefore
f!, f

+ are not defined in general.

Example A.4. Let j : Gm → A1 as before. One can show that
j!OGm ≃ k[x, ∂]/x∂.

The dual version of (A.1) is

(A.3) 0 → δ{0} → j!OGm → OA1 → 0,

and the dual version of (A.2) is

(A.4) j!j
!M → M → i+i

+M → .

Now let k = C. Let Db
rh(X) be the bounded derived category of

holonomic D-modules with regular singularities, and let Db
c(X

an) be the
bounded derived category of constructible sheaves on Xan (we denote X
equipped with the classical topology by Xan). Then Riemann–Hilbert
correspondence is an equivalence

RH : Db
rh(X) ≃ Db

c(X),

RH(M) = ωXan ⊗L Man = Ω•
Xan ⊗Man[dimX],

where ωXan is the canonical sheaf on Xan, regarded as a right D-module
via Lie derivative, and the derived tensor product is over DXan . This
correspondence is compatible with the six operation functors. In par-
ticular,

RH f+ ≃ f∗RH, RH f! ≃ f!RH, RH f ! ≃ f !RH, RH f+ ≃ f∗RH .
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If M is a plain D-module, then RH(M) is a perverse sheaf on Xan.
While the above equivalence is covariant, sometimes one also consider
the contravariant version

Sol : Db
rh(X) ≃ Db

c(X)op, Sol(M) = RHomDXan (M
an,OXan).

The relation between Sol and RH is RH = SolDX [dimX].

Remark A.2. Let M be a D-module on X. In the paper we also
talk about the solution sheaf of M , by which we mean the classical
(non-derived) solutions of M , and is defined as

cl Sol(M) = HomDXan (M
an,OXan).

This is a plain sheaf on Xan.

Next, we discuss background materials on equivariant D-modules,
most which can be found in [6][15]. Let G be a connected algebraic
group and g = LieG. Let us regard g as right invariant vector fields on
G, and for a Lie algebra homomorphism χ : g → k, we define a character
D-module on G by

(A.5) Lχ = DG/DG(ξ + χ(ξ), ξ ∈ g).

This is a rank one local system on G. In particular, it is holonomic. It
is called a character sheaf because if we denote by mult : G × G → G
the multiplication map of G, then there is a canonical isomorphism
mult! Lχ ≃ Lχ ⊠ Lχ[dimG] satisfying the cocycle condition under the
further !-pullback to G×G×G.

Let Z be a G-variety and act : G × Z → Z be the action map. A
(G,χ)-equivariant, or a G-monodromic against χ, D-module on Z is a
D-module on Z together with an isomorphism

θ : act!M ≃ Lχ ⊠M [dimG]

satisfying the usual cocycle condition under the further !-pullback to
G×G× Z.

The following lemma is well-known, which can be proved as in [6,
Theorem 12.11]. See also [15, §II.5].

Lemma A.5. Assume that there are only finitely many orbits un-
der the action of G on Z, then any (G,χ)-equivariant D-module is
holonomic. In addition, if Lχ is regular singular, then any (G,χ)-
equivariant D-module is regular singular.

We will need the following lemma. Let Ug be the universal enveloping
algebra of g. Then χ defines a one-dimensional Ug-module, denoted by
kχ. Note that if Z is a G-variety, we have the corresponding infinitesimal
action da : g → TZ , which extends to Ug → DZ .

Lemma A.6. The D-module

DZ,χ = DZ/DZ(da(ξ) + χ(ξ), ξ ∈ g) = (DZ ⊗ kχ)⊗Ug k
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is a natural (G,χ)-equivariant D-module on Z.
More generally, note that DZ is naturally G-equivariant as O-modules,

i.e., there is an isomorphism of O-modules θ : act∗ DZ ≃ p∗ZDZ satis-
fying the cocycle condition. Let I ⊂ DZ be a G-invariant left ideal,
then

DZ/I +DZ(da(ξ) + χ(ξ), ξ ∈ g)

is (G,χ)-equivariant.

Note that in the above lemma, we do not need to assume that G acts
on Z with finitely many orbits. See [15, §II.3].

Note that if i : H → G is a connected closed subgroup, i!Lχ[− dimH] =
DH/DH(ξ +χ(ξ), ξ ∈ h) = Lχ|h. We have the following simple observa-
tion.

Lemma A.7. Let Z = G/H be a homogeneous G-variety. Let χ :
g → k be a Lie algebra homomorphism and Lχ be the rank character D-
module on G as in (A.5). Then if Lχ|h = OH◦ , where H◦ is the neutral
connected component of H, there is no D-module on Z, equivariant with
respect to G against χ.

Proof. Let M be a non-zero (G,χ)-equivariant D-modules on Z. Let
i : H◦ → G be the inclusion, and ie : eH → Z be the inclusion of the
identity coset. Consider the diagram

H◦ × eH −−−−→ eH

i×ie

⏐⏐�
⏐⏐�ie

G× Z −−−−→ Z.

Then i!Lχ ⊗ i!eM = (i × ie)
! act!M = OH ⊗ i!eM [dimZ]. Therefore,

Lχ|h = OH . q.e.d.

Example A.8. Let λ ∈ k×, and let Lλ be the D-module on Gm

given by x∂ + λ. I.e. Lλ is the local system on Gm with monodromy
exp(−2π

√
−1λ) (via the Riemann–Hilbert correspondence if k = C).

This is a character D-module on G with χ(x∂) = λ. If λ ∈ Z, then
Lλ ≃ OGm . Let j : Gm → A1 be the open embedding. Then both
j+Lλ and j!Lλ are (G,λ)-equivariant D-modules on Gm. If λ is not an
integer, then j!Lλ ≃ j+Lλ. In this case, this D-module is irreducible on
A1.

Our last topic is the Fourier transform. Let “ex” be the character
D-module on A1 defined by ∂ − 1. Let V be a vector space and V ∨ be
its dual. We have the natural pairing

m : V × V ∨ → A
1.

The pullback of ex along m is still denoted by ex, regarded as a plain
D-module on V × V ∨. Let pV , pV ∨ be the projections of V × V ∨ to the
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two factors. The Fourier transform is defined as

Four(M) = pV ∨,+(p
!
V (M)⊗ ex).

Fourier transform Four is an exact functor, and can be described in
the following simple way. Let M be a D-module on V , and therefore is
identified with a module over the Weyl algebra k[a1, . . . , an, ∂a1 , . . . , ∂an ].
Then Four(M) as a vector space is identified withM , and theD-module
structure is given by a∗im = ∂aim and ∂a∗i = −aim. In other words, if
we denote the ring homomorphism

(A.6) ̂: DV → DV ∨, âi = −∂a∗i , ∂̂ai = a∗i ,

then Four(M) = DV ∨ ⊗DV
M . See [7, p. 85].

Example A.9. Let W ⊂ V be a vector subspace, and W⊥ be the
orthogonal complement of W in V ∨. Then Four(δW ) = δW⊥ .

Example A.10. More generally, let i : W ⊂ V be a vector subspace,

and 0 → W⊥ → V ∨ p→ W∨ → 0 be the dual sequence. Let M be a
D-module on W . Then

Four(i+M) = p!Four(M)[dimW − dimV ].

Example A.11. Let V = A1 and we identify V ∨ = A1 via the natural
multiplication A1 × A1 → A1. Then under the Fourier transform, the
exact sequence (A.1) becomes (A.3).

Example A.12. Recall the character D-module Lλ on Gm. Let j :
Gm → A1 be the open immersion. Then

Four(j+Lλ) = j!L−λ+1.

Fourier transform preserves holonomicity. If M is holonomic, the we
can also write

Four(M) = pV ∨,!(p
∗
V (M)⊗ ex).

However, Fourier transform does not necessarily preserves the regular
singularity. For example, the Fourier transform of the delta sheaf on
A1 supported at 1 ∈ A1(k) is ex. However, under certain circumstance,
one can show that Four(M) is regular singular. Let Gm act on V via
homotheties, i.e. mult : Gm×V → V,mult(a, v) = av. Let λ : LieGm →
k be a map. Recall the notion of (Gm, λ)-equivariant D-modules. We
say a holonomic D-module on V to be Gm monodromic if each of its
irreducible constitutes is (Gm, λ)-equivariant for some λ. Observe that
ex is not Gm-monodromic.

Let Db
rh,m(V ) be the full subcategory of Db

rh(V ) whose cohomology
sheaves are regular holonomic and Gm-monodromic.

Lemma A.13. The Fourier transform restricts to an equivalence

Four : Db
rh,m(V ) ≃ Db

rh,m(V ∨).
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Proof. [7, Theorems 7.4, 7.24]. q.e.d.

Fourier transform can be generalized to family versions. Let X be
a base variety, and V a vector bundle over X, V∨ the dual bundle, so
there is

m : V×X V
∨ → A

1.

Then one can define

FourX(M) = pV∨,+(p
!
V(M)⊗ ex).

Note that the family version of Example A.10 still holds. More precisely,
let i : W ⊂ V be a subbundle on p : V∨ → W∨ be the dual map. Then

(A.7) FourX(i+M) = p!FourX(M)[rkW− rkV].

Note that family version of Fourier transforms commute with base
change. Namely, if f : Y → X is a map. Then FourY (f

!M) =
f !FourX(M).

Let us consider the family version of Example A.12. So we assume
that V = L is a line bundle, on which Gm acts by homotheties. Let
L̊ = L − X, where X is regarded as the zero section of L. Let L∨ be
the dual vector bundle of L and L̊∨ is defined similarly. Let M be a
(Gm, λ)-equivariant D-module on L̊.

The following lemma is useful.

Lemma A.14. Let X be proper and V = X×V be the trivial bundle
over X. Let π : X × V → V and π∨ : X × V ∨ → V ∨ be the projections.
Then

Four ◦ π! ≃ π∨
! ◦ FourX .

Proof. This follows from the base change theorem for D-modules (cf.
[6, VI, §8]). Namely, asX is proper, π+ = π!, etc. We have the following
commutative diagrams with both squares Cartesian:

X × V × V ∨

πV,V ∨

��
pV

��♣♣
♣♣
♣♣
♣♣
♣♣
♣

pV ∨

��❖
❖❖

❖❖
❖❖

❖❖
❖❖

X × V

π
��

V × V ∨

pV
��♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦

pV ∨

��❖
❖❖

❖❖
❖❖

❖❖
❖❖

❖
X × V ∨

π∨

��

V V ∨.

Then
Four(π!(M)) = pV ∨,+(p

!
V π

∨
+(M)⊗ ex)

= pV ∨,+(π
V,V ∨

+ p!V (M)⊗ ex)

= pV ∨,+π
V,V ∨

+ (p!V (M)⊗ ex)
= π∨

+FourX(M). q.e.d.
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