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#### Abstract

In this paper, we apply the Ewald acceleration technique to the efficient evaluation of periodic Green's functions (GFs) for 3-D skewed lattices like those arising in electromagnetic/photonic band-gap (EBG/PBG) structures and metamaterials. We develop the expression for the optimal value of an associated splitting parameter, derive the gradient of the scalar potential GFs and address the extraction of singularity for both vector/scalar potential GF and their curl/gradient. Several numerical implementation issues are also discussed leading to further enhancement in computational speed, accuracy, and numerical stability. Finally, the accuracy of the developed GFs is verified against well established algorithms.


## INTRODUCTION

Periodic structures have a long history of being utilized to control electromagnetic scattering and radiation for various scientific and engineering applications. Examples include electromagnetic or photonic band-gap (EBG/PBG) structures [1] and left-handed metamaterials (MTMs) for which both the effective permittivity and permeability are negative [2]. In integral-equation (IE) analysis of periodic structures, efficient computation of the Green's functions (GFs) is of paramount interest. Since these structures are inspired by the three-dimensional (3-D) geometry of both natural crystals and those artificial crystals that can arise only in the human imagination [1], not only simple cubic lattices (with orthogonal primitive vectors), but also the ones with skewed lattices (such as facecentered cubic or diamond structures) need to be efficiently taken into account. In this paper we address the evaluation of GFs for periodic structures with such general lattices.

Among different techniques used to speed up the computation of Green's functions [3], the Ewald transform [4] has clearly demonstrated its suitability for periodic problems. It has been advantageously used in the efficient evaluation of GFs of infinite periodic phased arrays of line sources (2-D structures with 1-D periodicity) [5], [6], 2-D structures with 2-D periodicity [7], in 3D problems with 2-D orthogonal [8], [9] and skewed [10] lattices, as well as for rectangular cavities (3-D problems with 3-D orthogonal lattices) [11], [12]. Its application to 3-D non-orthogonal lattices has been first reported in [13], where the method is used to compute the energy bands for Schrödinger's equation.

In this paper, we present the Ewald sums for 3-D non-orthogonal (skewed) lattices used to solve 3D Helmholtz equation needed for the computation of electromagnetic bands of triply periodic structures such as electromagnetic (photonic) band-gaps and metamaterials. We develop the expression for the optimal value of the splitting parameter for general 3-D skewed lattices and show that it reduces to the formula presented in [14] for the case of orthogonal, nearly cubic 3-D lattices. Moreover, we derive the gradient of the scalar potential GFs and address the extraction of singularity for both vector/scalar potential GF and their curl/gradient. This is a mandatory step when solving periodic printed structures (infinite arrays) with a mixed potential integral equation (MPIE). The method can be used in conjunction with the integral-equations solved by method of moments (IE-MoM) to determine dispersion diagrams of 3-D metallo-dielectric structures.

## 3-D SKEWED LATTICE SUMS

The Green's function for point sources arranged in a 3-D lattice with a translation vector $\mathbf{r}_{m n p}=m \mathbf{a}_{1}+n \mathbf{a}_{2}+p \mathbf{a}_{3}$ obeys the inhomogeneous Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \Psi(\mathbf{R})=\sum_{m, n, p} \delta\left(\mathbf{R}-\mathbf{r}_{m n p}\right) \mathrm{e}^{-\mathrm{j} \mathbf{k} \cdot \boldsymbol{r}_{m p p}} \tag{1}
\end{equation*}
$$

and is given by

$$
\begin{equation*}
\Psi(\mathbf{R})=\frac{1}{4 \pi} \sum_{m, n, p} \frac{\mathrm{e}^{-\mathrm{j} k R_{m p p}}}{R_{m n p}} \mathrm{e}^{-\mathrm{j} \mathbf{k} \cdot \boldsymbol{r}_{m p}} \tag{2}
\end{equation*}
$$

where $\mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime}$ is the source-observer distance within a primitive cell, $\mathbf{k}$ is the wave vector of the medium, $R_{\text {mnp }}=\left|\mathbf{R}-\mathbf{r}_{m n p}\right|$, and $\mathbf{a}_{i}, i=1,2,3$ are the primitive vectors of the direct lattice. The
representation (2) is usually called the image formulation of the periodic GF. Applying to it the Poisson summation formula, one obtains the modal representation of the same GF

$$
\begin{equation*}
\Psi(\mathbf{R})=\frac{1}{V} \sum_{m, n, p \neq 0} \frac{\mathrm{e}^{\mathbf{j} \mathbf{K}_{m p p} \cdot \mathbf{R}}}{\gamma_{m n p}^{2}} \tag{3}
\end{equation*}
$$

In the last expression, $V=\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)$ is the volume of the primitive cell, $\mathbf{K}_{\text {mnp }}=\mathbf{k}_{\text {mnp }}-\mathbf{k}$, and $\gamma_{m n p}^{2}=\left|\mathbf{K}_{m n p}\right|^{2}-k^{2}$. The translation vector of the reciprocal lattice $\mathbf{k}_{m n p}=m \mathbf{k}_{1}+n \mathbf{k}_{2}+p \mathbf{k}_{3}$ has the primitive vectors defined by

$$
\begin{equation*}
\mathbf{k}_{i} \cdot \mathbf{a}_{j}=2 \pi \delta_{i j} \tag{4}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{k}_{1}=2 \pi \frac{\mathbf{a}_{2} \times \mathbf{a}_{3}}{\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)}, \mathbf{k}_{2}=2 \pi \frac{\mathbf{a}_{3} \times \mathbf{a}_{1}}{\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)}, \mathbf{k}_{3}=2 \pi \frac{\mathbf{a}_{1} \times \mathbf{a}_{2}}{\mathbf{a}_{1} \cdot\left(\mathbf{a}_{2} \times \mathbf{a}_{3}\right)} . \tag{5}
\end{equation*}
$$

Both infinite sums in (2) and (3) are slowly convergent. The image sum (2) converges faster when the observer point is in the source point region since the singularity is perfectly included in the expression. However, close to the lateral periodic walls, the convergence is deteriorated as the periodic boundary conditions (BCs) are going to be satisfied only for an infinite number of images taken into account. Each term of the modal sum (3), on the other hand, satisfies the BCs at the lateral walls and, hence, the convergence of this sum is faster close to the walls. However, taking into account the singularity at the source point would require an infinite number of modes leading, therefore, to the slow convergence of the modal sum in the source point region.

The Ewald method successfully combines both image and modal formulations into a fast converging series. Here, we present the details of the Ewald transform used to compute the potential GFs of a periodic structure with a general 3-D skewed lattice.

Following Ewald [3], we use the relation

$$
\begin{equation*}
\frac{\mathrm{e}^{-\mathrm{j} k R}}{R}=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \mathrm{e}^{-R^{2} \xi^{2}+\frac{k^{2}}{4 \xi^{2}}} \mathrm{~d} \xi \tag{6}
\end{equation*}
$$

where $\xi$ is a complex variable and the path of integration is chosen such that the integrand remains bounded as $\xi \rightarrow 0$ and decays $\xi \rightarrow \infty$ [8]. Breaking the integral into two parts $(0, E)$ and $(E, \infty)$, the GF $\Psi(\mathbf{R})$ can be expressed as

$$
\begin{equation*}
\Psi(\mathbf{R})=\Psi_{1}(\mathbf{R})+\Psi_{2}(\mathbf{R}) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{1}(\mathbf{R})=\frac{1}{4 \pi} \sum_{m, n, p} \mathrm{e}^{-\mathrm{j} \cdot \mathbf{r}_{m p p}} \frac{2}{\sqrt{\pi}} \int_{0}^{E} \mathrm{e}^{-R_{m p} \xi^{2} \xi^{2}+\frac{k^{2}}{4 \xi^{2}}} \mathrm{~d} \xi \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{2}(\mathbf{R})=\frac{1}{4 \pi} \sum_{m, n, p} \mathrm{e}^{-\mathrm{j} \mathbf{k} \cdot \mathbf{r}_{m p}} \frac{2}{\sqrt{\pi}} \int_{E}^{\infty} \mathrm{e}^{-R_{m p p}^{2} \xi^{2}+\frac{k^{2}}{4 \xi^{2}}} \mathrm{~d} \xi \tag{9}
\end{equation*}
$$

The Poisson summation formula and the shifting properties of Fourier transform may be used to transform (8) into

$$
\begin{equation*}
\Psi_{1}(\mathbf{R})=\frac{1}{V} \sum_{m, n, p \neq 0} \frac{\mathrm{e}^{-\frac{\gamma_{m n p}^{2}}{4 E^{2}}}}{\gamma_{m n p}^{2}} \mathrm{e}^{\mathrm{j} \mathbf{K}_{m p} \cdot \mathbf{R}} \tag{10}
\end{equation*}
$$

A straightforward application of the following identity [15]

$$
\begin{equation*}
\int_{r}^{\infty} \mathrm{e}^{-p^{2} \xi^{2}+\frac{q^{2}}{4 \xi^{2}}} \mathrm{~d} \xi=\frac{\sqrt{\pi}}{4 p} \sum_{ \pm} \mathrm{e}^{ \pm \mathrm{j} p q} \operatorname{erfc}\left(p r \pm \frac{\mathrm{j} q}{2 r}\right) \tag{11}
\end{equation*}
$$

to $\Psi_{2}(\mathbf{R})$, with $p=R_{m n p}>0, q=k$, and $r=E$ yields

$$
\begin{equation*}
\Psi_{2}(\mathbf{R})=\frac{1}{8 \pi} \sum_{m, n, p} \mathrm{e}^{-\mathrm{j} \mathbf{k} \cdot \boldsymbol{r}_{m p}} \sum_{ \pm} \frac{\mathrm{e}^{ \pm \mathrm{j} k R_{m p p}}}{R_{m n p}} \operatorname{erfc}\left(R_{m n p} E \pm \frac{\mathrm{j} k}{2 E}\right) \tag{12}
\end{equation*}
$$

where $\sum_{ \pm}$designates the sum of the terms with + and - signs.
Both sums (10) and (12) have Gaussian convergence rate and accurate values are obtained for a very small number of terms if the parameter $E$ is properly chosen. The best choice for the splitting parameter is the one that balances the rate of decay of the two series, making both contribute an equal number of terms to the final value. The approximation to the optimal value of $E$ in $3-D$ skewed lattice will be derived in the following section.

The accurate numerical evaluation of the complex complementary error function can be done using very efficient numerical algorithms [16], [17]. A computationally efficient way of implementing GFs in a computer code is to pre-compute them at each frequency point and tabulate the values in a rectangular 3-D grid along $x-x^{\prime}, \quad y-y^{\prime}$, and $z-z^{\prime}$. The GF values needed to compute the numerical integrals in the MoM matrix are then retrieved from the table using interpolation routines [17]. With a dense enough grid and nonuniform (cubic) distribution of points in the source region, the interpolation leads to very accurate results and much faster computation than if the GFs are evaluated directly.

## OPTIMUM SPLITTING PARAMETER FOR 3-D SKEWED LATTICES

We analyze here the convergence properties of $\Psi_{1}$ and $\Psi_{2}$ given by (10) and (12), respectively. For large $m, n, p$, we can approximate $\gamma_{m n p} \approx k_{m n p}$, which yields the following asymptotic behavior of terms in $\Psi_{1}$

$$
\begin{equation*}
\sim \exp \left(-\frac{k_{m p}^{2}}{4 E^{2}}\right) /\left(\frac{k_{m n p}^{2}}{4 E^{2}}\right) \tag{13}
\end{equation*}
$$

In the image sum $\Psi_{2}$, for large $m, n, p$, we can approximate $R_{m n p}^{2} \approx r_{m n p}^{2}$. Moreover, the asymptotic expansion for the complementary error function for large arguments $\operatorname{erfc}(z) \sim \exp \left(-z^{2}\right) /(\sqrt{\pi} z)$ leads to the following asymptotic behavior of the terms in $\Psi_{2}$ :

$$
\begin{equation*}
\sim \frac{\mathrm{e}^{-r_{m n p}^{2} E^{2}}}{r_{m n p}^{2} E^{2}} \tag{14}
\end{equation*}
$$

Observing the asymptotic behavior of the terms in both sums, we must set [6]

$$
\begin{equation*}
r_{m n p}^{2} E^{2}=\frac{k_{m p p}^{2}}{4 E^{2}} \equiv \sigma^{2} \tag{15}
\end{equation*}
$$

in order to obtain the same number of significant digits of accuracy in each sum. The convergence rate in both sums is predominantly governed by the minimum absolute value of the three lattice vectors in either lattices $a_{\min }=\min \left(a_{1}, a_{2}, a_{3}\right)$ and $k_{\min }=\min \left(k_{1}, k_{2}, k_{3}\right)$. The maximum number of terms in the direction of the minimum lattice vector to achieve the given accuracy $\sigma$ can be expressed as $M_{k}=2 \sigma E / k_{\min }$ and $M_{a}=\sigma /\left(a_{\min } E\right)$ for modal and image formulations, respectively. The value of $E=E_{0}$ for which we have balanced sums is obtained for $M_{k}=M_{a}$ and given by

$$
\begin{equation*}
E_{0}=\sqrt{\frac{k_{\min }}{2 a_{\min }}} . \tag{16}
\end{equation*}
$$

For a simple cubic lattice, where $\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)$ are mutually orthogonal, it can be shown that (16) reduces to the expression reported in [14]. Although the approximation from [14] performs well for nearly cubic lattices, in the case of general skewed lattices, (16) should be used instead.

As already noted in [6] and [14], for large periodic spacing, the imaginary part of the argument ( $R_{m n p} E \pm \mathrm{j} k /(2 E)$ ) in $\Psi_{2}$ can become very large and cause numerical instability since the complementary error functions in (12) asymptotically behave like

$$
\mathrm{e}^{-r_{m p}^{2} \cdot E^{2}+\frac{k^{2}}{4 E^{2}}}
$$

The same comments can be made for the series $\Psi_{1}$ that includes the Gaussian function directly and behaves like

$$
\mathrm{e}^{-\frac{k_{m p}^{2}}{4 E^{2}}+\frac{k^{2}}{4 E^{2}}} .
$$

Therefore, when the spacing, or equivalently the frequency is large, the two series $\Psi_{1}$ and $\Psi_{2}$ converge to very large values that are nearly equal in magnitude but of opposite signs and adding them leads to severe loss of accuracy due to a finite machine precision. The problem may be remedied by requiring $k^{2} /\left(4 E^{2}\right)<H^{2}$, where $H^{2}$ is the maximum exponent permitted. This yields the following choice of the optimum parameter

$$
\begin{equation*}
E=\max \left(E_{0}, \frac{k}{2 H}\right) \tag{17}
\end{equation*}
$$

In the case $E>E_{0}$, the number of terms needed for the modal sum to converge will be larger than the number of terms for which the convergence of the image sum is achieved.

## GRADIENT OF THE PERIODIC GF

The electric and magnetic vector potentials in 3-D periodic structures are both diagonal dyadics. To calculate the electric field due to a magnetic current or the magnetic field due to an electric current, the curl of the vector potential GFs is needed. Additionally, $\nabla \times \overrightarrow{\mathbf{G}}_{A} \cdot \mathbf{J}$ can be expanded in the following form

$$
\begin{equation*}
\nabla \times \ddot{\mathbf{G}}_{A} \cdot \mathbf{J}=\nabla G_{A}^{x x} \times J_{x} \hat{x}+\nabla G_{A}^{y y} \times J_{y} \hat{y}+\nabla G_{A}^{z z} \times J_{z} \hat{z} \tag{18}
\end{equation*}
$$

Therefore, in the solution of MPIE via MoM, one needs to calculate the gradient of the potential GF which may be obtained simply by taking the gradient of the Ewald representation (7), yielding $\nabla \Psi=\nabla \Psi_{1}+\nabla \Psi_{2}$, where

$$
\begin{gather*}
\nabla \Psi_{1}=\frac{\mathrm{j}}{V} \sum_{m, n, p} \frac{\mathrm{e}^{-\frac{\gamma_{m p}^{2}}{4 E^{2}}}}{\gamma_{m n p}^{2}} \mathbf{K}_{m n p} \mathrm{e}^{\mathrm{j} \mathbf{K}_{m p p} \cdot \mathbf{R}}  \tag{19}\\
\nabla \Psi_{2}=\frac{1}{8 \pi} \sum_{m, n, p} \mathrm{e}^{-\mathrm{j} \cdot \mathbf{k} \cdot \boldsymbol{r}_{m p p}}\left(\frac{4 E}{R_{m n p} \sqrt{\pi}} \mathrm{e}^{-R_{m p p}^{2} E+\frac{k^{2}}{4 \mathrm{E}^{2}}}+\sum_{ \pm} \frac{-1 \pm \mathrm{j} k R_{m n p}}{R_{m n p}^{2}} \mathrm{e}^{ \pm j k R_{m p p}} \operatorname{erfc}\left(R_{m n p} E \pm \frac{\mathrm{j} k}{2 E}\right)\right) \frac{\mathbf{R}_{m n p}}{R_{m n p}} \text { (20) } \tag{20}
\end{gather*}
$$

with both series $\nabla \Psi_{1}$ and $\nabla \Psi_{2}$ keeping the Gaussian convergence rate.

## EXTRACTION OF THE SINGULAR TERM

Potential GFs have singularity of $1 / R$ type. Since only one term ( $m=n=p=0$ ) of the image sum $\Psi_{2}$ (12) is singular, if one extracts the singularity from this term, then the remaining series are all regular with finite value everywhere. To extract this singularity, one can add and subtract a $1 /\left(4 \pi R_{000}\right)=1 /(4 \pi R)$ term so that $\Psi=\Psi_{1}+\left(\Psi_{2}-1 /(4 \pi R)\right)+1 /(4 \pi R)$. Note that $1 / R$ can be integrated analytically over the linear basis functions [18], [19] and the remaining part has a finite value at $R \rightarrow 0$ since:

$$
\begin{equation*}
\lim _{R \rightarrow 0}\left(\sum_{ \pm}\left(\frac{\mathrm{e}^{ \pm \mathrm{j} k R}}{R} \operatorname{erfc}\left(R E \pm \frac{\mathrm{jk}}{2 E}\right)\right)-\frac{2}{R}\right)=\mathrm{j} k\left(\operatorname{erfc}\left(\frac{\mathrm{j} k}{2 E}\right)-1\right)-\frac{2 E}{\sqrt{\pi}} \mathrm{e}^{\frac{k^{2}}{4 E^{2}}} . \tag{21}
\end{equation*}
$$

In (20), on the other hand, the only singular term corresponds to $m=n=p=0$ and it is in the form of $R^{-2}$. Adding $\mathbf{R} /\left(4 \pi R^{3}\right)$ to this term, after some algebraic efforts, one obtains:

$$
\begin{equation*}
\lim _{R \rightarrow 0}\left(\frac{4 E}{R \sqrt{\pi}} \mathrm{e}^{-R^{2} E^{2}+\frac{k^{2}}{4 E^{2}}}+\sum_{ \pm}\left(\frac{-1 \pm \mathrm{j} k R}{R^{2}} \mathrm{e}^{ \pm \mathrm{jkR}} \operatorname{erfc}\left(R E \pm \frac{\mathrm{j} k}{2 E}\right)\right)+\frac{2}{R^{2}}\right)=-2 k^{2} . \tag{22}
\end{equation*}
$$

This leads to a smooth function that has finite values everywhere and can be integrated numerically, while the integration of the above singular term over basis functions can be carried out analytically [18]-[20].

## NUMERICAL EXAMPLES

Consider a skewed lattice defined with vectors: $\mathbf{a}_{1}=a \hat{x}, \quad \mathbf{a}_{2}=0.5 a(\hat{x}+\sqrt{3} \hat{y})$, and $\mathbf{a}_{3}=0.5 a(\hat{y}+\sqrt{3} \hat{z})$. Let the source position be fixed at $\mathbf{r}^{\prime}=\left(\mathbf{a}_{1}+\mathbf{a}_{2}+\mathbf{a}_{3}\right) / 2=\mathbf{d} / 2$ and the observer be at the distance $R$ from the source along the diagonal $\mathbf{r}=\tau \mathbf{d}, \tau \in[0,1]$ (Fig. 1). The number of significant digits of accuracy in the computed Ewald sums as the number of terms grows is presented in Fig. 2. The reference value for estimating the accuracy was computed for a large number of terms in both sums (3375). We can observe a very rapid convergence rate for small and $\lambda$-periodic spacing in both cases, when the source is close to the observer ( $R=0.01 d$ ), and close to the edge of the unit cell ( $R=0.4 d$ ). Already for 125 terms ( $m, n, p=-2, \ldots 2$ ), both sums achieve more than 8 digits of accuracy as compared to the reference value. Fig. 3(a) illustrates the case of a
large periodic spacing and the significant loss of accuracy that occurs due to a finite machine precision when a balanced optimal value of the parameter $E$ is used. However, when the parameter $E$ is based on the maximum permitted exponent, the accurate values of the GF are obtained [Fig. 3(b)]. In that case the sums are unbalanced and the modal sum needs much more terms to converge (Fig. 4).


Fig. 1. The unit cell of a skewed 3-D lattice.


Fig. 2. The accuracy expressed in the number of significant digits as compared to the reference value vs. the number of terms. The splitting parameter corresponds to the optimal value $E / E_{0}=1$ (16). The reference value taken for $N=(2 \cdot 7+1)^{3}=3375$ terms. Solid lines (■) represent the convergence of the modal sum $\Psi_{1}$ and the dashed ones (O) of the image sum $\Psi_{2}$. (a) $a=\lambda / 5$ and (b) $a=0.99 \lambda$.


Fig. 3: The normalized GF $\Psi$ along the diagonal $\mathbf{d}$ for large periodic spacing $a=5 \lambda$. If the splitting parameter $E / E_{0}=2.78$ is based on the maximum permitted exponent ( $H^{2}=9$ ), accurate values of the GF are obtained. Inset shows a significant loss of accuracy due to a finite machine precision, when the splitting parameter corresponds to the optimal balanced value $E / E_{0}=1$.


Fig. 4. Large periodic spacing $a=5 \lambda$. The accuracy expressed in the number of significant digits as compared to the reference value vs. the number of terms. The splitting parameter $E / E_{0}=2.78$, satisfies $H^{2}=9$. The reference values taken for $N=(2 \cdot 13+1)^{3}=19683$ terms. The lines with squares ( $\square$ ) represent the convergence of the modal sum $\Psi_{1}$ and the lines with circles ( O ) of the image sum $\Psi_{2}$.

## TRIPLY PERIODIC ARRAY OF METALLIC CUBES

In the determination of the dispersion diagram there is no incident field and the analysis leads to a homogeneous problem. When using the IE method, the matrix of the resulting homogeneous problem depends on both the propagation constant and the frequency, and it is not possible to separate the two dependencies. In this case, for a given value of the propagation constant, frequency iteration is needed to find the nontrivial solutions of the problem and the resulting points of the dispersion diagram. In this work we have used a strategy based on the search of the minimum singular value of the MoM matrix determinant [21].

We consider a 3-D array of perfectly conducting metallic cubes whose unit cell is depicted in inset of Fig. 4. The mesh consisted of 506 triangular basis functions. The wave vector $\mathbf{k}$ was changed in the following manner: for $\mathrm{A} \rightarrow \mathrm{B}: 0 \leq k_{x} \leq \pi / a_{1}, k_{y}=k_{z}=0$; $\mathrm{B} \rightarrow \Gamma: k_{x}=\pi / a_{1}, 0 \leq k_{y} \leq \pi / a_{2}$, $k_{z}=0$; and for $\Gamma \rightarrow \Delta: k_{x}=\pi / a_{1}, k_{y}=\pi / a_{2}, 0 \leq k_{z} \leq \pi / a_{3}$. The incremental step between successive calculation points was $\pi / 10$. The accuracy of the results obtained using an IE-MoM technique with the GF presented in this work has been confirmed by comparison with the finiteelement results reported in [22].


Fig. 5. Dispersion diagram of triply periodic array of perfectly conducting metallic cubes. Our simulation (solid lines) compared to the FEM simulation taken from [22] ( + ). The inset shows a unit cell of a triply periodic array of metallic cubes. Orthogonal lattice has the following parameters $a_{1}=a_{2}=a_{3}=1 \mathrm{~m}$. The metallic cube has all sides $w=0.5 \mathrm{~m}$ and is centered in the unit cell. The structure is in the air.

## CONCLUSION

The current increase of possible applications for periodical structures like electromagnetic/photonic band-gap materials and generic metamaterials based on periodic lattices makes desirable to enlarge the scope of the corresponding numerical analysis tools. In the framework of the integral equation model for periodic structures, orthogonal lattices have been successfully tackled with the Ewald transformation. This paper has generalized it to periodic 3-D skewed lattices. This enlarges the scope of applicability of the Ewald transformation and adds extra flexibility to represent real-life and useful geometries. The choice of the splitting parameter has been discussed and the optimum value for 3-D skewed lattices with small and large periodic spacing has been derived. The resulting sums have Gaussian convergence and only a few terms are needed to achieve a good accuracy. The convergence properties have been analyzed analytically and numerically and the singularity extraction has been addressed. All these are necessary steps when solving periodic printed structures (infinite arrays) with a mixed potential integral equation. Finally, we have validated the developed technique by comparing its numerical predictions with results from an FEM based solver.
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