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Abstract 1 

This paper explores the effect of discontinuous periodic host absence on the evolution of 2 

pathogen transmission rates by using R0 maximisation techniques. The physiological 3 

consequence of an increased transmission rate can be either an increased virulence, i.e. there 4 

is a transmission-virulence trade-off or ii) a reduced between season survival, i.e. there is a 5 

transmission-survival trade-off. The results reveal that the type of trade-off determines the 6 

direction of selection, with relatively longer periods of host absence selecting for higher 7 

transmission rates in the presence of a trade-off between transmission and virulence but lower 8 

transmission rates in the presence of a trade-off between transmission and between season 9 

survival. The fact that for the transmission-virulence trade-off both trade-off parameters 10 

operate during host presence whereas for the transmission-survival trade-off one operates 11 

during host presence (transmission) and the other (survival) during the period of host absence 12 

is the main cause for this difference in selection direction. Moreover, the period of host 13 

absence seems to be the key determinant of the pathogen’s transmission rate. Comparing plant 14 

patho-systems with contrasting biological features suggests that airborne plant pathogens 15 

respond differently to longer periods of host absence than soil-borne plant pathogens. 16 

17 
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Introduction 1 

Information on the evolutionary dynamics of pathogens has rapidly increased over the last 2 

few decades for both directly transmitted pathogens (e.g. Anderson and May 1982, van 3 

Baalen and Sabelis 1995, Dieckmann et al. 2002) and pathogens transmitting via distinct free-4 

living stages (Bonhoeffer et al. 1996, Day 2002b, Caraco and Wang 2008). Free-living stages 5 

tend to have morphological and physiological adaptations that retard decay, allowing them to 6 

survive outside the host for relatively long periods. On the other hand, plant pathogens like 7 

rusts, potato blight and most biotrophic fungi affecting leaves disperse from host to host 8 

through spores that deteriorate fast outside the host and have no way to survive by 9 

themselves. Nevertheless, many of those pathogens relying on direct transmission are subject 10 

to relatively large periods of host absence. This is particularly the case for pathogens of 11 

cultivated crops, where harvest removes a large fraction of the host from the system. 12 

Pathogens need then to bridge this period of host absence and they usually survive on 13 

volunteer plants (seedlings resulting from accidental grain dispersal during harvest), crop 14 

debris, seeds or infected tubers (Agrios 2005). These survival forms are fragile and transitory, 15 

and lead to drastic reductions in the pathogen population size. The period of host absence is 16 

then likely to put a strong selection pressure on the pathogen population. 17 

 18 

Periodicity in host density has profound and well studied effects on the population dynamics 19 

of human, animal and plant parasites (Altizer et al. 2006; Caswell 2001; Gubbins and Gilligan 20 

1997a; Gubbins and Gilligan 1997b; Olinky et al. 2008), but few authors study the 21 

evolutionary consequences of such host seasonality. Koella et al. (2005) showed that seasonal 22 

forcing of a pathogen’s sensitivity to environmental fluctuations can result in the selection of 23 

reduced sensitivity to such fluctuations when environmental variability increases. Sorrell et al. 24 

(2009) showed that host population variability achieved through seasonal forcing of the host 25 
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birth rate can select for different levels of covert/silent infection depending on the forcing 1 

amplitude. Although these models incorporate seasonality they assume that the host is present 2 

throughout the season. 3 

 4 

In this paper we focus on studying the direct effect of the length of a distinct period of host 5 

absence between two consecutive host generations on the evolutionary dynamics of a directly 6 

transmitted pathogen, in the presence of two qualitatively different trade-offs. We concentrate 7 

on the evolution of transmission rate because this pathogen life-cycle parameter is closely 8 

related to epidemic severity. Epidemic severity in its turn is closely related to host plant 9 

fitness (in natural systems) and to crop yield loss (in agricultural systems). We firstly consider 10 

a trade-off between parasite transmission and pathogen induced host death (i.e. virulence). 11 

For directly transmitted pathogens, transmission between hosts increases with the rate of 12 

inoculum production per generation. However, increased host resource exploitation increases 13 

the host mortality rate and therewith decreases the average life expectancy of a lesion. This 14 

trade-off will be referred to as the transmission-virulence trade-off. Although this trade-off is 15 

one of the most readily accepted/studied trade-off within the area of evolutionary ecology 16 

(Anderson and May 1982)  its use has been criticised(Levin and Bull 1994). At the same time, 17 

suggestions for the existence of such a trade-off are becoming increasingly available (see 18 

Sacristan & Garcia-Arenal (2008) for  an overview)  19 

 20 

Secondly, we consider a trade-off between parasite transmission and survival in the absence 21 

of the host. This could be, for example, a trade-off between pathogen transmission during host 22 

presence and survival between host growth seasons on plant seeds/tubers, which in many 23 

systems is a pathogen strategy to survive a period of crop host absence (Bull 1994, Agrios 24 

2005, Montarry et al. 2007). The literature overview as provided in van den Bosch et al. 25 

(2010) suggests that there is sufficient proof for the existence of this trade-off. Another 26 



example would be a trade-off between parasitic transmission success and saprotrophic 1 

survival on host debris in soil-borne pathogens, with its existence recently proven for take-all 2 

(Gaeumannomyces graminis) of wheat (Abang et al. 2006; Bailey et al. in prep.). This type of 3 

trade-off will be referred to as the transmission-survival trade-off. 4 

5  

6 The simplest SIR model of epidemic dynamics, not including periodic host absence, is 

 
( , )dS f S I dS SI

dt
dI SI I dI
dt

= − −β

= β −α −
    (1) 7 

Here, S is the susceptible host density, I is the infected host density, f(S,I) is the host growth 8 

rate representing the increase in either plant numbers or biomass (and thus receptive surface / 9 

tissue), d is the natural host mortality rate, β is the parasite transmission rate, α is the 10 

pathogen induced host death rate, whereby all parameters are non-negative. The spores 11 

considered here are more or less randomly dispersed among plants. Moreover, they 12 

deteriorate quickly outside the host, so that transmission will occur before the infected host 13 

tissue dies. Transmission can thus be modelled by a mass action term, i.e. . The disease-SIβ14 

free steady state of the system, S*, is such that f(S*,0)-d S* =0. The basic reproduction number 15 

of the pathogen, R0, for this system is defined as the average number of new infections 16 

produced by a single newly infected individual in an otherwise disease free population, 17 

leading to, 18 

*

0
SR

d
β

=
α +

     (2) 19 

It has been shown (e.g. van Baalen and Sabelis 1995 in the wake of Anderson & May (1981)) 20 

that for model system (1) and a trade-off between transmission and virulence (our 21 

transmission-virulence trade-off) evolution will select for the transmission rate that maximises 22 

R0. 23 

24 
5 

 

 



In this paper we will extend model equations (1) to include host seasonality. The basic 1 

reproduction number, R0, for this seasonal model will be calculated using methods developed 2 

by e.g. Bacaer (2007) and Bacaer & Guernaoui (2006). We will show that in our model, 3 

including seasonal host absence, evolution still operates to maximise R0. The framework thus 4 

developed, in combination with the two trade-offs, is then used to answer the following 5 

questions:  Does a shorter host growing season (and thus a long period of host absence), select 6 

for higher or lower transmission rates?  Is host seasonality a key determinant of the 7 

transmission rate that will be selected for or are other parameters in the system more 8 

important?  Are the effects of host seasonality on the transmission rate that is selected for 9 

comparable across plant based patho-systems? We study these questions using a generic 10 

qualitative analysis of the evolutionarily stable states as well as a system specific quantitative 11 

analysis for four plant pathogen species. 12 

Model development 13 

Model equations:  Model equations (1) are extended by including discontinuous host 14 

presence, whereby the host is only present for a fixed period of time during a crop cycle. Let 15 

T be the length of one cycle and τ the period of this cycle in which the host is present (0< τ 16 

<T). The model is then given by  17 

( , )

 if 

0

0
0  if  

                      

dS f S I d S SI
dt
dI SI I dI nT t nT
dt
P

S
( 1)I nT t n T

dP P
dt

+ −

+ −

⎫= − −β ⎪
⎪
⎪= β −α − ≤ ≤ + τ⎬
⎪

= ⎪
⎪⎭
⎫
⎪=
⎪

= + τ ≤⎬
⎪
⎪= −μ
⎭

≤ +

18     (3a) 
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At the start of a period of host presence ( nT t nT+ −≤ ≤ + τ ), we have , ( ) ( ) oS nT I nT S+ ++ =1 

with , i.e. a fixed density of crop is planted at the beginning of the season, of which 00 S K< ≤2 

a certain fraction becomes infected, depending on the amount of pathogen that survived and 3 

whereby K is the carrying capacity of the host population. For ( 1)t n TnT + −≤ ≤ ++ τ , we 4 

have , i.e. the crop is harvested at time 0S I= = nT + τ . In the absence of the host the 5 

pathogen switches to a survival strategy, P, whereby 6 

7 
 

1( ) (IP nT nT+ −+ τ = θ + τ ) 1 for 10 < θ ≤      (3b) 7 

i.e. a fraction of the pathogen population has been removed during harvest. The remaining 8 

survival stages are subject to a constant death rate,μ . At the beginning of each season the 9 

survival stages switch back to growing on the host resulting in 10 

2( ) (I PnT nT+ − )= θ  for 2011 1< θ ≤     (3c) 

i.e. a fraction of the pathogen population has been removed during planting and 0( )P nT + = . It 12 

is assumed that the newly infected crop is always infected with the pathogen at the beginning 13 

of the season. Note that I and P can be of the same type (e.g. infected host density and 14 

infected stubble density left on the field after harvest) or of different types (e.g. infected host 15 

density and infected seed density left on the field after harvest). See Figure 1a for an 16 

illustration of the model dynamics. In accordance with the pattern seen in Figure 1a we 17 

assume throughout that with the proceeding of time the solutions of (3) become T-periodic. 18 

 19 

The trade-off relationships: The transmission-virulence trade-off, α(β).  When a parasite 20 

increases its transmission rate, β, it also exploits its host’s resources quicker which results in a 21 

larger pathogen induced host mortality, α. This trade-off is the ‘virulence’ trade-off used in 22 

many evolutionary ecology studies (e.g. Anderson and May 1981, van Baalen and Sabelis 23 

1995, Koella and Doebeli 1999).  Note that for this trade-off both life-cycle parameters 24 

involved, transmission and disease induced host death, operate during the host growth season. 25 



We assume that increased transmission rates will become increasingly costly, and thus the 1 

following properties hold:  2 

0d
d
α
>

β
  and  

2

2 0d
d
α
>

β
.       (4) 3 

These are properties often used for this trade-off relationship (Anderson and May 1981, van 4 

Baalen and Sabelis 1995, Koella and Doebeli 1999). 5 

6  

The transmission-survival trade-off, μ(β). For fungal plant pathogens spore production rates 7 

and thus pathogen transmission are closely related to the pathogen’s ability to colonize host 8 

tissue and thus its mycelium growth rate. This has been found for pathogens with very 9 

different biological features, like Puccinia triticina, a pathogen of wheat (Pariaud et al. 10 

2009a) and Leptosphaeria maculans, a pathogen of oil seed rape (Lô-Pelzer et al. 2009). High 11 

mycelium growth rates are also known to damage crop seeds (Cunfer and Johnson 1981b), 12 

reducing the probability of germination (Hewett 1975b, Cunfer and Johnson 1981b). For crop 13 

pathogens that survive on plant seeds between crop growing seasons this thus leads to a 14 

transmission-survival trade-off. A second group of examples for this trade-off is found in soil-15 

borne plant pathogens. When a soil-borne pathogen increases its transmission rate during the 16 

host growth season, β, it leaves fewer resources to invest in between-season survival, resulting 17 

in a higher between-season parasite death rate, μ (e.g. Abang et al. (2006); Bailey et al. in 18 

prep.). Note that the two life-cycle parameters of this trade-off operate during different parts 19 

of the season: transmission during the crop growth season and inoculum survival during the 20 

period of host absence. As for the transmission-virulence trade-off we assume that an 21 

increased transmission rate becomes increasingly costly and thus the following trade-off 22 

properties hold: 23 

0d
d
μ
>

β
  and  

2

2 0d
d
μ
>

β
.       (5) 24 

25 
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With these properties defined, the main conclusions of this study can be derived. However, 1 

for the application of the results to specific pathogen systems we use 2α = γβ  and . 2μ = ηβ2 

9 
 

 3 

Elasticity analysis: The elasticity, ep, of the evolutionarily stable transmission rate, βESS, to 4 

changes in a parameter is calculated as the proportional increase in βESS in response to a 5 

proportional increase in the parameter (Caswell, 2001) 6 

 ESS
p

ESS

dpe
dp
β

=
β

  (6) 7 

8  

Case studies: We consider four fungal plant patho-systems for our quantitative analysis. 9 

Puccinia striiformis, causing yellow rust on wheat; Phytophthora infestans, causing potato 10 

late blight; Gaeumannomyces graminis var. tritici (Ggt), causing take all on wheat; and 11 

Rhizoctonia solani, causing damping off on a wide range of hosts including cabbage, 12 

cauliflower and radish. P. striiformis and P. infestans cause lesions on host leaves that 13 

produce spores which are aerially transmitted (Agrios 2005). During the period of host 14 

absence P. striiformis survives on volunteer plants (i.e. wheat plants escaped to the field 15 

margins) and P. infestans on tubers (Agrios 2005). G. graminis and R. solani are typical soil 16 

borne pathogens, infecting the roots of their host plant (Agrios 2005). These pathogens 17 

survive the period of host absence in the soil on infected roots or other soil organic material 18 

(Hornby 1998, Herr 1976). 19 

20  

For each system the elasticities are studied in the presence of both the transmission-virulence 21 

and the transmission-survival trade-off. 22 



Results 1 

The basic reproduction number, R0: The dynamics of host in absence of disease is given by 2 

*
0( )S nT S+ =  and  if nT* *( ) / ( ( ),0)dS t dt f S t d S= − * t nT+ −≤ ≤ + τ ;  if *( ) 0S t =3 

( 1nT t n+ τ ≤ ≤ +4 )T+ − ( ) ( ) 0I t P t= = and  throughout the year. To derive R0 the system is 

linearised near this disease-free state, resulting in  5 

1 1

2 2

1

2

( ) ( )      for all 

( ) ( )   for all 

and
( ) ( )

( ) ( )

dI t I t I t nT
dt
dP t P t P t nT
dt

P nT I nT

I nT P nT

+ −

+ −

σ −ω ≠

σ −ω ≠ +

+ τ = θ + τ

= θ

�

� τ

6    (7) 

7 and where σ1(t), σ2(t), β1(t) and β2(t) are non-negative T-periodic functions given by 

*
1

1

2

2

( ) (t)
 for  

( )

( ) 0        
for  ( 1) .

( )

t S
nT t nT

t d

t
nT t n T

t

⎫σ = β
< ≤ + τ⎬

ω = α + ⎭
σ = ⎫

+ τ < ≤ +⎬ω = μ ⎭

    (8) 8 

This “impulsive” system of differential equations can be rewritten for  as a ( 1)nT t n T− −< < +9 

single ordinary differential equation for Z = I + P 10 

 ( ) ( )dZ A t Z B t Z
dt

−�   (9) 11 

)where  and, e.g., 2 1( ) ( ) log( ) ( ) log( ) ( )B t b t t nT t nT= − θ δ − − θ δ − − τ (t nTδ −  is Dirac’s delta 

function at . Furthermore, 

12 

t nT= 1( ) ( )b t t= ω A(t)= and 1(t)σ  for  nT t nT+ −< < + τ ;  

and  for  

2( ) ( )b t t= ω13 

14 

15 

16 

2( ) ( )A t t= σ ( 1)nT t n T+ −+ τ < < +

 

Bacaer and Guernaoui (2006) showed that for a system such as (9),  

10 
 



0
0

0

( )

( )

T

T

A t dt
R

B t dt
=
∫

∫
.      (10) 1 

2 And we conclude that for our model equations (8) 

       
*

0
1 2( ) ( ) log( ) log(

SR
d T

β τ
=

α + τ+μ − τ − θ − θ )
3    (11) 

4 where, 

∫
τ

=
τ

0

** )(1 dttSS  .      (12) 5 

6  

The evolutionarily stable transmission rate:  The basic reproduction number of an invading 7 

strain in the resident population, 0 ( )i resR S , where the subscript i denotes the invader, is 8 

calculated in a similar way and is given by 9 

0
1 2

( )
( ) ( ) log( ) log( )

i
i res res

i

R S S
d T

β τ
= ⋅

α + τ+μ − τ − θ − θ
  (13) 10 

11 for the transmission-virulence trade-off and  

0
1 2

( )
( ) ( ) log( ) log( )

i
i res res

i

R S S
d T

β τ
= ⋅

α + τ+μ − τ − θ − θ
  (14) 12 

for the transmission-survival trade-off, where resS  denotes the mean host density in the 13 

presence of the resident pathogen population and averaged over the period of host presence. 14 

The basic reproduction number of the invader is thus the product of two functions, 15 

0 ( ) ( ) ( )i res i resR S g h= β β16 , where g only depends on the invader strategy and the other, h,  only 

on the resident strategy. For such cases Metz et al. (2008) and Mylius & Diekmann (1995) 17 

show that the ESS value of β is found from maximising the function g(βi). Comparing 18 

equations (13) and (14) with the expression of R0, (10), we conclude that for our model the 

11 
 

19 

ESS value of the transmission rate β is that value of β that maximises R0. For a different proof 20 



using the even stronger result that out of any mixture of pathogen strains eventually the strain 1 

with the highest value of R0 prevails, see Appendix A. 2 

3  

The effect of host growing season, τ, on the evolutionarily stable transmission rate, βESS: 4 

Calculating the evolutionarily stable transmission rate by maximising R0 we find 5 

1 2log( )( ) ( )ESS ESS ESS
d Td
d

θ θα − τ
β β −α β = +μ −

β τ τ
6    (15) 

7 and 

1 2log( )( ) ( ) ( )ESS ESS ESS
d d
d T T

θ θμ τ
β β −μ β = α + −

β − τ − τ
8    (16) 

for the transmission-virulence trade-off and the transmission-survival trade-off, respectively. 9 

Both equations have the general structure G(βESS)=N(τ), with 10 

( ) ( ) ( )ESS ESS ESS ESS
dG
d
α

β = β β −α β
β

 and ( ) ( ) (ESS ESS ESS ESS
dG
d

)μ
β =β β −μ β

β
 for (15) and (16), 11 

respectively. Calculating 
2

'
2( )ESS ESS

dG
d
α

β = β
β

 and 
2

'
2( )ESS ESS

dG
d
μ

β = β
β

 from (15) and (16), 12 

respectively, and referring to equations (4) and (5) shows that G(βESS) is an increasing 13 

function of βESS. For the transmission-virulence trade-off 1 2log( )( ) TN d θ θ− τ
τ = +μ −

τ τ
, 14 

which is a decreasing function of τ. We thus conclude that for the transmission-virulence 15 

trade-off, independent of the precise shape of the trade-off curve, shorter host growing 16 

seasons select for high transmission rates. For the transmission-survival trade-off 17 

1 2log( )( ) ( )N d
T T

θ θτ
τ = α + −

− τ − τ
18 , which is an increasing function of the length of the host 

growth season, τ. We conclude that for the transmission-survival trade-off , independent of 19 

the precise shape of the trade-off curve, shorter host growing seasons select for low 20 

transmission rates. The same conclusions hold for the fraction of the time of a complete host 

12 
 

21 

cycle over which the host is grown, τ/T. See Appendix B for a graphical derivation of the 22 



results using the marginal value theorem in the manner in which this is done in foraging 1 

theory (Charnov 1976, Stephens and Krebs 1986). 2 

13 
 

 3 

Elasticity analysis: Our results show (Table 2) that, for the transmission-virulence trade-off 4 

and independent of the shape of the trade-off curve, the absolute value of the elasticity of the 5 

evolutionarily stable transmission rate, βESS, with respect to the length of the host growth 6 

season is larger than the elasticity with respect to the parasite death rate in the period of host 7 

absence. Whether or not the elasticity of βESS with respect to host growth season length is 8 

larger or smaller than the elasticity with respect to the natural host death rate during the host 9 

growth season depends on the parameter values. 10 

11  

For the transmission-survival trade-off the situation is even more clear-cut. The elasticity of 12 

βESS with respect to host growth season length is larger than the sum of the elasticities with 13 

respect to natural host death rate and virulence, as can be seen from 14 

12
1 2

2 2 2

12
1 2

2 2 2

1 2
2

log( )( ) 1 ( )
( )

log( ) 1     ( ) ( )
( )

log( )     ( )
( )

T E
ESS

ESS
ESS

d d

d Te
T T T

d T
T T T T

Te e e e
T T

−

τ SS

−

α α

⎛ ⎞⎛ ⎞θ θ τα + τ ∂ α
= − β⎜ ⎟⎜ ⎟− τ − τ − τ β ∂β⎝ ⎠ ⎝ ⎠

⎛ ⎞⎛ ⎞θ θ τατ τ ∂ α
= + − β⎜⎜ ⎟− τ − τ − τ − τ β ∂β⎝ ⎠ ⎝ ⎠

θ θ τ
= + − > +

− τ − τ

⎟15   (17) 

16  

The case studies illustrate the trends in the elasticity of βESS, whereby Table 1 gives the 17 

parameters according to which the system specific elasticities are calculated. All model 18 

parameters for the period of host absence can be estimated from literature sources available 19 

for the individual systems (see footnotes of Table 1). On the other hand for the period of host 20 

absence the literature only provides estimates for the total survival success over this period, 21 

without making a distinction between the fractions of loss during harvest, θ1, and planting, θ2, 22 



and the between season pathogen mortality rate, μ. Additional analysis has shown that when 1 

the jumps in pathogen densities as a result of losses due to harvest and planting, i.e. θ1 and θ2 2 

and the between season mortality rate, μ, are amalgamated into a single parameter, μ’, such 3 

that  the qualitative results remain unchanged (results not shown). The ( ) '(
1 2

Te e−μ −τ −μ −τθ θ = )T4 

elasticities for the case in which the shape of the trade-off curves has been defined and thus 5 

the calculations for the actual case studies are analysed for this amalgamated between season 6 

mortality rate, μ’ (see Figure 1b for an example of the dynamics). For the transmission-7 

survival trade-off the elasticity with respect to the host growth season length is at least twice 8 

as large as the elasticity with respect to other parameters. The same holds for the 9 

transmission-virulence trade-off for P. striiformis and P. infestans, the two aerially dispersed 10 

pathogens. For the two soil borne pathogens, however, the elasticity with respect to the host 11 

growth season length is smaller than the elasticity with respect to the host death rate.  12 

Discussion 13 

R0 and discontinuous host growth: Periodic host absence is the rule in most plant-pathogen 14 

systems. This is particularly true for agricultural systems, where planting and harvesting takes 15 

place at definite times and the regional scale. The behaviour of such systems during the crop 16 

growth period, which usually coincides with the epidemic phase of the pathogen cycle, has 17 

been studied extensively both experimentally and theoretically. In contrast, little information 18 

exists on the effect of the host absence period on pathogen dynamics and evolution. Here we 19 

proposed a simple and generic model, integrating host growth and host absence periods, to 20 

study the dynamic and evolutionary behaviour of pathogens in such seasonal systems. Our 21 

results show that for an SIR type epidemic model including periodic host absence the 22 

evolutionarily stable strategy can be calculated by R0 maximisation, as also found in SIR 23 

models without periodic host absence. These results are based on a definition for R0 in 24 

periodic environments as given in Bacaer and Guernaoui (2006) as well as a simple 25 

14 
 



15 
 

expression for R0 derived by these authors for the case considered by us, plus the fact that thus 1 

R0 can be written as a product of a term depending on the parameters under evolution and a 2 

term representing the effects of the resident dynamics. Despite the influence of the parameters 3 

determining host density on the value of R0, they do not affect the evolutionarily stable 4 

parasite transmission rate (Equations (15) and (16)). Again this finding is in line with non-5 

seasonal systems (van Baalen and Sabelis 1995, Day 2002a, Metz et al. 2008). 6 

 7 

The type of trade-off determines the direction of selection: Our results show that it 8 

depends on the type of trade-off relationship operating in the patho-system whether an 9 

increased period of host absence selects for a larger or a smaller transmission rate (Equations 10 

(14) & (15) and Appendix B). For the transmission-virulence trade-off both parameters 11 

operate in the presence of the host, resulting in the selection of higher transmission rates. For 12 

the transmission-survival trade-off one component (transmission) operates during the host 13 

growing season and the other component (survival) during the period of host absence, 14 

resulting in the selection of lower transmission rates. 15 

 16 

The transmission-virulence trade-off: Both trade-off components operate during the period of 17 

host presence and a pathogen will strive to maximise its inoculum build-up during the host 18 

growing season as this will increase its chances to survive the following period of host 19 

absence. An increased inoculum build-up can be achieved by an increased transmission rate 20 

but this goes paired with an increased virulence. With a decreasing host growing season the 21 

average life expectancy of a lesion decreases. A lesion with a short life expectancy has less 22 

need to spare the host, so on average, reproduction becomes relatively more important than 23 

host survival when the host growing season decreases, i.e., when the period of host absence 24 

increases. Thus, in the presence of the transmission-virulence trade-off shortening the host 25 

growing period selects for higher transmission rates. The ‘traditional’ models assuming 26 
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continuous host presence predict that an increased base-line host mortality selects for 1 

increased virulence (van Baalen and Sabelis 1995). As both a decreasing host growing season 2 

and an increased host mortality rate result in a decrease in the average life expectancy of a 3 

lesion it is not surprising that they have the same qualitative effect on the evolution of the 4 

transmission rate and thus virulence. 5 

 6 

The transmission-survival trade-off: The opposite dependency of the optimal transmission 7 

rate on the period of host presence for the transmission-survival trade-off is easier to 8 

understand. A reduced period of host growth means that the pathogen’s ability to bridge the 9 

gap between two consecutive host growing seasons becomes proportionally more important. 10 

The pathogen would thus strongly benefit from a reduced transmission rate during the host 11 

growing season as this leaves more resources to invest in the survival strategy and thus an 12 

increased chance to survive the longer period of host absence. In the presence of a 13 

transmission-survival trade-off shortening the host growing period will thus select for lower 14 

transmission rates. 15 

 16 

These findings have consequences for the impact climate change might have on the dynamics 17 

of epidemics. Koelle et al. (2005) state that increased mean global air temperature due to 18 

climate change, likely leads to higher disease transmission and relaxation of the pathogen’s 19 

overwintering restrictions. The combination of the two then increases disease severity. 20 

Climate change, however, also goes paired with faster crop maturation (Giménez 2006, 21 

Semenov 2009) and thus an increased period of host absence (since in our temperate climate 22 

crops can only be planted once a year). Our results imply that for patho-systems subject to a 23 

transmission-virulence trade-off only, climate change is likely to select for increased pathogen 24 

transmission. However, this does not necessarily result in an increased disease severity on a 25 

population level because the shorter host growing season leaves less time for the disease to 26 
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develop. Our results also imply that in patho-systems subject to a transmission-survival trade-1 

off, where the period of host absence is the key determinant of the optimal transmission rate, 2 

climate change is likely to select for lower transmission rates and therewith a reduced disease 3 

severity. 4 

 5 

The length of the period of host absence is a key determinant of pathogen transmission 6 

rate: Our results show that the period of host absence is a key determinant of the 7 

evolutionarily stable transmission rate, with one marked exception: a patho-system facing a 8 

transmission-virulence trade-off when the parameter values are such that natural mortality 9 

exceeds the inter-crop pathogen death rate (Table 2).  10 

 11 

Published data suggests that the transmission-virulence trade-off relationship operates in 12 

several aerially and vector dispersed plant pathogens (Montarry et al. 2006, Sacristan and 13 

Garcia-Arenal 2008, Pariaud et al. 2009b). The mode of survival between crop growing 14 

seasons of this group of pathogens also leads to the presence of a transmission-survival trade-15 

off. This holds for pathogens surviving on seeds or tubers (where mycelium growth rate 16 

correlates with spore production rate (transmission) as well as with damage done to the 17 

seed/tuber (Hewett 1975a, Cunfer and Johnson 1981a, Montarry et al. 2007)) and on 18 

volunteer/rogue plants (where large transmission rates exhaust the overwintering resource 19 

(Fisher et al. 2009)). Aerially dispersed plant pathogens thus seem to be subject to both trade-20 

offs. This implies that effects of environmental change and effects of disease control methods 21 

on the selection of transmission rate will depend on the balance between the opposite forces 22 

due to the two trade-offs. For these pathogens our results show that the length of the crop 23 

growing season/length of the period of host absence is by far the key determinant of the 24 

evolutionarily stable pathogen transmission rate. 25 

 26 
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For the group of soil borne plant pathogens the existence of the transmission survival trade-1 

off is well established (Abang et al. 2006; Bailey et al. unpublished). We have, however, not 2 

found any data suggesting the existence of a transmission-virulence trade-off for such 3 

systems. This leads us to suspect that in soil borne plant pathogens the transmisison-survival 4 

trade-off might be the key trade-off operating. This would imply that effects of environmental 5 

change and effects of disease control methods on the evolutionarily stable transmission rate 6 

are easy to predict. Any change such that the crop growth season shortens will select for 7 

pathogens with a lower transmisison rate. As for the earially dispersed pathogens the length of 8 

the crop growing season is the key determinant of the evolutionarily stable transisison rate. 9 
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Appendix A: Proof for R0 maximisation 

The proof is an adaptation of the one given, e.g., by Nowak & Sigmund (2002) for the case 

without seasonality. Given that ( ) 0S t =  for ( 1)nT t n T+ τ < < + , the original nonlinear 

model can also be written as (cf. equations (7)-(9) in main text) 

3 

4 

 ( ) , ( )ir
r r r r i i i i

dZdZ Z S B t Z Z S B t Z
dt dt

= β − = β −  (A.1) 5 

6 
7 

Here subscripts ‘r’ and ‘i’ represent the resident and invader strain, respectively. Some 
rearranging and subsequently subtracting the invader equation from the resident equation 

leads to ( )( )1 1 .ir r

r r i i r i

dZ B tdZ B t
Z dt Z dt

− = − +
β β β

i

β
8 

9 

 (A.2) 

Assume . Integrating and letting t tend to infinity, we find ( ) ( )
0 0 1i rR R> >

 

0 0

0 0

( )( )1 1 1 1log log ( ) ( )
(0) (0)

1 1                                                   ( ) ( ) ,

                                     

t t
ir

r i
r r i i r i

T T

r i
r i

Z tZ t B u du B u du
Z Z

t B u du B u du
T

⎛ ⎞⎛ ⎞
− = − +⎜ ⎟⎜ ⎟β β β β⎝ ⎠ ⎝ ⎠

⎛ ⎞
− +⎜ ⎟
β β⎝ ⎠

∫ ∫

∫ ∫∼

*
( ) ( )

0 0 0

1 1              ( ) ,

                                                   - .

r i

t S u du
T R R

τ⎛ ⎞
− +⎜ ⎟
⎝ ⎠

→ ∞

∫∼

 (A.3) 10 

11 

12 

13 

14 

15 
16 

So either  or  as . The crop population size is constrained by a 

carrying capacity which means that  is impossible, resulting in  being 

the only possible solution, leading to “competitive exclusion”. The only strain remaining is 

the one with the highest value of R0. 

( )iZ t →+∞ ( ) 0rZ t → t →∞

( )Z t →+i ∞ ( ) 0rZ t →
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Appendix B: Marginal value theory and the evolution of 

pathogen transmission rates 

In this appendix we show that the R0 maximisation problem as described in this paper is 

susceptible to the marginal value theorem and graphical analysis from evolutionary ecology 

(Charnov 1976, Stephens and Krebs 1986). To improve comparison with the existing 

literature we assume that not the transmission rate, but the virulence (in the case of the 

transmission-virulence trade-off) or the between season pathogen death rate (in the case of the 

transmission-survival trade-off) evolves. The trade-off parameters are however subject to the 

same constraint, which means that this redefinition does not affect the results as discussed in 

the main text. 

The transmission-virulence trade-off: The optimal virulence, given the trade-off constraints  11 

( )gβ = α , 0dg
d

>
α

 and 
2

2 0d g
d

<
α

    (B.1) 12 

013 can be calculated from , leading to 0 /dR dα =

1 2( ) [ log( ) / ]dgg d T
d

α = α + −μ +μ τ− θ θ τ
α

  (B.2) 14 

15 

16 

17 

18 

19 

In analogy to the graphic solutions from optimal foraging theory (Charnov 1976, Stephens 

and Krebs 1986) this expression can be depicted as illustrated in Figure B1a. The curve 

represents the trade-off following the constraints as set out in (B1) and the straight line 

represents the solution of (B2) and is the tangent of trade-off curve. The optimal strategy is 

given by the point where these two lines intersect. From this graph it can immediately be seen 

that  1 2log( )( Td )θ θ− τ
+μ −

τ τ
 and hence the ESS virulence value, αESS, increases when the 

host growing period, τ, decreases. 

20 

21 

22  The ESS condition can also be written in a marginal value form 



1 2

[ / ] ( ) [ / ] ( )
[ / ] [ / ]( ) [( ) / ] log( )

d T g T g
d T T d T T
τ α τ α

=
τ α τ α + + − τ μ − θ θ

  (B.3) 1 

2 

3 

4 

5 

6 

which states that the increment in year averaged infectivity per increment in year averaged 

death rate should match the year averaged infectivity divided by the year averaged death rate. 

From this it can directly be derived that decreasing the host growing season, τ, means that the 

relative contribution of virulence, α, to the year averaged death rate decreases, which allows 

for the selection of higher virulence and therewith higher transmission rates. 

The transmission-survival trade-off: The optimal between season pathogen death rate, 

given the trade-off constraints  

7 

8 

( )gβ = μ , 0dg
d

>
μ

 and 
2

2 0d g
d

<
μ

    (B.4) 9 

010 can be calculated from , leading to 0 /dR dμ =

1 2log( )( ) [( ) ]dgg d
d T T

θ θτ
μ = α + +μ −

μ − τ − τ
11 

12 

13 

14 

   (B.5) 

Figure B1b shows how the optimal between season pathogen death rate can be derived 

graphically in analogy to the graphic solutions from optimal foraging theory (Charnov 1976, 

Stephens and Krebs 1986). From this graph it can immediately be seen that 

1 2log( )( )d
T T

θ θα + τ
−

− τ − τ
 and hence the ESS between season pathogen death value, μESS, 

decreases when the host growing period, τ, decreases. 

15 

16 

17  The ESS condition can also be written in a marginal value form 

1 2

[ / ] ( ) [ / ] ( )
[ / ] [ / ]( ) [( ) / ] log( )

d T g T g
d T T d T T
τ μ τ μ

=
τ μ τ α + + − τ μ − θ θ

  (B.6) 18 

19 

20 

21 

22 

which states that the increment in year averaged infectivity per increment in year averaged 

death rate should match the year averaged infectivity divided by the year averaged death rate. 

From this it can directly be derived that decreasing the host growing season, τ, means that the 

relative contribution of the between season pathogen death rate, μ, to the year averaged death 

24 
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rate increases, which suggests the pathogen should invest in a better survival strategy leading 

to the selection of lower between season pathogen death rates and therewith lower 

transmission rates. 
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Figure B1. Graphical representation of the optimal strategy for a hypothetical trade-off 10 

relation between a) transmission and virulence and b) transmission and between season 11 

pathogen death rate. The tangent is given by the solution of 0 / 0dR dα = and  for 0 / 0dR dμ =12 

the transmission-virulence and the transmission-survival trade-off, respectively. The optimal 13 

strategy is given by the point where the two lines intersect. 14 

15  
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Figure 1. System dynamics. (a) Illustration of the dynamics as described by equations 

(3). (b) Example of the healthy host (grey) and infected host (black) density dynamics 

in the presence of a transmission-virulence trade-off for take-all disease entering a 

wheat population after the first complete host cycle. Here the jumps in pathogen 

density have been amalgamated into the exponential decline parameter such that 

( ) '( )
1 2

T Te e−μ −τ −μ −τθ θ = . The disease parameters are based on take-all of wheat, whereas 

the other parameters are chosen such as to maximise illustrative clarity, leading to τ = 

184; d = 0.017; μ’ = 0.0072; ( , ) (1 )S If S I rS
K
+

= −  with r = 0.07 and K = 15; α(β) = 

γβ2 with γ = 562.5, β = 0.0065 and α = 0.024 and S0 = 3. 
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