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ABSTRACT

(Quasi)-periodic oscillations of the radio luminosity of a typical blazar 1156+295 were anal-

ysed to investigate the dynamic processes associated with the central engine of the active

galactic nucleus. Three numerical techniques, the Lomb–Scargle periodogram, the Weighted

Wavelet Z-transform and the improved Phase Dispersion Minimization, were used to search

for candidate periodicities in the radio light curves of 1156+295 at 14.5, 8.0 and 4.8 GHz. The

results of these methods are consistent with the detection of four periodic components with

characteristic periods of ∼1.7 (P4), ∼2.4 (P3), ∼3.4 (P2) and ∼7.5 yr (P1), which suggest a

harmonic relationship in frequency of 4: 3: 2: 1 with f1 as the fundamental frequency. Except

for the fact that P1 persistently shows in the whole time span, the three others appear inter-

mittent and are only prominent during certain time ranges. The second harmonic mode (P2) is

most powerful at all three observing frequency bands. The multiplicity and harmonic relation

of the periodicities in 1156+295 reconfirms that global p-mode oscillations of the accretion

disc are coupled to the jet. The oscillation of the disc is likely driven by Kelvin–Helmholtz

instabilities in the inner edge of the accretion disc.
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1 IN T RO D U C T I O N

Active galactic nuclei (AGN) are powered by the accretion process

of the supermassive black holes (SMBH) located in the heart of

the galaxies. The production and release of the energy from the

AGN remains still an open question although the discovery of AGN

traces back 50 years. A major difficulty in understanding black hole

(BH) accretion is that the central engine of the AGN cannot be

spatially resolved by any existing astronomical facilities. Even very

long baseline interferometry (VLBI), which provides the highest

resolution imaging technique in observational astronomy, does not

provide sufficient resolution to map the power source of the AGN.

This puzzle may be solved by using non-imaging techniques such

as time series analysis that is used widely in studies of variable

astronomical objects. The variability carries plenty of information

about the structure and energy changes occurring at the centre of

the sources.

Blazars, as a subgroup of AGN, are prominent for their rapid

and significant variability at all wavelengths, which makes them

excellent targets for investigating AGN physics. The time-scales

of the flux density variation of blazars range from years to hours.

Some blazars show evidence of quasi-periodic oscillations of the

⋆ E-mail: antao@shao.ac.cn

total flux density on time-scales of a few years (e.g. Sillanpaa et al.

1988; Lehto & Valtonen 1996; Sillanpaa al. 1996). The periodic

variability is thought to be closely related to the dynamic precesses

in the BH accretion disc system. Possible driving mechanisms in-

clude jet precession in a binary SMBH system (e.g. Villata et al.

1998), orbital motion of hotspots around the SMBH (Broderick &

Loeb 2006), or global oscillations of the accretion disc (e.g. Rubio-

Herrera & Lee 2005a,b). Since the flux density variation of blazars

is rather easily observed with single telescope monitoring, many

blazar monitoring programs have been made at radio, optical and

X-ray wavelengths. Radio emission of blazars is generally thought

to arise from relativistic jets that are beamed towards the observer.

The variability time-scales, the spectral index changes, the polariza-

tion angle changes, the multiband variability correlations, and the

time delays derived from the variability studies of blazars provide

ample information to locate the emitting region and to identify the

nature of the luminous nuclear emission.

The blazar 1156+295 (4C+29.45 at z = 0.729) shows significant

variability throughout the electromagnetic spectrum from radio to

gamma-rays (Hong et al. 2004, and references therein). Owing to

its notable variability, 1156+295 is an excellent template for in-

vestigating the variability of nuclear emissions. Blazar 1156+295

is among the sample monitored bi-weekly since 1980 by the 26-m

radio telescope of the University of Michigan Radio Astronomy Ob-

servatory (UMRAO) at 4.8, 8.0 and 14.5 GHz (Aller et al. 1985).
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The UMRAO light curves show many drastic events during the

past three decades with durations of several months (Kovalev et al.

2002; Hong et al. 2004). After 1995, this source entered an ex-

traordinarily active phase with five major flares between 1995 and

2010, each separated roughly by 3.4 yr and showing a double-peak

pattern with a separation of ∼1 yr, of which the reliability and

physical nature remains unclear (Hong et al. 2004). Compared with

the variability at centimetre wavelengths, the flux density at mil-

limetre wavelengths show much stronger variations (Bower et al.

1997; Wehrle et al. 1998). The kpc- and pc-scale morphological

properties of the radio emission of 1156+295 have been analysed

in the framework of a helical jet model using high-resolution multi-

epoch and multifrequency VLBI, VLBI Space Observatory Program

(VSOP), Multi-Element Radio-Linked Interferometer Network and

Very Large Array observations made over a period of 50 months

(Hong et al. 2004). Strong radio flares are possibly correlated with

the ejection of new jet components (Bower et al. 1997; Piner &

Kingham 1997; Zhao et al. 2011).

Intense radio flux density monitoring of 1156+295 shows vari-

ability on time-scales of hours, known as intraday variability (IDV),

with a largest amplitude variation of 40 per cent (Lovell et al. 2003;

Savolainen & Kovalev 2008; Kuchibhotla 2010). The IDV char-

acteristics in 1156+295 were also detected at optical bands (Wills

et al. 1983, 1992). The IDV in 1156+295 at centimetre wavelengths

is thought to result from interstellar scintillation by a nearby, highly

turbulent scattering screen (Savolainen & Kovalev 2008). In addi-

tion, Tornikoski et al. (1994) found a correlation of the variabilities

in the optical and radio bands when comparing the light curves ob-

tained with the 76-cm optical reflector at the Rosemary Hill Obser-

vatory (USA) with the radio light curves from the Metsähovi Radio

Research Station (Finland) (at 22 and 37 GHz) and the Swedish-

ESO Submillimetre Telescope (Chile) (at 90 GHz). Gamma-ray

variability of an order of magnitude has been detected using the En-

ergetic Gamma Ray Experiment Telescope (EGRET) onboard the

Compton Gamma Ray Observatory (Hartman et al. 1999), which

has been confirmed recently by the Fermi gamma-ray telescope

(Abdo et al. 2009).

The periodic variability behaviour of 1156+295 has been in-

vestigated by Hovatta et al. (2007) using the Lomb–Scargle (LS)

periodogram method on data obtained from the Metsähovi Radio

Observatory at 22 and 37 GHz. They identified a significant peri-

odic signal on a time-scale of 3.29 yr, and a similar time-scale of

3.49 yr was derived from the Discrete Correlation Function method.

They presented further evidence of three other periodic components

with one longer and two shorter time-scales in the LS periodogram,

although Hovatta et al. (2007) did not comment on these weaker pe-

riodicities. Hovatta, Lehto & Tornikoski (2008) also re-analysed the

same radio light curves of 1156+295 with the windowed Fourier

transform technique, and they detected two periodic components

on time-scales of 3.4 and 1.7 yr, respectively. These two periodic

signals are only prominent in the second half of the time series, i.e.

from 1995 to 2005.

In this paper, we will re-investigate the variability of 1156+295 in

order to identify periodicities in the radio light curves and to estab-

lish a harmonic relation between these periodicities. The presence

of harmonics in 1156+295 would reinforce that harmonic periodic-

ities are a common characteristic of blazar variability. The harmonic

variability reveals the dynamics of the nuclear system and signifies

the connection between driving oscillations in the accretion disc

and variability of the blazar jet. This renewed study is different

and more complete than previous research (e.g. Hovatta et al. 2007,

2008) because current radio data have a longer time coverage, more

Figure 1. Light curves of 1156+295 at 14.5 GHz (red), 8.0 GHz (blue) and

4.8 GHz (black).

Table 1. Observing logs of the UMRAO data.

Freq. Start date End date Duration Number

(GHz) (yr)

4.8 1981 May 16 2010 Dec. 17 29.59 482

8.0 1977 May 25 2011 Jan. 10 33.63 900

14.5 1980 June 05 2011 Jan. 06 30.59 786

data points, and a better regularity of the time sampling. Three nu-

merical methods have been employed to identify periodicities in

the radio light curves of 1156+295: the LS periodogram method,

the Weighted Wavelet Z-transform (WWZ) method, and the Phase

Dispersion Minimization (PDM) method.

The structure of the paper is as follows: Section 2 describes

the observational data used for the periodicity analysis; Section 3

introduces the basic principle and the algorithms of the LS, PDM

and WWZ methods, and presents the periodicity analysis results;

and Section 4 presents the discussion and Section 5 summarizes the

conclusions.

2 O B S E RVAT I O NA L DATA

This paper focuses on an investigation of the periodicities of blazar

1156+295 in the radio bands. The total flux density monitoring data

were obtained from the UMRAO at 4.8, 8.0, 14.5 GHz. Fig. 1 dis-

plays the light curves with fairly uniform sampling and without large

gaps. Table 1 presents the observational logs covering a total time

span of about 30 years. The average sampling interval is about two

weeks for 14.5- and 8.0-GHz data, and 26 d for 4.8-GHz data. Noting

that the previous research reported a most significant period of 3.4 yr

(Hovatta et al. 2008), the bi-weekly time sampling is good enough

for finding year-time-scale periodicities. And the light curves

have sufficiently long time coverage to search for any periodic

signals on time-scales of a few years with several complete cycles.

3 PE R I O D I C I T Y S E A R C H E S

Three methods have been used to search for periodicities in the radio

light curves of 1156+295. (1) The LS periodogram method (Lomb

1976; Scargle 1982) is a modified periodogram technique with im-

proved performance of analysing unevenly spaced time series. It is a

frequency-domain method based on the discrete Fourier transform

(DFT). (2) The WWZ method (Daubechies 1990; Kaiser & Hudgins

MNRAS 443, 58–66 (2014)
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60 J.-Y. Wang et al.

1995; Foster 1996) is a periodicity analysis technique in both the

time and frequency domains. Compared to the conventional wavelet

transform (WT), the WWZ is more efficient to handle irregularly

sampled variability data by introducing the weighted projection of

the light curves on trial functions. (3) The PDM method (Stelling-

werf 1978; Schwarzenberg-Czerny 1997; Stellingwerf 2011) is a

time-domain analysis method, belonging to the class of data fold-

ing techniques. Different from the first two methods, PDM is a

non-parametric method that does not require a priori models or trial

functions. Each method has its own advantages and the independent

use of different methods is important for verifying the reliability of

the detected periodicities.

3.1 Lomb–Scargle periodogram

In Fourier theory, a time series of magnitude or luminosity can be

represented by power as a function of frequency. A least-squares

fitting to the light curves with a linear combination of sine and cosine

functions with varying frequencies indicates the frequency at which

the power becomes strongest. Previous research have proved that,

if the time series data are equally spaced in time, the standard DFT

technique is an excellent tool for periodicity searching. However,

the astronomical time series are often unevenly sampled due to

various reasons, e.g., finite telescope time availability, bad weather

conditions, intermittent flares, and obscuration by the Sun.

When a Fourier transform is applied to irregularly sampled data,

the irregularity of the time interval gives rise to a more complex

spectrum than the one derived from regularly sampled data. For

instance, uneven time sampling may induce spurious and lead to a

shift of the peak relative to the genuine frequency/period (Scargle

1982). Moreover, each true peak in the spectrum produces a number

of aliases of various amplitudes distributed throughout the spectrum.

The confusion arising from the aliases of the major peak makes the

identification of secondary periodic signals rather difficult.

A modified periodogram (LS periodogram) was proposed to elim-

inate the aliasing problem caused by unevenly sampled data (e.g.

Lomb 1976; Scargle 1982). The LS periodogram extracts the mean

value of the signal and employs a phase shift of the basis functions.

The resulting normalized periodogram does not require interpo-

lating of missing data, avoiding the spurious artificial peaks. The

calculation of the transform coefficients is insensitive to time shifts.

The normalized power in the periodogram P(ω) at a characteristic

frequency ω (and period T = 2π/ω) is defined as the inverse of the

variance of the fit to the data as a function of the trial frequency.

The most probable period corresponds to the one with the maximum

power P(ω). Further details of the LS methodology may be found

in An et al. (2013), which presents an analysis of the periodicities

in the blazar NRAO 530.

The periodograms for the time series of 1156+295 as presented

in Fig. 2 show a good agreement with each other. The strongest

peak corresponding to a characteristic frequency of ∼0.30 yr−1, or

a period P2 of ∼3.3 yr (the candidate periodicities are labelled in as-

cending frequency sequence). The peaks at frequencies ∼0.13 yr−1

(period P1 = 7.5 yr) and ∼0.42 yr−1 (period P3 = 2.4 yr) have al-

most equivalent powers, but they have not been reported in previous

research. The distribution of the light curve data is rather uniform

and the light curves have no large gaps and the lower amplitude

peaks of P1 and P3 are not symmetric with respect to P2. Therefore,

P1 and P3 should not be simply aliases of the primary peak P2. Their

appearance in all three light curves reinforces the detection of two

new candidate periodicities.

Figure 2. LS periodograms of 1156+295. The peaks of the power spectrum

density correspond to the characteristic frequencies.

Table 2. Periods derived from the LS periodogram.

Freq Label Period Frequency Power

(GHz) (yr) (yr−1)

4.8 (P0) 11.72 0.085 23.2826

P1 7.49 0.134 43.4973

P2 3.28 0.305 54.1381

P3 2.37 0.422 38.2512

P4 1.48 0.676 25.9943

8.0 (P0) 12.06 0.083 69.1207

P1 7.78 0.129 60.7675

P2 3.33 0.300 103.4976

P3 2.38 0.420 52.6179

14.5 (P0) 12.29 0.081 32.3708

P1 7.69 0.130 58.4873

P2 3.37 0.297 77.8832

P3 2.38 0.420 57.3506

P4 1.73 0.578 34.5381

Note. The periodic component in the bracket means

this feature is probably an artefact due to red noise

(see discussion in Section 4).

At the low-frequency end, there is a peak corresponding to a fre-

quency of 0.083 yr−1 (period of about 12.0 yr). This component is

only strong in the 8.0-GHz periodogram. At 14.5 GHz, there is a hint

of a broad frequency component at 0.603 yr−1 (period P4 = 1.67 yr),

which is not evident at 4.8 and 8.0 GHz. Except for these five can-

didate periodicities, the remaining peaks seem to be contaminated

by the side lobes of the prominent P2 and P3 components. Table 2

lists the candidate periods in the LS periodogram.

In above LS periodogram, the measurement uncertainties were

not taken into account. Measurement errors are usually included in

the variance calculations in the form of weighting. A generalized

Lomb–Scargle (GLS) periodogram which takes the error as weight-

ing was also employed to search for periodicities. The results are

compared in Fig. 3. The obvious changes are: (1) in the GLS plot,

P3 (2.4 yr, f = 0.42 yr−1) is only evident in 4.8 GHz, but not ob-

vious in 8.0 and 14.5 GHz; (2) in the GLS plot, P2 (3.3 yr, f =

0.3 yr−1) at 4.8 GHz shows a broad peak. Except those, there are no

MNRAS 443, 58–66 (2014)
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Radio variabilities of 1156+295 61

Figure 3. GLS periodograms of 1156+295.

substantial differences in other frequency components. The unre-

markable changes are not surprising because the weighting slightly

changes the light curves. Compared to no weighting or uniform

weighting used in the canonical LS, the GLS used W = 1/σ 2 for

the data points. The 4.8-GHz light curves have relatively larger

fractional error, hence the spectrum (Fig. 3) becomes more noisy.

Some intermittent or short-lived frequency components such as P3

are easily washed out in the global fit to the whole time series.

Considering the general consistency between the results with and

without weighting, we would keep the LS periodogram in following

statistical significance analysis.

Astronomical periodicities are often contaminated by random

noise, so it is important to discriminate genuine periodic compo-

nents (caused by ordered physical processes) from non-periodic

ones (caused by stochastic processes). White noise results from

measurement errors and is commonly seen in natural processes.

White noise unlikely leads to large peaks in the periodograms be-

cause its power is equally distributed in frequency space. There-

fore, a component with a significant peak can be unambiguously

attributed to a true periodicity. However, the AGN light curve is

time related and differs from random noise, because adjacent data

points in the time sequence have an internal relation with each other.

Such time-correlated physical processes can give rise to frequency-

dependent variability with a power spectrum that has a strong

correlation between the power and frequency.

On the other hand, AGN light curves commonly exhibit a

frequency-dependent red noise component with a power spectrum

P ∝ f−α with index α = 1–2. When the time span of the light curve

is only a few times that of the period to be searched, the red noise in

the data may generate large stochastic peaks in the low frequency

(or long-period) domain. Red noise easily results from stochastic

processes in a jet plasma or an accretion flow.

A comparison between the observed LS periodogram and a sim-

ulated red noise spectrum has been presented in Fig. 4. The diagram

contains the theoretical red noise spectrum generated by a first-order

autoregressive process AR(1), the LS periodogram, and the 90 per

cent confidence level obtained from 1000 Monte Carlo test runs.

More details of the modelling and the procedure of red noise spec-

trum may be found in the discussion of variability of NRAO 530

(An et al. 2013). Five peaks corresponding to the periodicities de-

tected in Section 3 are labelled. Three peaks (P2, P3, P4) are above

the 90 per cent MC confidence level. A pure red noise model cannot

Figure 4. Comparison between the LS periodogram and red noise spectrum.

The (red) dashed line represents the theoretical red noise spectrum, while

the (green) solid line represents the LS periodogram. The solid (black) line

represents 90 per cent Monte Carlo confidence level.

explain these periodicities and these three are unlikely to be gen-

erated by stochastic process. On the other hand, P0 lies below the

theoretical AR(1) spectrum and is most likely caused by red noise.

3.2 Weighted wavelet Z-transform

In the LS periodogram method discussed above, a time series is

fitted with a combination of sine and cosine functions. By definition,

these trigonometric functions have infinite dimensions which give

unavoidable problems for global fitting of time series with finite

length. If the data are also sparsely distributed, the discontinuity at

the gaps may induce spurious spikes in the power spectrum.

A further shortcoming of the Fourier transform methodology is

that it loses the localized properties of the periodicities, since the

least-squares fit is made for the whole time series. This problem

becomes more evident when the possible periods and their ampli-

tudes vary with time. A Fourier transform of a blazar light curve

containing intermittent periodic components may thus smear those

short-duration components over the whole time span.

This WT methodology can identify the localized properties in

both time and frequency domains by evaluating a time series within

an appropriate time window and then searching for frequency com-

ponents within each window separately. Because the window width

in the WT is scalable, it becomes more flexible and efficient than

a windowed Fourier transform. By choosing windows of different

sizes, the WT produces multiple resolutions in both time and fre-

quency; large windows may be used to identify global properties,

while small windows identify the detailed characters of transient

or short-duration components. More importantly, the WT method-

ology can analyse time series that contain non-stationary power at

multiple different frequencies (Daubechies 1990).

The procedure of the periodicity analysis by using the WT is

(1) choose a mother wavelet and set a series of scale frequencies

ω (test frequencies) and positions τ (time shifts) to analyse; (2) for

a certain scale frequency, convolve the wavelet function with the

data at every position τ (time shift) along the time series and obtain

a series of power spectra for that scale frequency; (3) repeat step

(2) for each scale frequency ω and obtain wavelet spectra for each

scale ω and position τ . The most frequently used wavelet function

is the Morlet wavelet (Grossmann & Morlet 1984).

MNRAS 443, 58–66 (2014)
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62 J.-Y. Wang et al.

The WT can represent the time series by using a model function

y(t) consisting of a series of trial functions ϕ(t): y(t) =
∑

a yaϕa(t)

(a = 1, 2,É), where ya is the coefficient for each trial function.

Three trial functions are used all the time: ϕ1(t) = 1(t), ϕ2(t) =

cos (ω(t − τ )), ϕ3(t) = sin (ω(t − τ )), where the constant func-

tion has been introduced to reduce the artificial peaks in wavelet

spectrum resulting from an unevenly sampled time series (Foster

1996).

The incorporation of a weighted projection of the time series

data on to the three trial functions with statistical weights wa =

e−cω2(t−τ )2
(a = 1, 2, 3) enhances the ability to detect periodicities

and provides a statistical description of the detected periodic signals.

The addition of Z-statistics serves to correct for a bias towards lower

frequencies resulting from sampling a wider window and more

data points at lower frequencies (Foster 1996). A more extensive

description of this WWZ methodology has been presented in An

et al. (2013).

The WWZ period search of 1156+295 was limited to the fre-

quency range of 0.033–100 yr−1. The minimal frequency corre-

sponds to a longest time-scale of about 30 yr, which corresponds to

a single cycle during the whole observing span. The maximal fre-

quency corresponds to a shortest time-scale of 4 d that equals one

sixth of the bin size. A frequency step of 0.000 001 yr−1 is adopted,

resulting in 65 536 test frequencies. A decay constant c = 0.0075

is used to define the width of the wavelet window. Too high a value

of c gives a rapid decay of the WWZ power and results in a failure

to identify periodicities with small amplitude oscillations.

The three WWZ power spectra as a function of time and fre-

quency are shown in Fig. 5 exhibit similar appearance. The x-axis

represents the characteristic periods, and the y-axis the observing

time. Periodic behaviour is evident as a pattern spanning a cer-

tain time range at a given frequency. A persistent periodicity P1

(∼7.7 yr) is distinctly detected in all three plots. A semipersistent

periodicity P0 (∼13.0 yr) is found to be weaker than P1 at 14.5 and

4.8 GHz, but stronger than P1 at 8.0 GHz. This result is consistent

with the LS periodogram. The centre lines of the P0 and P1 contours

show some variation with time, which could be an artefact caused

by mode interactions between P0 and P1.

In addition to the persistent periodicities, some prominent peri-

odic components appear during shorter time intervals, where they

dominate the total spectrum power. For example, the periods P2

and P3 are blended during the period 1978–1987, they are weak

during 1988–1992, and after 1992 they become the first and second

brightest components. The peak of P2 (∼3.3 yr) happens around

1997 at 14.5 and 8 GHz, and around 2000 at 4.8 GHz. The time

span of 1992–2011 covers 6 complete cycles of P2. The character

of period P2 is consistent with the previous WT analysis of an in-

dependent data set at 22 GHz (Hovatta et al. 2008). P3 (∼2.2 yr) is

the secondary strongest component in the current 14.5-GHz WWZ

spectrum after 2005. Besides period P3 there is also a weak com-

ponent identified as P4 (1.6 yr) in the 14.5 GHz spectrum. At two

lower observing bands 4.8 and 8.0 GHz, the P3 and P4 are not

significant because of opacity effects that smear out short-lived

high-frequency oscillations. The 4.8-GHz spectrum shows a hint of

P4 around 2003, but is invisible in the 8.0 GHz spectrum. The LS

periodogram (Fig. 2) only marginally identifies the P4 component

in the 14.5 GHz spectrum. In summary, five candidate periodicities

are detected in the WWZ power spectra; their period and duration

are listed in Table 3.

Fig. 6 shows the statistical significance of the detected periodici-

ties based on Monte Carlo simulations. A total 5000 simulated time

series of red noise type were generated, having the same sampling

Figure 5. WWZ power spectra. From top to bottom, 4.8, 8.0 and 14.5 GHz.

The colour scale represents the WWZ power of a certain period at a given

time.

Table 3. Periodicity derived from the WWZ.

ν Name Period Begin time End time Number

(GHz) (yr) tb te of cycles

4.8 (P0) 12.4 1981.37 2010.96 3

P1 7.4 1981.37 2010.96 4

P2 3.1 1991.11 2010.96 7

P4 1.6 1996.03 2011.03 8

8.0 (P0) 12.2 1977.39 2011.03 2

P1 8.0 1977.39 2011.03 4

P2 3.3 1990.07 2010.96 7

P3 2.2 1977.39 2011.03 4

14.5 (P0) 12.5 1980.42 2011.02 2

P1 7.7 1980.42 2011.02 4

P2 3.3 1980.42 2011.02 8

P3 2.2 2002.14 2011.02 4

P4 1.6 1992.35 2011.03 12

number, overall time scan, sampling intervals. We run WWZ for

each time series using the same setup for the observed light curve.

At the position corresponding to the peak of P1 shown in Fig. 5, we

recorded the power in each WWZ spectrum of simulated light curve.

Then the resulting 5000 power values were put together and shown

in a histogram plot in Fig. 6. The percentage number in each panel

shows the ratio of the accumulated occurrence number of powers

exceeding the observed value to the total test number 5000. That
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Radio variabilities of 1156+295 63

Figure 6. Statistical significance of WWZ-detected periods. The simula-

tions were made by using the 14.5 GHz data. The x-axis represents the peak

power of simulated periodograms at the periodicity. The vertical dashed line

indicates the peak power detected in the WWZ power spectrum for each

periodic component. The y-axis gives the occurrence number. The percent-

age number gives the probability that the periodicity could be generated by

random noise.

corresponds to a probability that the observed periodicity is a fake

detection that may result from random red noise in the light curve.

P2, P3 and P4 have a high statistical confidence; it is consistent with

that they are the strongest components in the WWZ spectrum. The

lowest frequency component P1 with 27.06 per cent is more affected

by the red noise that becomes stronger at low frequency domain.

3.3 Phase dispersion minimization of 1156+295

The PDM methodology is essentially a data folding technique. It

first folds the data according to a trial period, then examines the

variance within the phase bin (Stellingwerf 1978; Schwarzenberg-

Czerny 1997) for that trial period. The trial period giving the min-

imal variance is identified as a candidate. The PDM method is a

non-parametric method that does not necessarily assume a (fixed)

trigonometric (trial) function for the trial period and determines pe-

riodic components from data sets with erratic time intervals, poor

time coverage, non-sinusoid shapes, and even with large noise com-

ponents.

Assuming that there are N data points {(xi, ti)|i = 1, . . . N}, the

variance σ 2 can be calculated as

σ 2 =

∑

(xi − x̄)2

N − 1
, (1)

where x̄ =
∑

xi/N is the mean of the observed data. The principle

of the PDM is to compare the data with the mean light curve and

minimize the variance of the data. Let 	 be the trial period, then

the phase vector φ of each data point is given by

φi = ti/	 − [ti/	], φi ∈ [0, 1]. (2)

The data are grouped into M samples in such a way: in each

sample j, the data points have similar phase. Note that the phase

space (0,1) is divided into fixed bins, but the choice of the samples

is more flexible. A data point can be placed into many samples. The

sample variance s2
j (j = 1, . . . , M) has the same form as equation

(3) and gives a measure of the scatter of the data points around

Figure 7. �–period diagrams for PDM method: 4.8 GHz (top), 8.0 GHz

(middle) and 14.5 GHz (bottom).

the mean light curve in each sample. The overall variance for all

samples is expressed as (Stellingwerf 1978)

s2 =

∑

(nj − 1)s2
j

∑

nj − M
, (3)

where nj is the number of data points in the jth phase bin.

A statistical variable � is used to evaluate the reliability of the

trial period (Stellingwerf 1978):

� = s2/σ 2, � ∈ [0, 1]. (4)

The PDM searches for a series of test periods. If the trial period 	

is not a true period, then s2 ≈ σ 2 and � ≈ 1. On the other hand, if 	

is a true period, then � will reach a local minimum compared with

neighbouring test periods, and in the ideal case � becomes zero for

a genuine period. Mathematically, PDM is a least-square fit of the

data to a model curve (i.e. the mean light curve), which is similar to

the Fourier transform, except that the PDM model curve can have

any form and it is not necessarily sinusoidal. The � statistics is

expressed as (Schwarzenberg-Czerny 1997):

P

(

�
d0

d2

u

)

= I

(

d2

2
,
d1

2
; u

)

, (5)

where 0 < u < 1, d0 = n − 1, d1 = r − 1, d2 = n − r give the

corresponding numbers of the degrees of freedom, n is the number

of observed data values and r is the number of subsets.

Period searching with the PDM algorithm has been carried out

in two steps: (1) divide the data into a number of coarse segmen-

tations. The PDM performs a broad search for periodicities after

the data gaps were removed and generates a group of candidate

periodicities. (2) Re-compute the segmented data using the a ‘fine

step’ PDM to search for periodicities near the candidates derived

from the first step. This second ‘fine scan’ step produces more accu-

rate frequency components. The two-step procedure produces more

accurate frequency components and results in a higher computing

speed than blind searches with uniform period step (Lu et al. 2012).

The total time interval of the time series of 1156+295 is about

30 yr and in order to find year-time-scale periodicities, trial fre-

quencies were set in the range from 0.05 to 1 (yr−1) (corresponding

to trial period range of 1–20 years). The �–period relations at

three observing frequencies with the PDM technique are shown in

Fig. 7, where each local minimum of � corresponds to a possible

MNRAS 443, 58–66 (2014)
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Table 4. Periodicity analysis results from PDM.

ν Name Freq. Period �min Significance

(GHz) (yr−1) (yr) Monte Carlo

4.8 P1 0.1333 7.5 0.338 99.56 per cent

P2 0.3226 3.1 0.325 99.68 per cent

P4 0.6250 1.6 0.722 98.50 per cent

8.0 (P0) 0.0917 10.9 0.521 98.70 per cent

P1 0.1282 7.8 0.474 99.65 per cent

P2 0.3448 2.9 0.389 99.72 per cent

P4 0.6667 1.5 0.617 98.80 per cent

14.5 (P0) 0.0862 11.6 0.333 99.62 per cent

P1 0.1333 7.5 0.215 99.65 per cent

P2 0.3226 3.1 0.486 99.41 per cent

P4 0.6250 1.6 0.755 98.50 per cent

periodicity. At 14.5 GHz, the primary minimum of � corresponds

to a period of ∼7.5 yr (P1), which has also been detected in the

LS and WWZ power spectra. However, the period P1 is not very

prominent in the 4.8- and 8-GHz �–period diagrams. Period P0,

which has been seen in the LS and WWZ spectra, is also detected

by the PDM, but at lower periods of 11.6 yr (14.5 GHz), 10.9 yr

(8.0 GHz). At 4.8 GHz, the identification of P0 is not easy because

there are three local minima at 8.8 yr, 10.7 yr and 13.6 yr with

equivalent � values. The most significant component at 4.8 and

8.0 GHz is period P2 of 3.1 yr, which is also evident at 14.5 GHz.

P4 shows as a local minimum around period of 1.6 yr. On the other

hand, periodicity P3, which is detected from both LS and WWZ

methods, does not appear in the PDM diagrams. In addition, there

is a trough around P ∼ 6.1 yr at 4.8 and 8.0 GHz. This suspicious

component was not detected by the LS and WWZ methods, and it

is also not clear in the 14.5-GHz PDM diagram.

In order to evaluate the statistical significance of these candidate

periods, Monte Carlo tests have been run. The significance of each

periodicity is expressed as a percentage in the last column in Table 4.

Both P1 and P2 have ∼3σ significance.

4 D ISC U SSION

4.1 Harmonic periodic oscillations

Periodic oscillations have been detected in the blazar 1156+295

from the radio light curves with time-scales of 1.7 and 3.4 yr

(Hovatta et al. 2007, 2008). The main purpose of this paper is

to verify these periodicities using a different data base and to search

for new periods. Three numerical methods, working differently and

independently, provide a consistent conclusion that there exist mul-

tiple periodicities (Section 3). Besides the two earlier known peri-

odicities of 3.4 and 1.7 yr, two additional periods of 2.3 and 7.7 yr

have been identified. Although there are some reports of multiple

variability periods in blazars, the sample size is still quite small

(Kelly et al. 2003; Hovatta et al. 2008). Multiple periods provide a

better understanding of the variability phenomena.

The detected periods in 1156+295 show an interesting harmonic

relation (Table 5). The frequency ratio of P2 (3.4 yr), P3 (2.4 yr) and

P4 (1.7 yr) is almost exactly 2: 3: 4. That suggests a fundamental

frequency of 0.147 yr−1, corresponding to a period of 6.8 yr. In the

LS and WWZ spectra, the putative 6.8 yr component is not seen,

but a 7.5-yr feature (P1) is quite obvious. The shift towards lower

frequency (or higher period) of P1 is likely attributed to the influence

by the neighbour component P0 which is generated by red noise. In

the following, it will be assumed that P1 represents the fundamental

oscillation period of 6.8 yr, albeit with a slight deviation from the

anticipated.

Multiple harmonic oscillations were also observed in other

blazars, such as 3C 279 (Liu, Zhao & Wu 2006), 1510−089 (Xie

et al. 2008) and NRAO 530 (An et al. 2013). They have a common

feature that the lowest order harmonics is often persistent but not

prominent, while the second- or third-order harmonics are enhanced

during the active periods of radio outbursts. The stability and per-

sistence of this fundamental mode reflects the fact that it is tightly

related to the underlying jet flow.

4.2 Physical driving mechanism

Detection of quasi-periodic oscillations in blazar light curves is of

great importance to the study of the AGN dynamics. Periodic radio

variability from relativistic jet in blazars could be related to the

ordered changes of the properties; for example, the propagation of

a shock along a helical trajectory may result in periodic change of

the Doppler boosting factor (Rieger 2004). The 1156+295 jet does

show such a helically twist morphology on parsec scales (Hong

et al. 2004; Zhao et al. 2011).

A helical jet scenario may reveal details about (1) the jet pre-

cession driven by SMBH binaries or warped accretion discs, or (2)

the Kelvin–Helmholtz (K-H) instability originated in the accretion

disc and propagating into the jet flow. Although the variability time-

scales is comparable with the precessing period of the jets which

are of the order of years (Kudryavtseva et al. 2011; Caproni, Abra-

ham & Montiero 2013; Beaklini & Abraham 2014), jet precession

cannot satisfactorily explain the multiple periods derived from the

present observations. Moreover, K-H instabilities in the boundary

Table 5. Periodicities detected with the LS, WWZ and PDM techniques.

Method Frequency Detected period Detected frequency Frequencya

(GHz) (yr) (yr−1) ratio

4.8 1.5, 2.4, 3.3, 7.5, (11.7) 0.6763, 0.4220, 0.3052, 0.1334, (0.0853) 4.6: 2.9: 2.1: 0.9 (:0.6)

LS 8.0 . . . , 2.4, 3.3, 7.8, (12.1) . . . . . . , 0.4221, 0.3006, 0.1285, (0.0829) . . . 2.9: 2.0: 0.9: (:0.6)

14.5 1.7, 2.4, 3.4, 7.5, (12.3) 0.6029, 0.4198, 0.2969, 0.1334, (0.0814) 4.1: 2.9: 2.0: 0.9 (:0.6)

4.8 1.6,. . . , 3.1, 7.4, (12.4) 0.6250,. . . . . . , 0.3226, 0.1351, (0.0806) 4.3:. . . 2.2: 0.9 (:0.5)

WWZ 8.0 . . . , 2.2, 3.3, 8.0, (12.2) . . . . . . , 0.4545, 0.3030, 0.1250, (0.0819) . . . 3.1: 2.1: 0.9 (:0.6)

14.5 1.6, 2.2, 3.3, 7.7, (12.5) 0.6250, 0.4545, 0.3030, 0.1299, (0.0800) 4.3: 3.1: 2.1: 0.9 (:0.5)

4.8 1.6,. . . , 3.1, 7.5,. . . 0.6250,. . . . . . , 0.3226, 0.1333,. . . 4.3:. . . 2.2: 0.9

PDM 8.0 1.5,. . . , 2.9, 7.8, (10.9) 0.6667,. . . . . . , 0.3448, 0.1282, (0.0917) 4.5:. . . 2.3: 0.9 (:0.6)

14.5 1.6,. . . , 3.1, 7.5, (11.6) 0.6250,. . . . . . , 0.3226, 0.1333, (0.0862) 4.3:. . . 2.2: 0.9 (:0.6)

aThe frequency ratio is calculated with the fundamental frequency of 0.1447 yr−1.
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of the jet flow or possibly kink instabilities may periodically change

the beaming of the radiation pattern of the jet but will not produce

multiple periods either.

Alternatively, variations in the accretion processes and the dy-

namics of the disc may produce the quasi-periodic variations, as-

suming that these variations propagate into the properties of the

jet and the observed brightness of the radio source. King et al.

(2013) have suggested that the Lense–Thirring precession mech-

anism of a geometrically thick accretion torus, invoked to ex-

plain quasi-periodic oscillations (QPOs) in microquasars, may also

be at work in the blazar J1359+401, which has a much longer

QPO period. Magnetically choking of the accretion flow in gen-

eral relativistic 3D magnetohydro-dynamic simulations are found

to produce quasi-period variations of the energy outflow effi-

ciency of the relativistic jets (Tchekhovskoy, Narayan & McK-

inney 2011). The dominant mode of these fluctuations has a pe-

riod of the order of one day for a massive BH (King et al. 2013).

In addition, accretion flow instabilities in the radiation-pressure-

dominated inner regions of the disc may create high surface den-

sity (slowly accreting) and low surface density rings in the disc

(Lightman & Eardley 1974). The estimated time-scales for this pro-

cess are much too long for all observed QPO sources (Meier 20012;

King et al. 2013). Alternatively, such density rings may be formed

on a thermal time-scale in the inner disc giving a QPO time-scale

of ≈0.2 yr, which would be adequate for the long-period QPOs of

sources like J1359+4011 (King et al. 2013). All these processes are

accommodated by the complexity of the accretion discs for massive

BH systems and may indeed facilitate variations of accretion flow

and the energy flux of the jet with comparable periods. However,

they would have difficulty to explain harmonics of the year-scale

oscillations as observed in 1156+295 and NRAO 530.

On the other hand, global p-mode oscillations in a thick disc may

produce the observed period characteristic of 1156+295. While

both thin and thick accretion discs can oscillate quasi-periodically,

only the oscillation of a thick disc can be global and trigger

long-term quasi-periodic accretion with harmonic frequencies (e.g.

Rezzolla et al. 2003; Zanotti, Rezzolla & Font 2003). Coupling

between the quasi-periodic variation of the accretion flow and the

plasma injection at the launching of the jet will result in varia-

tions of the energy flux of the radio jet (Falcke & Biermann 1995;

Marscher et al. 2002). The observed oscillation frequency constrains

the outer radius of the thick disc for a known BH mass (Liu et al.

2006). For 1156+295 the mass of the SMBH has been estimated

at 4.3 × 108 M⊙ (Pian, Falomo & Treves 2005), which places a

lower limit of the outer radius to be 1000 × rG = 1.27 × 1017 cm,

where rG is the Schwarzschild radius. The quasi-periodic variation

of the plasma injection will be superposed on the more steady (large-

scale) injections resulting from major accretion events associated

producing the large radio outbursts of 1156+295.

However, there is no clear evidence yet about the exact trigger

for the oscillations in the accretion process. The excitation of global

p-mode oscillation may result from global perturbation or from a

local and periodic agent. One simplified possibility is that the K-H

instabilities in the inner disc trigger the disc oscillation and these

periodic oscillations propagate from the inner to the outer part of

the disc.

5 C O N C L U S I O N

Three methods have been used to analyse the characteristic period-

icity embedded in the radio light curves of the blazar 1156+295:

the LS, WWZ, and PDM methods. The major results can be sum-

marized as follows.

(1) All together five periodicities are detected. A significance

analysis made with Monte Carlo tests identifies four as true periods,

and the remaining long-period one is probably an artefact resulting

from red noise.

(2) The main results obtained from the three methods show excel-

lent consistency, proving the validity of these numerical techniques

in the AGN variability study. Compared with LS and PDM, the

WWZ displays more details of the variability, showing the per-

sistence and intermittence of the periods and their time evolution.

In particular, the localization advantage of the wavelet method al-

lows us to verify short-lived periodic components, which are often

smeared in a global fit of the whole time series.

(3) The oscillation frequencies of the periodicities display a

harmonic relation, 1:2:3:4, with a fundamental frequency of

∼0.147 yr−1 (or a period of ∼6.8 yr). P1 corresponds to the funda-

mental frequency although it is a bit larger than the expected value,

due to the contamination from the neighbour red noise artefact. P2,

P3 and P4 represent the 2nd, 3rd and 4th harmonics, respectively.

Continuation of the flux density monitoring using large sensitive

telescope such as the newly built Shanghai Tian Ma (65-m) tele-

scope would check if there exist even higher mode harmonics.

(4) Blazar 1156+295 is one of the few quasars showing per-

sistent periodic variability. The multiplicity and harmonic relation

of the long-term periodicities in 1156+295 re-confirm the similar

findings in three other blazars 3C 279 (Liu et al. 2006), 1510−089

(Xie et al. 2008) and NRAO 530 (An et al. 2013) and suggests that

these harmonic relations are characteristic for all blazars. The exis-

tence of these harmonic relations indicate that the radio variability

result from the dynamics of the accretion disc, such that p-mode

oscillations of the accretion disc (e.g. Liu et al. 2006) propagate

into the blazar jet and cause the variability. The investigation of a

larger sample of blazars in order to establish their harmonic period-

icity behaviours in a statistical manner would further improve the

understanding of the disc–jet coupling in AGN.
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