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ABSTRACT: This article describes a formal 
semantics fo r the deontic concepts - - the 
concepts of permiss ion and ob l iga t ion — which 
arises naturally f r o m the representations used in 
artif icial intelligence systems Instead of treating 
deontic logic as a branch of modal logic, wi th 
the standard possible wor lds semantics, we f i rst 
develop a language for describing actions, and 
we define the concepts of permission and 
obligation in terms of these action descriptions. 
Using our semantic definit ions, we then derive a 
number of intuitively plausible inferences, and we 
show generally that the paradoxes which are so 
frequently associated wi th deontic logic do not 
arise in our sys tem* 

I INTRODUCTION 

The representation of deont ic concepts — the 
concepts of pe rm iss ion and ob l iga t ion - - has not yet 
been seriously addressed in the artif icial intelligence 
literature, but there are numerous application areas in which 
these concepts seem to be required. In our work on the 
TAXMAN Project [ 1 ] [ 2 ] , fo r example, we represent the 
characteristics of various kinds of stocks and bonds by 
describing the rules of permission and obligation which are 
binding, at any given time, on the corporat ion and its 
securityholders In our work on the "usufructuary" 
provisions of the Louisiana Civil Code [ 3 ] , just recently 
initiated, we have encountered a similar need fo r the 
representation of complex permissions and obligations Nor 
are these examples conf ined to legal domains In the 
classical wo rk on single agent planning systems, e.g., [ 4 ] , 
the operators which change the state of the wo r l d can be 
interpreted as a set of "permitted" actions, but in a more 
realistic planning environment, w i th multiple agents, we 
would expect to see "obligatory" actions as wel l , and we 
would expect to see the actions of one agent produce 
modif icat ions in the rules of permission and obligation 
binding upon another agent. Similar observations apply to 
the f ield of computer security, see, e.g., [ 5 ] , where there 
has been extensive debate over the appropriate 
"authorization mechanisms" fo r a community of computer 
users. For all of these purposes, a formalization of the 
concepts of permission and obligation appears to be 
essential 

Outside of the f ie ld of artif icial intelligence, there exists 
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an extensive literature on the deontic concepts, by logicians 
[ 6 ] [ 7 ] , phi losophers [ 8 ] [ 9 ] , and lawyers [ 1 0 ] [ 1 1 ] 
[ 1 2 ] , but the attempts to formalize these concepts have 

generally led to paradox Since the 1950s , deontic logic 
has been treated as a branch of modal logic, wi th the 
necessity' operator replaced by the obligation" operator, 

O. and the "possibility" operator replaced by the 
"permission" operator, P Many of the theorems of modal 
logic turn out to be intuitively correct under this translation 
For example, the dual relationship between necessity and 
possibility becomes a dual relationship between obligation 
and permission, Op = ~P~p. and this formula certainly 
seems plausible If it is fa lse that you are pe rm i t ted to do 
not -p , then you are ob l iga ted to do p. and vice versa The 
formula Op > p. which is valid in any modal system with a 
ref lexive accessibility relation between possible worlds, 
wou ld not be plausible in a deontic logic, since people in 
the actual wo r l d do not always abide by their obligations, 
but it can be replaced by the more plausible formula Op => 
Pp, which is valid as long as every possible wor ld has 
some possible wor ld accessible f r o m it This point was 
f i rst noted by Kripke, in one of his original papers on 
possible wor lds semantics [ 1 3 ] . 

Despite these posit ive results, there are several other 
modal formulae which seem counterintuitive in a deontic 
logic, and which cannot be so easily modif ied. For 
example, the formula for disjunctive permission, Pp D Pip v 
q), contradicts our ordinary understanding of what it means 
to grant permission to do p v q, but this formula is valid 
even in the weakest modal systems Likewise, any formula 
containing an iterated operator, such as OPp or POp, seems 
anomalous in a deontic context, and yet the various modal 
systems are distinguished precisely by the way in which 
they handle these iterated modalities. Of course, it may 
make sense to say that you are pe rm i t t ed to impose a 
particular ob l iga t ion upon someone else, or upon yourself, 
and we might conceivably w r i t e this as POp, but the 
inferences we wou ld make about such statements do not 
cor respond at all to the inferences which are valid in the 
standard possible wo r l d semantics. Finally, even the dual 
relationship between permission and obligation seems 
problematical if we cast it into the f o r m Pp = ~ 0 ~ p If i t 
is fa lse that you are ob l iga ted to do not -p , i.e., if it is 
fa lse that you are f o r b i d d e n to do p, does it fo l low that p 
is p e r m i t t e d ? Stringing together all of these questionable 
inferences, it is not surprising that we can generate a host 
of "deontic paradoxes," and the literature is full of them 
For a survey, see [ 1 4 ] and [ 1 5 ] 

In this paper, we wil l develop a formal semantics for 
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permissions and obligations which seems to avoid these 
di f f icul t ies, and we will do so in a way which is entirely 
natural fo r an artif icial intelligence system Instead of 
representing the deontic concepts as operators applied to 
proposi t ions, as in a standard modal logic, we will 
represent them as dyad ic fo rms which take cond i t ion 
descr ip t ions and act ion descr ip t ions as their arguments 
The most important part of this representat ion is the use 
of action descript ions in the place of proposi t ions Instead 
of granting permissions and imposing obligations on the 
state of the wo r l d itself, we wil l grant permissions and 
impose obligations on the actions which change the state of 
the w o r l d This is an approach long advocated by 
Castaneda [ 1 5 ] , and pursued in various fo rms by von 
Wr ight [ 1 6 ] [ 1 4 ] . but to carry out this approach in full i t 
seems necessary to establish a connect ion between the 
abstract descr ipt ion of an action and the concrete changes 
that occur in the wo r l d when the action takes place This 
has been a major concern of artif icial intelligence research 
throughout its history [ 1 7 ] [ 1 8 ] [ 1 9 ] , o f course, and we 
wil l draw upon this earlier work in construct ing our 
formal isms Although the actions that we actually discuss in 
this paper are fairly simple ones, intended to highlight the 
principal features of the deontic representation, the action 
descr ipt ions themselves can be extended to more realistic 
situations, in several ways We wil l return to this point in 
our concluding remarks 

II DEONTIC SEMANTICS 

In this sect ion we develop a formal semantic 
interpretat ion of the deontic concepts, using a variant of 
the possible wor lds approach Our strategy proceeds in 
stages We start wi th an ordinary f i r s t - o rde r language L 
and a set of states S. and we use these materials to 
construct a new language LA in which we are able to 
describe actions The formulae of L1 are evaluated wi th 
respect to the states in S. as usual, but the formulae of LA 

are evaluated wi th respect to sequences of states, or 
wor lds . We thus have a way of saying that an action is 
"true' in, or is satisfied" by, a particular w o r l d The details 
of these construct ions are presented in Sections IIA and 
II.B below. Now consider a state r which is situated at the 
junction between a "past wo r l d v and a " future" w o r l d w 
We assume that there exists a set P which tells us, fo r 

r 

each past wo r l d v, all the future wor lds w which are 
"permitted." Work ing exclusively wi th this permi t ted set P , 
we construct three expressions which tell us whether an 
action at r is pe rm i t t ed , f o rb idden , or ob l igatory , 
respect ively These expressions then become part of our 
deontic language LD The details of these construct ions are 
presented in Section IIC below This is not the end of the 
story, however. Since each deontic expression has a 
def ini te t ruth value at each state in S, it turns out that the 
language LD can be embedded within our original f i r s t -
order language L , and thus the process of linguistic 
const ruc t ion we have outlined here becomes fully recursive 
This technique enables us to represent "dynamic" 
permissions and obligations, i.e., permissions and obligations 
which change over time, wi thout the use of iterated 
modalities This latter point is developed in Section II.D 

The principal technical d i f f icu l ty in this development 
rises in connect ion w i th the def ini t ion of "satisfact ion" f o r 

the language LA Our initial approach is similar in spirit to 
the approach of Harel [ 2 0 ] and Rosenschein [ 2 1 ] : We 
define a primitive action to be a relation between t w o 
states, and we def ine the meaning of the more complex 
formulae of LA by a set of recursive truth defini t ions on 
arbitrary sequences of states But the ordinary not ion of 
sat isfact ion in L1 which takes into account the complete 
state of the wo r l d at a given time, is too imprecise fo r our 
purposes here, and we wil l supplement it w i th a not ion of 
s t r ic t sat isfact ion, which associates wi th each action in LA 

A 

the specif ic set of changes in the wo r l d attributable to that 
action It turns out that this notion of strict satisfaction is 
absolutely essential to the construct ion of the deontic 
language LD Wi thout it, our defini t ion of a rule of 
permission simply would not work We will return to this 
point in Section IIIB 
A. State Descr ip t ions 

Let L1 be a many-sor ted func t i on - f ree f i r s t - o rde r 
language with equality, and let S be a set of states wi th 
respect to which the formulae of L1 are evaluated We 
will fo l low the standard procedures for speci fy ing the 
syntax and the semantics of a f i r s t -o rde r language Thus, if 
(Own x y) is a formula of L1 wi th f ree variables x and y, 
and if o is an assignment of the variables x and y to 
elements in the domain of interpretation of L1 and if 
Own(s) is the set of tuples defining the extension of the 
predicate Own fo r s € S, then we wil l say that (Own x y) 
is true m s under the assignment o" if and only if 
<σ(x),o(y)> E Own(s) We will wr i te this in general as σ,& = 
(Own x y), but if the assignment σ is f ixed and clear f r o m 
the context, we wil l o f ten omit i t f r o m the notat ion and 
wr i te s = (Own x y) Truth condit ions fo r the nonatomic 
formulae of L wil l also be def ined in the standard way If 
there are constraints in our domain of interpretat ion, 
expressible as a finite set of formulae in L1 we wil l simply 
assume that S has been restr icted in advance to include 
only those states in which the constraints are conjunctively 
satisf ied To avoid any mathematical complexit ies, however, 
and to reveal the points of greatest importance to the 
representational problems of artif icial intelligence, we wil l 
also assume, whenever it is convenient to do so, that the 
relevant sets are f inite Thus we may assume that the 
predicate symbols are finite, that the domain of 
interpretat ion is f inite, and so on We wil l at tempt to 
remove these restr ict ions at a later date 
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system; and we have conf ined our attention so far to a 
relatively simple language of actions Unfortunately, these 
t w o points are intimately connected The rules of inference 
p roposed fo r our system are complex because they take 
into account the structure of the language of actions L 
and as we add further complexi ty to LA we will certainly 
add complexi ty to the rules of inference, too Nevertheless, 
we believe that the semantics of the deontic language itself, 
the language LD is basically correct , and robust, and that it 
wil l remain in its present f o r m as the language LA evolves 
Perhaps this is even a fact of our cognit ive lives that the 
concepts of permission and obligation are relatively simple, 
and the complexi ty arises instead f r o m our concept of 
action 
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