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Abstract

This paper describes a method for person re-
identification across multiple non-overlapping cameras
using both gait and color features. Because a sin-
gle color feature is insufficient to distinguish persons
with similar color clothes, a spatio-temporal histogram
of oriented gradients is employed as a gradient-based
shape and motion gait feature to discriminate such per-
sons in conjunction with a background edge attenuation
technique. However, since the gait feature is more sen-
sitive to view differences than the color feature, a view-
dependent score-level fusion framework adaptively con-
trols the weights of the gait and color features. Exper-
iments across seven non-overlapping cameras confirm
the effectiveness of the proposed method.

1. Introduction

With the increased number of surveillance cameras
in public areas for security and forensic purposes, re-
quirements for automation functions such as pedestrian
detection and tracking have also increased over the last
decade. Person re-identification across multiple non-
overlapping cameras is one such important function that
can be applied to cross-camera tracking of suspicious
persons and finding lost children.

Person re-identification can be achieved based on
several cues such as the personfs face [6] and/or body
(clothes) features. Because face recognition is difficult
when the resolution of the captured images is low, more
emphasis has been placed on body feature-based person
re-identification.

Since it is reasonable to assume that the clothes
of a pedestrian remain unchanged within the person
re-identification problem setting, the majority of ap-
proaches for person re-identification exploit color infor-
mation [8]. Some researchers have further incorporated
color calibration techniques between cameras to over-
come color differences due to differences in the camera
white balance and/or illumination conditions [11]. Nev-
ertheless, difficulties arise with these color-based ap-

proaches when there are multiple persons wearing sim-
ilar color clothes.

Shape features are alternative cues for identifying
persons and are jointly used with the color features
in [17]. Shape-based methods, however, still suffer
from large intra-subject variations derived from body
pose changes.

On the other hand, it is well-known that walking mo-
tion information extracted from a video is a useful cue
in identifying a person, a process commonly known as
gait recognition [9]. In gait recognition, shape vari-
ations derived from the walking motion are regarded
as useful cues in identifying a person instead of intra-
subject variations.

In this paper, a gait feature containing both shape and
motion information is incorporated into the person re-
identification framework together with color informa-
tion. This enables us to distinguish persons with similar
color clothes. Note that this kind of walking motion in-
formation has not yet been used effectively even in a
method incorporating multiple features collected from
a short video [5].

The gait feature is, however, more sensitive to ob-
servation view differences than the color feature, as re-
ported in cross-view gait recognition [18], which may
be one of the major reasons why gait recognition ap-
proaches have not yet been employed in person re-
identification methods. In other words, an observation
view difference can be regarded as a quality measure [3]
or confidence in each gait and color feature in the fusion
framework.

We therefore, introduce view-dependent score-level
fusion of the gait and color features. Intuitively speak-
ing, a greater weight is given to the gait feature for
similar-view matching, and to the color feature for
different-view matching, thereby realizing better per-
formance on the whole. Note that such adaptive weight
control is automatically learnt using a joint distribution
of the gait and color scores in a training set.

2. Assumptions and Problem Setting

The whole framework for video-based person re-
identification is composed of several modules, includ-
ing pedestrian detection, tracking, and matching. Be-
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Figure 1. Overview

cause we focus on the matching module in this paper,
pedestrian detection and tracking for each camera are
assumed to be preprocessed by using a state-of-the-art
technique such as that given in [13]. Moreover, for
the purpose of view-dependent score-level fusion, an
observation view for each pedestrian is also assumed
to be given. Note that the observation view is rela-
tively easily obtained based on the azimuth angle from
the camera and tangential direction of the pedestrian’s
trajectory on the ground plane as proposed in [15] as
long as each camera is geometrically calibrated in ad-
vance. Therefore, our problem setting is viewed as
pedestrian matching across non-overlapping cameras
using cropped pedestrian image sequences and obser-
vation views.

3. Proposed Framework

3.1. Overview

The proposed framework is mainly composed of
training and test phases as shown in Fig. 1. In both
phases, color and gait features as well as the observa-
tion view are extracted from an image sequence, and
subsequent color and gait feature matching returns the
individual distances. In the training phase, a view-
dependent score-level fusion function is trained from a
joint distribution of the color and gait distances and pos-
itive (the same person) and negative (different person)
labels. In the test phase, the trained fusion function con-
verts the color and gait distances using an observation
view into a fused distance, which is used in the final
decision. Details of each process are given in the fol-
lowing subsections.

3.2. Feature Extraction

Gait feature: The majority of gait recognition ap-
proaches exploit silhouette-based features (e.g., an av-
eraged silhouette [7]). It may, however, be diffi-
cult to acquire a silhouette with sufficient quality for
gait recognition under various background and lighting
conditions across cameras. Moreover, the silhouette-
based features discard useful motion information within
the silhouette. Inspired by the great success of a
gradient-based method for pedestrian detection [4], in

this work a spatio-temporal histogram of oriented gra-
dient (STHOG) features is employed as the gait feature
containing both shape and motion information.

The pedestrian window is first size-normalized and
is then divided into multiple spatio-temporal cells. The
spatio-temporal gradient G = [Gx, Gy, Gt]

T is com-
puted as the first-order derivative for each of the x−,
y−, and t-axes from two successive frames. The orien-
tation of spatial gradient φ and that of temporal gradient
θ are defined as

φ = arctan

(
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, (1)

The orientation of the spatial and temporal gradients are
separately voted according to a spatial gradient magni-
tude into individual 9-bin histograms for each cell, and
are then normalized with regard to the L1 norm. These
two histograms are combined into a single histogram
with 18 bins, and then the histograms from all the cells
are further combined into a single histogram, thus con-
structing the STHOG feature.

In the voting process, suppressing the effect of back-
ground variations must be considered. A simple way
of achieving this, which is actually used in many color-
based approaches, is to mask out the background region
using background subtraction. Background subtraction,
however, is unsuitable for gradient-based features since
these largely depend on the contour of the foreground
region which is quite difficult to extract without any
over-segmentation.

Therefore, we incorporate a gradient-based back-
ground attenuation technique [16] rather than a region-
based mask. For this purpose, we adaptively attenu-
ate the spatial gradient magnitude used as the voting
weight. The basic idea is to attenuate an edge at a
certain position if a background edge also exists at the
same position and the edge patterns of the background
and input images are similar. Consequently, the attenu-
ated spatial gradient magnitude Gs is defined as

Gs =

√
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where K and σ are hyper parameters to control back-
ground attenuation, GB

x and GB
y are the horizontal and

vertical gradients in the background image, and zx and
zy denote the dissimilarity of the horizontal and verti-
cal edge patterns in the background and input images,
respectively, which are defined as

zx = max{∥IBx,y − Ix,y∥, ∥I
B
x+1,y − Ix+1,y∥} (3)

zy = max{∥IBx,y − Ix,y∥, ∥I
B
x,y+1 − Ix,y+1∥}, (4)

where IBx,y and Ix,y are the pixel intensities at position

(x, y) in the background and input images, respectively.
Color feature: The color histogram defined in a mod-
ified hue-saturation-value color system [10] is adopted

2695



in this study. The histogram for each cell contains ten
bins, which are composed of seven hue bins and three
value bins (white, gray, and black). Unlike the STHOG
feature, the color feature is a region-based feature, and
hence the background region is simply masked out by
background subtraction when voting. The color his-
tograms are normalized for individual cells and are con-
catenated into a single histogram in the same way as the
STHOG feature.

Note that since both the STHOG and color features
are computed for individual frames in each image se-
quence, a series of features are extracted for each image
sequence.

3.3. Matching
Because the series of features contain various gait

stances, these need to be synchronized when matching.
For this purpose, a variant of the baseline algorithm [14]
is employed. We briefly describe the matching method,
and refer the readers to [14] for more details.

A query sequence is segmented into subsequences
with a certain length (e.g., gait period) and each of these
is phase-synchronized with the other sequence by shift-
ing the frame so as to minimize the total distance be-
tween them. Whereas the baseline algorithm utilizes
the Tanimoto distance, we replace it with the L0.5 norm
to improve the robustness with respect to outliers. Sub-
sequently, the distances of individual subsequences are
computed, and the minimum value is chosen as the final
distance.

3.4. View-dependent Score-level Fusion
For effective use of the STHOG and color features,

we introduce a score-level fusion function, which maps
the two-dimensional distance vectors derived from the
STHOG and color features into a single distance. Since
the reliability of STHOG features is highly dependent
on the observation view difference, this fusion function
is trained separately for each discrete observation view
difference.

Of the vast array of approaches to score-level fusion,
linear logistic regression (LLR) [1] of the likelihood ra-
tio between positive and negative samples is chosen for
its simplicity and high generalization capability. More-
over, inspired by the recent success of ranking methods
in person re-identification [12], the relative distance of
each negative sample with respect to that of a corre-
sponding positive sample is input into the fusion frame-
work.

Once the fusion function of the LLR has been
trained, the input two-dimensional distance vector in a
test set is converted into a single fused distance. Fi-
nally, the person in one camera image is re-identified to
the person with the minimum fused distance in another
camera image.

4. Experiment
4.1. Dataset and Setup

Because there are no publicly available datasets for
person re-identification that include both successive im-
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Figure 2. Sample cropped image se-
quences from our dataset

age sequences and observation view information, we
have constructed our own dataset. We captured walking
image sequences of 27 subjects (14 subjects for training
and 13 subjects for testing) from seven non-overlapping
views ranging from the front view to the rear-oblique
view. Some of the subjects wore clothes with fairly sim-
ilar colors (Fig. 2), and hence the dataset is challenging.
Of the seven views, the near side view was used as the
query view, and a person in the query view was matched
with all persons in another view.

The size normalized window and spatio-temporal
cell sizes were set to 100 × 140 pixels, and 100 pixels
× 20 pixels × 3 frames, respectively, giving seven cells
per window. Hyper parameters K and σ for background
attenuation were set to 5.0 and 10.0, respectively, which
are the default values defined in [16]. The length of the
subsequence for matching was set experimentally to 15
frames.

Experiments on person re-identification were re-
peated 20 times by randomly choosing the training and
test subjects. Averaged performances for the 20 trials
were evaluated by cumulative matching characteristics.

4.2. Results

Results of person re-identification experiments are
shown in Fig. 3. We can see that the performance us-
ing the STHOG feature is higher than that using the
color feature for similar observation views (e.g., view
IDs 4, 5, and 6), whereas it is lower than that using
color features for different observation views (e.g., view
IDs 1, 2, and 3). The proposed fusion method suc-
cessfully controls the weight of the STHOG and color
features depending on the observation view differences,
and achieves the best performance on average.

5 Conclusion

This paper described a method for person re-
identification across multiple non-overlapping cameras
using both gait and color features. The STHOG feature

2696



Figure 3. Rank-1 (left) and rank-3 (right)
identification rates. View IDs 1 to 6 cor-

respond to gradual view transitions from
the front view to the rear-oblique view.

The query view is the closest to ID 5 (side
view).

is employed as a gradient-based shape and motion gait
feature to discriminate persons with similar clothes in
conjunction with a background edge attenuation tech-
nique. Moreover, view-dependent score-level fusion
of the gait and color features by linear logistic regres-
sion is incorporated to overcome the sensitivity of gait
features to view changes. Experiments on person re-
identification across seven views confirmed the effec-
tiveness of the proposed method.

Future work is to evaluate the proposed method with
more large-scale database for person re-identification
(e.g., 3DPes [2]).
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