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Person Reidentification With Reference Descriptor
Le An, Member, IEEE, Mehran Kafai, Member, IEEE, Songfan Yang, Member, IEEE,

and Bir Bhanu, Fellow, IEEE

Abstract— Person identification across nonoverlapping
cameras, also known as person reidentification, aims to match
people at different times and locations. Reidentifying people
is of great importance in crucial applications such as wide-
area surveillance and visual tracking. Due to the appearance
variations in pose, illumination, and occlusion in different camera
views, person reidentification is inherently difficult. To address
these challenges, a reference-based method is proposed for
person reidentification across different cameras. Instead of
directly matching people by their appearance, the matching is
conducted in a reference space where the descriptor for a person
is translated from the original color or texture descriptors to
similarity measures between this person and the exemplars in the
reference set. A subspace is first learned in which the correlations
of the reference data from different cameras are maximized
using regularized canonical correlation analysis (RCCA). For
reidentification, the gallery data and the probe data are projected
onto this RCCA subspace and the reference descriptors (RDs) of
the gallery and probe are generated by computing the similarity
between them and the reference data. The identity of a probe
is determined by comparing the RD of the probe and the RDs
of the gallery. A reranking step is added to further improve the
results using a saliency-based matching scheme. Experiments
on publicly available datasets show that the proposed method
outperforms most of the state-of-the-art approaches.

Index Terms— Person reidentification, reference descrip-
tor (RD), reranking, saliency, subspace, surveillance.

I. INTRODUCTION

I
MAGING sensors are being widely deployed for many

real-world applications, such as video surveillance and

access control. In particular, in relation to camera networks,

there has been an increasing interest in person reidentification

and considerable progress has been made recently [1]–[5].

Person reidentification is a recognition task that aims to

match individuals across nonoverlapping cameras at different
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Fig. 1. In nonoverlapping camera views, different people may look very
similar (left) while the same people’s appearance may change dramatically due
to variations in pose and illumination (right). Samples are from two cameras
(Cam A and Cam B) in the VIPeR dataset [9].

times and locations. Accurate person reidentification can

help locate a target subject in video-monitored surroundings.

The matching result of person reidentification can be used

in other tasks such as tracklet association in a multicamera

tracking system [6]. Due to the large amount of image data

that contain persons of interest, it is not feasible to manually

screen and identify every person in a video or image. Thus,

automatic labeling or matching of people is highly desired.

Recently, many labeling techniques have been proposed for

large-scale image data, such as the seminal works in [7] and [8]

that can robustly annotate image even with noise. However,

such methods cannot be directly applied to person reidentifica-

tion since matching people in different cameras is intrinsically

difficult due to the imaging condition disparity among different

cameras. In particular, the following problems contribute to the

complications of person reidentification in a camera network.

1) Low Resolution: Most of the surveillance cameras are

not able to capture high-resolution images due to the

low resolution of inexpensive cameras and large distance

between camera and human subjects.

2) Arbitrary Poses: Since a subject is captured by surveil-

lance cameras with nonoverlapping field of views, the

poses of a subject in different camera are usually quite

different.

3) Changing Illumination: The images are captured at

different times and/or locations. As a consequence, the

appearance of a person may change dramatically due to

illumination changes.

4) Occlusion: A subject may carry accessories such as a

backpack and briefcase, which may occlude distinctive

features of the subject in a certain view.

Fig. 1 shows some image pairs of the same and different

people in two cameras. Due to large variations in pose,
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Fig. 2. Framework of the proposed reference-based reidentification. The appearance features are first extracted from probe and gallery images and are
then projected onto RCCA subspace with learned projection matrices. An RD for a probe or gallery instance is generated by computing and concatenating
its similarity scores with respect to a reference set. After the RDs for both probe and gallery are generated, initial matching is performed using the RDs.
A saliency-based reranking scheme is included to further improve the reidentification accuracy.

illumination, and background, the appearance of the same

subject may look very different in different cameras, while

different people may highly resemble in appearance. The

significant view and appearance changes across nonover-

lapping cameras make person reidentification inherently

difficult.

The gallery for reidentification usually contains images of

known subjects in one camera view and the probes are subjects

from another camera view. To recognize a given probe from

a large gallery, the basic idea is to first extract a robust

feature representation for both probe and gallery images, and

then perform matching using this representation. This kind

of approach is called appearance-based and it makes use of

visual cues only.

Appearance-based methods can be categorized into two

groups. The goal of the methods in the first group is to extract

feature representations that have low intra-class variation for

the same subject and high inter-class variation among different

subjects [9]–[11]. However, due to the significant appearance

change across different cameras, the intra-class variation is

often larger than the inter-class variation. As a result, accurate

matching is very difficult.

For the second group of methods, the goal is to learn the

optimal distance metric for the image pairs from two different

cameras [12]–[14]. These metric learning approaches learn a

transformation for the original feature representation such that

the intra-class distances are minimized while the inter-class

distances are maximized. The drawback of the metric-learning-

based methods is that the learned model tends to overfit the

training data. In addition, some popular approaches [15]–[17]

are computationally expensive due to complex optimization

involved.

In this paper, instead of designing a complex feature

representation or learning a specialized distance metric as it

has been done in the previous methods, we present a new

framework for single-shot person reidentification in which

the matching is performed using reference descriptors (RDs).

Fig. 2 shows the framework of the proposed reference-based

method. To match a probe and a gallery instance, appearance

features are first extracted. Using learned projection matrices,

the probe and gallery features are projected onto a lower

dimensional subspace. We use regularized canonical correla-

tion analysis (RCCA) to learn the projection matrices since the

RCCA is able to maximize the correlation between the data

from different views. After feature projection, the RDs of the

probe and gallery are generated using a reference set. The

reference set is a set of images of the subjects from different

camera views and the identities in the reference set do not

overlap with probe or gallery subjects. An RD of a probe or

a gallery instance is formed by concatenating the similarity

scores between this probe or gallery to the reference set in

the RCCA feature space. Thus, the dimension of an RD is

determined by the size of the reference set and is irrelevant to

the size of the image features. The matching between the probe

and gallery is performed by computing the similarity between

their RDs. In this way, the probe and gallery from different

views are indirectly compared using a reference set, instead of

being matched directly. To improve the initial matching results,

a saliency-based reranking stage is added to obtain the final

reidentification results.

The rest of this paper is organized as follows. Section II

introduces related work and summarizes our contributions. The

details of the proposed method for person reidentification are

presented in Section III. Section IV provides the experimental

results, and finally Section V concludes this paper and states

the future work.

II. RELATED WORK AND CONTRIBUTIONS

A. Related Work

Two major directions to tackle person reidentification

are to extract invariant feature representations and to learn

specialized distance metrics across different camera views.

We review the related work in these categories as well as some

work in other areas related to our reference-based matching.

1) Feature-Driven Approaches: Cheng et al. [18] adopted

pictorial structures to localize the human parts and

search part-to-part correspondences to match subjects.

Farenzena et al. [10] extracted features accounting for the

overall chromatic content, the spatial arrangement, and the
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presence of recurrent local motifs to match the individuals

with appearance variation. Bak et al. [19] learned a model

in a covariance metric space to select features based on the

idea that different regions for each subject should be matched

specifically. Gray and Tao [20] used AdaBoost to select the

most discriminative features instead of handcrafted features.

Prosser et al. [21] formulated the reidentification as a relative

ranking problem instead of an absolute scoring problem.

Hirzer et al. [22] proposed a two-step method by first using

a descriptive model to obtain an initial ranking, which was

refined in the second step by a discriminative model with

human feedback. Kviatkovsky et al. [23] discovered the color

intra-distribution structure and showed that this structure

was invariant under certain illumination changes and could

be combined with the covariance descriptor for person

reidentification. Ma et al. [24] used both biologically inspired

features and covariance descriptors to handle background

and illumination variations. Martinel and Micheloni [25]

presented an appearance-based approach by computing a

novel discriminative signature from multiple local features.

Beyond low-level features, semantic features have been

explored for improved reidentification results. Kuo et al. [26]

applied semantic color names to describe an image of a

person instead of using color histograms for better stability.

Layne et al. [27] proposed midlevel semantic attributes

to describe person for the purpose of reidentification.

An et al. [28] used biometric attributes such as gender from

images to rerank the initial reidentification results from low-

level features. Zhao et al. [29], [30] proposed to use salient

features for person reidentification. The saliency was estimated

using unsupervised learning and was combined with existing

methods [10] to improve the recognition performance.

Yang et al. [31] proposed a color descriptor based on

salient color names, which can guarantee that a higher

probability will be assigned to the color name that is closest

to the intrinsic color. Zhao et al. [32] learned discriminative

midlevel filters from automatically discovered patch clusters

to identify specific visual patterns. Li et al. [33] proposed

a neural network in which misalignment, pose difference,

occlusions, and background clutter were jointly handled

with abundant data. Zhang and Saligrama [34] tackled the

appearance variation in different cameras using basis functions

that encode cooccurrences of visual patterns. Specifically,

locality sensitive cooccurrence measures were developed to

incorporate semantically meaningful appearance changes.

Liu et al. [35] proposed a postrank optimization method

that allowed a human-in-the-loop to select negative samples.

This improved the performance gain over 30% and compared

with the exhaustive search, the time efficiency significantly

improved. Liu et al. [36] provided extensive study of feature

importance for person reidentification and proposed a method

for on-the-fly mining of feature. For person reidentification on

mobile devices, Vernier et al. [37] introduced a client-server

system that improved the reidentification performance over

time with reduced computation time.

2) Distance Learning-Based Approaches: Hirzer et al. [12]

proposed a relaxed pairwise learned metric (RPLM) based

on the Mahalanobis distance learning that took advantages

of the structure of the data with reduced computational

cost. It achieved state-of-the-art results with simple feature

descriptors. Köstinger et al. [14] proposed a simple yet

effective method to learn the distance metric called keep

it simple and straightforward (KISS) metric (KISSME)

from a statistical inference perspective. Tao et al. [38]

extended the KISSME by introducing regularization to

robustly estimate covariance matrices against the instability

in calculating the inverse of a covariance matrix from

a small size training set. A method termed minimum

classification error-KISS (MCE-KISS) [39] was proposed

to handle the small sample size problem in estimating

eigenvalues of a covariance matrix and it was shown to

be effective for person reidentification. Zheng et al. [13]

formulated reidentification as a relative distance comparison

problem. It maximized the likelihood such that the distance

between a pair of images of the same person is smaller than a

pair of images of different people. Liu et al. [40] incorporated

attribute information into the framework of [13] to further

improve the reidentification results by feature weighting.

Li and Wang [41] jointly partitioned the image spaces of

two camera views into different configurations based on the

similarity of cross-view transforms. Image pairs with similar

transforms were projected onto a common feature space for

matching.

Standard metric learning techniques such as large margin

nearest neighbor (LMNN) [15], information-theoretic

metric learning (ITML) [17], and logistic discriminant

metric learning (LDML) [16] were also applied to

person reidentification. Dikmen et al. [42] developed a

variant of LMNN by introducing a reject option to the

unfamiliar matches (LMNN-R) and achieved improved

results. Martinel et al. [43] extracted multiple features

from image pairs and obtained a so-called distance feature

vector. The reidentification was achieved by classifying this

distance feature vector using a trained binary classifier.

Pedagadi et al. [44] used local Fisher discriminant

analysis (LFDA) to reduce feature dimensionality for

person reidentification. It outperformed other metric learning-

based methods. Mignon and Jurie [45] proposed pairwise

constrained component analysis (PCCA) to learn a low-

dimensional mapping in which distances between data points

complied with a set of sparse training pairwise constraints.

An et al. [46] performed matching in a common space where

the same subjects from different cameras were maximally

correlated through a robust feature mapping.

Loy et al. [47] reported a manifold ranking (MRank)

approach in which the probe information was propagated along

the data manifold in an unsupervised manner. It showed that

the performance of existing metric-learning-based methods

could be significantly improved by integrating the MRank.

Xiong et al. [48] applied multiple kernel-based metrics in

conjunction with histogram-based features and showed

improvement over state-of-the-art on several datasets.

Liu et al. [49] learned two coupled dictionaries jointly for

gallery and probe using both labeled and unlabeled images to

mitigate the appearance variation between different cameras.

Recently, Liao et al. [50] considered the open-set person
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reidentification problem that removed the assumption that

a probe subject should belong to the gallery. In this more

practical setting, the presence of the probe subject in the

gallery is first determined, followed by an identification

step using several metric learning methods as baselines.

Comprehensive survey on person reidentification can be found

in [1], [2], and [4].

3) Matching in Reference Space: Pattern matching using

a reference set has been explored in different fields.

Gyaourova and Ross [51] generated fixed-length codes

for indexing biometric databases. The index codes were

constructed by computing match scores between a biometric

image and a fixed set of images. Duin and Pkalska [52]

discussed the dissimilarity space to convert the structural

representation of data to a dissimilarity representation using a

representation set and some suggestions for prototype selection

were provided. Guo et al. [53] proposed a prototype embed-

ding of visual appearance using a representation set of model

prototypes for vehicle matching. Recently, Chen et al. [54]

developed a reference-based approach for tracking people

across nonoverlapping cameras using a reference-based

appearance model.

B. Contributions of This Paper

Compared with the previous work discussed in Section II-A,

the major contributions of this paper are twofolded. First,

we tackle the reidentification problem using a reference-based

scheme in conjunction with subspace learning. Our framework

avoids direct matching of image pairs with significant appear-

ance variation and achieves superior performance compared

with the state-of-the-art methods as validated by the experi-

ments. Second, we use different methods to pursue optimality

for reference set selection and the experiments show that the

size of reference set can be reduced without a significant

loss of accuracy. In addition, the proposed reference-based

reidentification framework is compatible with any feature

descriptor and can be extended to other applications.

A preliminary version of this paper appeared in [55].

In this paper, we have the following major changes and

improvements compared with [55].

1) We have studied and discussed more recent advances in

person reidentification. We have provided more compar-

isons to our method.

2) We have conducted more in-depth experiments on more

datasets, and included detailed performance analysis.

In addition, we have shown that the performance of

the proposed method can be further improved by incor-

porating a modified cosine similarity measure and a

saliency-based reranking step.

3) We have explored different methods for reference set

selection and provided recommendations about how to

select reference set based on empirical validations.

III. PERSON REIDENTIFICATION IN REFERENCE SPACE

The proposed method involves an offline process and an

online reidentification process. In the offline process, the

RCCA projection matrices are learned and the RDs of the

gallery are generated. During online reidentification process,

the RD of a probe is generated and is compared with the RDs

of the gallery to obtain the initial matching result. Reranking

is then performed to improve the initial results based on image

saliency. The details are explained as follows.

A. Offline Process

1) CCA Subspace Learning: Canonical correlation

analysis (CCA) is a multivariate statistical analysis technique,

which was first introduced in [56]. It aims to explore the

relationship between two sets of random variables from

the different observations on the same data (e.g., images

of subjects from different views). CCA finds projections

such that the correlation between these two sets of random

variables is maximized after projection.

Mathematically, given two sets of data observations,

DA = {d A
i ∈ R

m, i = 1, 2, . . . , N} and DB = {d B
i ∈ R

n,

i = 1, 2, . . . , N}, CCA aims at obtaining two sets of basis

vectors WA ∈ R
m and WB ∈ R

n such that the correlation

coefficient ρ of W T
A DA and W T

B DB is maximized. The

objective function to be maximized is

ρ =
Cov

(

W T
A DA, W T

B DB
)

√

Var
(

W T
A DA

)

√

Var
(

W T
B DB

)

=
W T

A CAB WB
√

W T
A CAA WAW T

B CB B WB

(1)

where CAA is the covariance matrix of DA , CB B is the

covariance matrix of DB , and CAB is the cross-covariance

matrix between DA and DB .

Equivalently, the CCA can be formulated as a constrained

optimization problem by

argmax
WA,WB

W T
A CAB WB (2)

subject to W T
A CAAWA = 1 and W T

B CB B WB = 1.

Using the Lagrange multiplier, the solution of (2) is

equivalent to solving the following generalized eigenvalue

problems:

CAB WB = λCAA WA

CB AWA = λCB B WB (3)

where CB A = CT
AB . CCA is performed in an unsupervised

manner and both correlation maximization and dimensionality

reduction can be achieved simultaneously by choosing the

number of basis vectors to use.

Often in practice, the feature dimension of the data is

significantly larger than the number of data samples. In this

case, the covariance matrices CAA and CB B may be singular

and their inverse would be ill conditioned. RCCA has been

proposed to solve this problem and it prevents overfitting [57].

In the solution of RCCA, the generalized eigenvalue problem

becomes

CAB WB = λ(CAA + λ1 IA)WA

CB AWA = λ(CB B + λ2 IB)WB (4)

where λ1 and λ2 are the two nonnegative regularization

parameters. IA and IB are the two identity matrices. Usually

λ1 and λ2 are determined by cross validation.
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2) Gallery Data in Reference Space: The reference set

contains images {I A
i , i = 1, 2, . . . , N} and {I B

i , i = 1,

2, . . . , N} of N subjects from two different cameras A and B.

The features such as color histograms and texture descriptors

from each image are extracted and two feature sets

{F A
i , i = 1, 2, . . . , N} and {F B

i , i = 1, 2, . . . , N} are

obtained. Since the features are from images in different views,

we first learn a RCCA subspace in which the correlations

between the projected feature sets {W T
A F A

i , i = 1, 2, . . . , N}

and {W T
B F B

i , i = 1, 2, . . . , N} are maximized. The RCCA

projection matrices WA and WB are learned as in (4).

By projecting the original features onto the RCCA subspace,

we obtain the projected features of the reference set denoted

by { f A
i , i = 1, 2, . . . , N} and { f B

i , i = 1, 2, . . . , N} with

reduced dimensionality and enhanced correlation.

Suppose we have a gallery of M subjects from camera

A, the features of the gallery subjects are first extracted and

then projected onto the RCCA subspace using the learned

projection matrix WA. The RCCA feature for the j th subject

in the gallery set is denoted by f
g
j . From f

g
j , its RD R

g
j , as a

new representation, is generated by

R
g
j =

[

s
(

f
g
j , f A

1

)

, s
(

f
g
j , f A

2

)

, . . . , s
(

f
g
j , f A

N

)]T
(5)

where s(a, b) denotes the similarity between the

features a and b. We use the cosine similarity to

compute s(a, b). In this process, the representation of

the gallery subject is transformed to a descriptor of length N

regardless of the original feature dimension and each element

in R
g
j indicates the similarity between this gallery subject and

a reference subject. The projected features of the reference

set from camera A { f A
i , i = 1, 2, . . . , N} are similar to basis

functions and in the reference space, they jointly describe the

appearance of a gallery subject in terms of its similarity to

individuals in the reference set. Fig. 2 shows the basic idea

of how the RDs are generated.

The rationale for first projecting the features onto the

RCCA subspace is to better couple the features { f A
i , i = 1,

2, . . . , N} and { f B
i , i = 1, 2, . . . , N}. In the reidentification,

a probe image is described using { f B
i , i = 1, 2, . . . , N}.

Since { f A
i , i = 1, 2, . . . , N} and { f B

i , i = 1, 2, . . . , N} are

maximally correlated after RCCA projection, the matching

between the probe and the gallery becomes meaningful and

reliable.

B. Online Reidentification

1) Initial Matching: Suppose the probe is from camera B

and the detection of a subject (Ip) is given, the appearance

features Fp are first extracted. The projected feature f p of

the probe in the RCCA subspace is given by

f p = W T
B F p. (6)

The RD of the probe R p is computed in a similar manner

as in (5) using the projected features of the reference set from

camera B { f B
i , i = 1, 2, . . . , N} by

R p =
[

s
(

f p, f B
1

)

, s
(

f p, f B
2

)

, . . . , s
(

f p, f B
N

)]T
(7)

Fig. 3. Samples of saliency detection in two-camera views. To estimate the
saliency of a patch I

m,n
p (in yellow bounding box) in the image Ip in one

camera view, a constraint space (in green bounding box) is searched in each
image Ii in the reference set in the other camera view. The patch I

u,v
i

(in red

bounding box) is found out as the most similar patch to I
m,n
p , which will be

used to calculate the patch saliency as in (10).

where f B
i is the projected features in the RCCA subspace of

the reference subject i in camera B.

The identity of the subject is determined by the similarity

sim(R p, R
g

i ) between the probe R p and each gallery R
g

i and

then the top match R
g

k is found in the gallery such that

k = argmax
i

sim
(

R p, R
g
i

)

. (8)

To compute similarity, we use the modified cosine

similarity [58] defined as

sim
(

R p, R
g
i

)

=

∣

∣(R p)T · R
g
i

∣

∣

‖R p‖
∥

∥R
g
i

∥

∥

(∥

∥R p − R
g
i

∥

∥

p
+ ǫ

) (9)

where ‖ · ‖p is the lp norm and ǫ is a small positive

number to prevent division by zero. The reason to apply the

modified cosine similarity is that the standard cosine similarity

does not take into consideration the actual distance between

two vectors, while the modified cosine similarity is able to

address both the distance measure and angular measure and

has improved performance in recognition tasks [58].

2) Saliency Detection: To improve the reidentification

accuracy, we opt to high-level image information to rerank

the initially returned results. Specifically, we use image

saliency [29], [30] to improve the rank of the correct match.

Image saliency, such as carrying item, is a discriminative

visual feature to match subjects across different views.

Fig. 3 shows two examples of saliency correspondence across

different cameras.

Given the reference set I = {Ii , i = 1, 2, . . . , N} in one

camera view, to compute the saliency of an image Ip in another

view, image patches are first densely sampled. For each patch

I
m,n
p in Ip , where m and n denote the row and column location

of this patch, a constrained search for similar patches in each

image in I is performed in the search space D(I
m,n
p , Ii ) =

{I
x,y

i |x = m − l, . . . , m + l}, where l is a small integer that

defines the half width of the search space. In other words, the

search space for the patch I
m,n
p is a strip in Ii located between

row m − l and m + l. This search space tolerates saliency

shift in the horizontal direction due to the change in camera

views and misalignment in the vertical direction.

For each image Ii in I, the most similar patch I
u,v
i is found

from the search space D(I
m,n
p , Ii ). The distance di (I

m,n
p , I

u,v
i )



AN et al.: PERSON REIDENTIFICATION WITH REFERENCE DESCRIPTOR 781

Fig. 4. Illustration of the reranking process. The initial returned ranked list
is reranked based on the saliency similarity of the probe and gallery. In this
example, a local sliding window of size α = 4 with a step size of β = 2 is
shown.

is calculated by the Euclidean distance between feature

vectors from the two patches I
m,n
p and I

u,v
i . The distances

{di (I
m,n
p , I

u,v
i )|i = 1, 2, . . . , N} are then sorted and the

saliency score for patch I
m,n
p is defined as

sal
(

I m,n
p

)

= 1 − e

⎛

⎝−
dik

(

I
m,n
p ,I

u,v
i

)

σ2
1

⎞

⎠

(10)

where dik (I
m,n
p , I

u,v
ik

) is the Euclidean distance of the

kth nearest neighbor (kNN) of I
m,n
p from the search space

of Iik and σ1 controls the bandwidth of Gaussian function.

k is set to N/2 in the experiments and only the kNN is

involved in saliency computation. In this way, the saliency

scores for each patch in the probe and gallery images are

calculated. The saliency of a patch I
m,n
p is computed from

this kNN perspective such that the uniqueness of a patch is

approximated by its distance to the samples in the reference

set. The interpretation is that the more distinct a patch I
m,n
p , the

larger its distance to the patches in the search space of images

in I, and thus, the saliency score sal(I
m,n
p ) will be high. In this

way, the saliency is calculated without supervision.

3) Reranking: Once the saliency of the probe and gallery is

detected, the reranking of the initial reidentification results is

based on the saliency similarity between the probe Ip from

camera B and a returned gallery match It at rank t from

camera A, which is defined as

simsal(Ip, It )=
∑

m,n

sal
(

I m,n
p

)

× sal
(

I
u,v
t

)

× e
−

d

(

I
m,n
p ,I

u,v
t

)

σ2
2 (11)

where I
u,v
t is the NN of I

m,n
p found in the search space

and σ2 is a Gaussian parameter. d(I
m,n
p , I

u,v
t ) is the Euclidean

distance between the features of I
m,n
p and I

u,v
t .

Given a probe image, the reference-based method returns

the matching results in descending order based on the simi-

larity between the probe RD and gallery RDs. Based on the

saliency similarity simsal between the probe image and the

returned matching candidate, the initial ranked list is reranked

using a local sliding windows of size α and a step size of β,

and the candidate with a higher saliency similarity to the probe

is moved forward in the local window. The reranking process

is shown in Fig. 4.

C. Selection of Reference Set

The reference set can be optimized by selecting the

most discriminative reference subjects and removing any

Fig. 5. Sample images from (a) VIPeR dataset [9] and (b) CUHK Campus
dataset [59].

redundant data. The goal is to select the basis reference

subjects that will span the reference space. In other words,

dissimilar subjects are preferred to form a more definitive

reference set. Different reference selection rules are suggested

in [51] and [52]. Three different methods are considered to

select N̂ reference subjects out of a total of N available ones.

1) Random Selection: We randomly sample N̂ reference

subjects out of the reference pool of size N .

2) Max-Variation Rule: In this rule, for each image Ii in

the reference set {Ii , i = 1, 2, . . . , N}, the similarity

s( fi , f j ) between Ii and I j, j �=i is computed for all j .

The variation score vi is Var{s( fi , f j )}
N
j=1, j�=i . By rank-

ing vi values in a descending order, top N̂ images are

chosen.

3) Min-Correlation Rule: This rule is a backward

selection process. Starting with the entire reference set

{Ii , i = 1, 2, . . . , N}, the sample Ii is removed whose

average correlation with other samples I j, j �=i is the

highest. This process is repeated until N̂ samples are left.

In Section IV-G, we evaluate the effectiveness of these

reference set selection methods on the matching rate of the

reidentification task.

IV. EXPERIMENTAL RESULTS

A. Datasets

1) VIPeR Dataset: The VIPeR dataset1 is one of the most

popular benchmark datasets for person reidentification [9].

It contains image pairs of 632 pedestrians. The images are

taken by two nonoverlapping cameras with a significant view

change. For most of the subjects, the view change is more

than 90°. In addition, the illumination may also change dra-

matically. Other aspects such as cluttered background and

occlusions further make this dataset more challenging. It is

considered as the most challenging dataset currently available

for pedestrian reidentification. For each person, a single image

is available from each camera view. All of the images in

the VIPeR dataset are normalized to 128 × 48. Some sample

images are shown in Fig. 5(a).

2) CUHK Campus Dataset: The CUHK Campus dataset2

contains images of 971 subjects from two nonoverlapping

1The VIPeR dataset is available at http://vision.soe.ucsc.edu/?q=node/178.
2The CUHK Campus dataset is available at http://www.ee.cuhk.edu.hk/∼

xgwang/CUHK_identification.html.
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camera views [59]. One camera captures the frontal or back

view of the subjects and the other camera captures profile

views. Each person in each view has two images. The image

quality of CUHK Campus dataset is higher compared with

that of the VIPeR dataset. All of the images in the CUHK

Campus dataset are resized to 128 × 48 in our experiments.

Some sample images are shown in Fig. 5(b).

B. Feature Extraction and Parameters

Both color and texture features are extracted as in [12].

Specifically, the HSV (hue, saturation, value) and Lab color

features are used to describe the color appearance of a

subject. For the texture feature, we use local binary pat-

terns (LBP) [60]. The image is divided into blocks of

size 8 × 16. The blocks are overlapped by 50% in both

the horizontal and vertical directions. Thus, the total num-

ber of blocks for one image of size 128 × 48 is 31 ×

5 = 155. For each block, the quantized mean values of

the HSV and Lab color channels are computed and the 8-

bit LBP histogram is extracted. The final feature represen-

tation for one block is the concatenation of the means of

the color channels and the LBP histogram with dimension

3 + 3 + 256 = 262.

In the RCCA projection, the first 50 eigenvectors in the

projection matrices WA and WB are used (i.e., the RCCA

reduces the dimensions of the original features to 50).

λ1 and λ2 are set to 10−1.6. For reranking, a local sliding

window of size α = 4 with a step size of β = 2 is used. The

RCCA parameters as well as α and β are chosen based on

cross-validation on the training data. In saliency detection,

both Gaussian parameters [σ1 in (10) and σ2 in (11)] are

set to 2.8, which is similar to the setting in [30]. Based on

various experiments, we find that the matching performance

is not sensitive to the choice of σ1 and σ2.

For the discovery of saliency, we use the same feature and

parameter settings as in [30]. Specifically, the color histogram

in Lab channels as well as 128-D SIFT features are extracted

from 10 × 10 overlapping local patches with a step size

of 5 pixels. Additional color histograms are extracted from

two downsampled scales of each patch to more robustly retain

the color information. Readers are referred to [30] for more

details on the features used for saliency detection.

C. Evaluation Protocol

In our experiments, we follow the experimental protocols

in [10], [14], and [30]. We randomly partition each dataset into

two sets of equal size. Half of the data are used for training

and constructing the reference set, and the other half of the

data are used for testing. In the testing, the images from one

camera are used as gallery and the images from the other

camera are used as probes. The recognition rates at major

top ranks and the cumulative matching characteristic (CMC)

curves are reported. The CMC curve represents the expectation

of finding the correct match in the top r matches. In other

words, a rank-r recognition rate shows the percentage of the

probes that are correctly recognized from the top r matches in

the gallery. The experiments are performed 10 times and the

average results are reported.

Fig. 6. CMC curves for the VIPeR dataset. The results by the proposed
method, the method using RCCA only, and the method using RCCA and
RD without reranking are shown.

Fig. 7. CMC curves for the CUHK Campus dataset. The results by the
proposed method, the method using RCCA only, and the method using
RCCA and RD without reranking are shown.

D. Reidentification Performance

1) VIPeR Dataset: The recognition performance on the

VIPeR dataset is shown in the CMC plots in Fig. 6 from

ranks 1 to 10. The results from intermediate steps in the

proposed method are also shown. When RCCA is used

followed by direct matching only, the rank-1 recognition rate

is 24.68%. When the matching is performed in the reference

space, the rank-1 recognition rate rises to 31.14%, with an

improvement of 26%. The reranking step further improves

the rank-1 recognition rate to 33.29%. The gain by reranking

is 7% compared with the results before reranking. At each

rank in Fig. 6, the reference-based matching with reranking

achieves the highest recognition rate.

2) CUHK Campus Dataset: Fig. 7 shows the recognition

performance as CMC plots for the CUHK Campus dataset.

Compared with the rank-1 recognition rates of 23.52%

using RCCA only and 29.98% in the reference space after

RCCA projection, the reference-based matching with saliency-

based reranking as proposed achieves a rank-1 recognition rate

of 31.10%. Figs. 6 and 7 show that each step in the proposed

method contributes to the recognition performance.

E. Comparison With the Current Methods

1) VIPeR Dataset: The VIPeR dataset is the most popular

benchmark dataset for person reidentification, and hence,
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TABLE I

COMPARISON OF THE TOP-RANKED RECOGNITION RATES

(IN PERCENTAGE) ON THE VIPeR DATASET.

BEST RESULTS ARE IN BOLD

a lot of recent progress in reidentification reports results on

this dataset. We compare our approach with the following

methods: salient color-name-based color descriptors (SCNCD)

with four color models [31], kernel local Fisher discriminant

classifier (kLFDA) [48], saliency matching (SalMatch) [30],

midlevel filters (MidFilter) [32], MCE-KISS [39],

RPLM [12], semisupervised coupled dictionary learning [49],

regularized smoothing KISSME learning [38], custom

pictorial structures [18], biologically inspired features

and covariance descriptors (BiCov) [24], KISSME [14],

LMNN with rejection (LMNN-R) [42], symmetry-driven

accumulation of local features (SDALF) [10], MRank [47],

PCCA [45], descriptive and discriminative classification [22],

LMNN [15], attribute-based probabilistic relative distance

comparison (aPRDC) [40], probabilistic relative distance

comparison (PRDC) [13], ITML [17], support vector

ranking (RankSVM) [21], and ensemble of localized

features [20]. For a fair comparison with the other methods,

the results on the VIPeR datasets are either provided by the

authors or cited from the corresponding papers directly.

The recognition results of the proposed method at

ranks 1, 10, 20, 50, and 100 are compared with those of

the other methods in Table I. Compared with SCNCD [31]

that yields the best rank-1 result, our method achieves very

competitive result at rank-1. In addition, our method consis-

tently outperforms SCNCD [31] at higher ranks. Compared

with SalMatch [30] with a rank-1 recognition rate of 30.16%,

our method achieves a rank-1 recognition rate of 33.29%,

which indicates a relative improvement of over 10%. Note that

in [30] saliency is used for matching, while in our method, we

use saliency for reranking only. Even without using saliency

for reranking, our reference-based method (i.e., RCCA + RD

only), with a rank-1 recognition rate of 31.14% (Fig. 6),

Fig. 8. Comparison of the CMC curves on the VIPeR dataset for the proposed
method and the other methods.

TABLE II

COMPARISON OF THE RECOGNITION RATES (IN PERCENTAGE)

WITH DIFFERENT TRAINING (REFERENCE) SET SIZES.

BEST RESULTS ARE IN BOLD

still outperforms SalMatch [30] as well as most of the other

methods in Table I. Fig. 8 shows the CMC curves of our

method and some of the other top performers in Table I. The

performance of our method is close to that of kLFDA [48],

and both methods show a significant improvement over the

other methods.

In Table II, we evaluate the performance of our method

with reduced training/reference set size. All the data from

the VIPeR dataset are used. As the size of the reference

set decreases, the number of subjects in the gallery and

probe data increases, which makes the reidentification more

difficult. We compare our results with the reported results by

RPLM [12] and PRDC [13]. From the comparison in Table II,

it can be observed that with a smaller reference set, the

proposed method performs significantly better, with rank-1

recognition rates of 25.93% and 17.86%, when reduced

reference sets of sizes 200 and 100 are used, respectively.

2) CUHK Campus Dataset: For the CUHK Campus dataset,

we compare the proposed approach with the following

methods: MidFilter [32], SalMatch [30], SDALF [10],

LMNN [15], ITML [17], as well as baseline methods using

L1 norm and L2 norm as reported in [30]. The results of the

comparing methods are provided by the authors or cited from

the corresponding papers directly.

Table III reports the recognition rates at different ranks. The

highest rank-1 accuracy is achieved by MidFilter [32], while at

higher ranks, our method consistently performs better than all

of the other methods including MidFilte [32]. Compared with
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TABLE III

COMPARISON OF THE TOP-RANKED RECOGNITION RATES

(IN PERCENTAGE) ON THE CUHK CAMPUS

DATASET. BEST RESULTS ARE IN BOLD

Fig. 9. Comparison of the CMC curves on the CUHK Campus dataset for
the proposed method and the other methods.

Fig. 10. Comparison between using the modified cosine similarity and
standard cosine similarity on the VIPeR dataset.

SalMatch [30], our method has over a 9% relative improve-

ment with a rank-1 recognition rate of 31.10%. In the case that

a reranking step is not included, the proposed reference-based

method (RCCA + RD) achieves a rank-1 recognition rate of

29.98% (Fig. 7), which is also higher than all of other methods

except MidFilter [32]. Fig. 9 shows the CMC curves of

different methods. Even the rank-1 result of our method is

lower than that of MidFilter [32], at the other ranks, our

method always achieves better accuracy and both our method

and MidFilter [32] outperform the other methods by a large

margin.

F. Effects of Modified Cosine Similarity

Figs. 10 and 11 compare the matching performance using

the modified cosine similarity [58] (9) and the standard

Fig. 11. Comparison between using the modified cosine similarity and
standard cosine similarity on the CUHK Campus dataset.

Fig. 12. Rank-1 reidentification accuracy using reference set with different
sizes on the VIPeR dataset.

cosine similarity for the VIPeR and CUHK Campus datasets,

respectively. Note that the reported results are the matching

rates before reranking. As observed in Figs. 10 and 11, for both

datasets, using the modified cosine similarity computed in (9)

consistently achieves higher matching accuracy compared

with the results using the standard cosine similarity measure.

At higher ranks, more performance gain is observed. This

suggests that for a better matching accuracy, the modified

cosine similarity can be utilized.

G. Effects of Reference Set Selection

1) VIPeR Dataset: Fig. 12 shows the rank-1 recogni-

tion accuracy on the VIPeR dataset with varying reference

set size using the reference selection strategies described

in Section III-C. For the random selection, as the size of the

reference set increases, the recognition rate keeps improving.

For the maximum variation rule, when the number of selected

reference subjects is small, the recognition performance is

higher than the results by random selection. As the reference

set size reaches above 250, both rules result in a similar

performance, with only marginal improvement by adding

more reference samples. Compared with random selection and

maximum variation selection, the minimum correlation rule

does not select better reference samples when the size of the

reference set is not sufficiently large. Note that the size of

the reference set can be reduced without a significant loss in

performance. Using the maximum variation rule, the size of
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Fig. 13. Rank-1 reidentification accuracy using reference set with different
sizes on the CUHK Campus dataset.

the reference set is reduced by over 40% from 316 to 180

with a performance drop of less than 10%. While keeping

sufficient accuracy with less than 4% degradation, the size of

the reference set can be reduced by over 20% from 316 to 250.

With constraint such as computational efficiency on reference

set, the size of the reference set may be chosen where the

improvement in recognition rate starts changing slowly.

2) CUHK Campus Dataset: Fig. 13 shows the results with

varying reference set size on the CUHK Campus dataset.

A trend similar to Fig. 12 is observed. The maximum variation

rule is able to select a better subset of the reference samples.

As suggested by the experimental results, maximum variation

is an effective strategy for reference set selection. For the

CUHK Campus dataset, using maximum variation rule for

selection, the size of the reference set can be reduced by over

40% from 486 to 286 with a performance drop of ∼5%.

H. Computational Cost

The computational cost mainly consists of the following

parts: 1) feature extraction; 2) RCCA subspace learning;

3) RD generation; 4) initial matching; and 5) reranking. The

experiments are performed using MATLAB implementation

without optimization on a laptop with Intel i7 2.4-GHz CPU

and 8-GB RAM. For each image, the feature extraction takes

about 0.37 s. On the VIPeR dataset, learning RCCA projection

matrices takes about 4.2 s. For the CUHK Campus dataset,

this procedure takes slightly longer of about 4.4 s, due to

more data involved. However, the projection learning is done

during the offline process and need to be performed only once.

The generation of a RD is very efficient and it takes less

than 2 × 10−6 s. Initial matching on the VIPeR dataset for

one query takes about 0.8 × 10−4 s, and this goes up to

1.1 × 10−4 s for the CUHK Campus dataset. Saliency-based

reranking for one probe takes about 0.81 s on the VIPeR

dataset and about 0.96 s on the CUHK Campus dataset. The

efficiency of reranking can be improved using fast patch match

technique [61].

I. Limitation

Our current framework operates in a two-view scenario

where images from one camera are probes to be matched to the

gallery data captured from the other camera, assuming that the

identities of the probes are enrolled in the gallery. In addition,

RCCA as used in our approach only handles data from two

views (i.e., images from two cameras). Using the reference

set idea, Chen et al. [54] have developed an approach for

tracking people across a network of nonoverlapping cameras.

This approach can be considered reidentification in a video

network subject to motion, appearance, and time constraints.

In practice, it would be desired to perform unconstrained

reidentification across the entire camera network in an optimal

manner. For this purpose, a global optimization approach

can be used to uniquely label individuals in a network of

cameras at a given point in time. A variety of optimization

approaches such as stochastic relaxation [62], [63], dynamic

programming [64], branch and bound [65], and integer

programming [66] can be used for this purpose. However,

these techniques are not practical at video rates for a large

number of people, but they may provide initialization of the

individuals in different cameras that may result in obtaining

pairwise relationships among different cameras. After this, the

proposed approach described in this paper can be effectively

used. In addition, there could be various generalizations of

our approach to a variety of practical applications, a topic

left for future research.

V. CONCLUSION

In this paper, the use of a reference set for person

reidentification is proposed. Compared with the previous

methods in which either invariant features are extracted or a

distance metric is explored, in this paper, a reference set is

utilized to transfer the matching problem from an appearance

space to a reference space. The reidentification is achieved

by matching the RDs generated with the reference set and

the matching results are improved by a reranking step using

image saliency information. The experiments on different

datasets showed that the proposed method using RCCA in

conjunction with the reference set outperformed 17 current

approaches on the VIPeR dataset and six recently published

techniques on the CUHK Campus dataset.

The proposed method avoids a direct comparison between

the gallery and the probe using appearance features.

Reference-based matching with reranking significantly

improved upon RCCA-based matching as a baseline

method (∼35% improvement on the VIPeR dataset and

∼32% improvement on the CUHK Campus dataset). The

proposed method can be combined with any advanced feature

representation to further improve the reidentification accuracy,

and the dimension of RDs is determined only by the size

of the reference set, which can be optimized based on the

analysis presented in this paper.

The color and texture features that we have used for

both matching and saliency detection are not explicitly

designed to be illumination invariant. Thus, seeking more

robust features for both matching and saliency detection is

one of our ongoing research topics. In addition, we plan to

extend the proposed reference-based framework to multishot

person reidentification. Currently, our method focuses on

reidentifying people on pairwise cameras, and generalizing

our framework to multicamera scenarios will be the focus of

our future research for real-world applications.
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