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§1. Introduction.

In this paper, we will deal with the eigenvalues of Laplacian (Neumann
B.C.) in a singularly perturbed domain and consider their elaborate characteri-
zation. The eigenvalue problem of Laplacian has been an important subject
since many years ago and has been studied from the view point of physics,
geometry, PDE and other fields of mathematics. In particular, the eigenvalue
problem on singularly perturbed domains arise in several real phenomena of
physcical situations. We study the Dumbbell shaped domain (cf. Fig. 1) which
is related with sound phenomena of wind instruments and is also a simplest
case of partial degeneration of domain. Beale has first studied a spectral
property of such domain. Actually he characterized the set of the eigen-
frequencies and the scattering frequencies. Several related results on the
eigenvalue problem have been obtained afterwards (see Hale and Vegas [12],
Anné [T], Jimbo [16], Fang [9], Jimbo and Morita and other papers in
the references). With the aid of the results and methods in [4], we can easily
see that the set of the eigenvalues (Neumann B.C.) of 2(0) (see Fig. 1) is
divided into two parts (in some sense). One is associated with the fixed region
D=D\JD, and the other is with degenerating region Q(). That is, the set of
eigenvalue {p.({)}is, can be expressed as follows,

(L.1) (@ = {0 Q) U Q)

where lim;.,w:({)=w: and lim;.,4:{)=2,. Here {w,}i., is the set of eigen-
values of —A on D (Neumann B.C.) and {4;}%, is that of —d%/dz® on L=
N> Q) with Dirichlet condition (see also [1], [16]). From w,=w,=0, w,>0,
A:>0 and oné can easily see that p,(0) goes to 0 while g,(£) is bounded
away from 0 when {—0. In [9], Fang obtained an elaborate convergence rate
of p,(§). In [18], we extended this result to more general cases and moreover
we obtained some useful properties of the corresponding eigenfunctions which
will be effectively used in this paper. In both papers and [18], they dealt
with only eigenvalues tending to 0, whose corresponding eigenfunctions are
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“almost constant” in each D;. In this paper, we are concerned with the exten-
sion of the above results, that is, we deal with cases for higher eigenvalues.
Precisely speaking, we consider elaborate behaviors of w,({), for general k=1,
that is, we will obtain the limit,

limwk(C)_“CUk

Coo Tpo QP70
for all #>=1, where r,_, is the volume of the unit ball in R**. In the proof,
we rely on some earlier results ([15], [18]) which are concerned with charac-
terization of the eigenfunctions.

There have been several studies on other topics on such domain as in this
paper. Some of them are concerning solutions and their structure of elliptic
equations and reaction diffusion equations. See the papers in the references.
There have been also studies on eigenvalues of domains of other type of

singular perturbation. Among them, Ozawa [24], [25], dealt with “domain
with small holes” and deduced elaborate perturbation formula of eigenvalues.
The result in this paper is partially motivated from his nice work.

—

QQ)

Fig. 1: 2O=D0\JQ{H\UD,.

§2. Main result.

We first specify the domain 2(0) as in Fig. 1 which is the same domain as

that in our previous work [15], [16]. We put,
20 = D,uDu©),

where D,, D, and Q(J) satisfy the following conditions where x"=(x,, x5, -*+, x5)
eR*,

() D, and D, are bounded domains in R” where D,"\D,=@ and each D,
has a smooth boundary and the following conditions hold for some positive
constant {,>0.

Din{x=(x,, x)ER"| 1, <1, |x] <3} = {(1, x)ER"| [ x| <3},
DN {x=(x;, x)ER" 2,2 —1, | x| <8Lu} = {(—1, x)ER"| |x'| <34},
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n Q) = R QUR,QOUI'Q)
Ri(Q) = {(xy, x)ER™ | 1-20<x, £, |x"1<Lp((x,— 1)/},
Ry(Q) = {(xy, x)ER" | —1=x,<1-2, |x’| <Cp((—1—x,)/D},
Q) = {{x;, HeR™ | ~1+20<x, 212, |x'| <C},

where psC(—2, 0PNC=((—2, 0)) is a positive function such that p(0)=2,
p®=1 for é=(—2, —1), dp/d&>0 for §=(—1,0), and the inverse function
ot (1, 2)—>(—1, 0) satisfies limg..-od*p~'/d&*=0 holds for any positive integer
k=1, We denote L="\,Q), ».=(,0,--,0), p,=(—1,0,--,0) and D=
D, uD,. We can identify as L=(—1, 1) and dL={p,, p.}. By this definition,
(0 is a bounded domain with a smooth boundary for any (0, {4).

N _/

IAIISNG (R@| %

D N\ 2

Fig. 2: QO =R,(O\UIOVVR(D.
To state the main results, we need to define several notations.

DEFINITION. Let {p:(0)}5., and {®, )i, be, respectively, the eigenvalues
arranged in increasing order (counting multiplicity) and the complete system of
orthonormalized eigenfunctions of the following eigenvalue problem,

@.1) a0

[ AD+pd =0, inQQ,
5;“——0, on aQ(C).

DEFINITION., Let {w;}i, and {¢.}i=, be, respectively, the eigenvalues ar-
ranged in increasing order (counting multiplicity) and the complete system of
orthonormalized eigenfunctions of the eigenvalue problem,

A¢+w¢:0, in D,

09 _
R

2.2
@2) on oD,

such that
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1 for i=j,
(2.3) (¢i'¢j>L2(D) - {

for i#7.
We put {4;}i2, by A,=(xk/2)® which are eigenvalues of —d%/dz* in L with

Dirichlet boundary condition.

We recall some characterization of {p,(Q}i, (cf. [1], [4], [16].
PROPOSITION 2.1. The set of eigenvalues {p,(Q)}7- is divided as follows,

2.4 {1 O} = {0 O} V{2

where limg_., 0, Q)=w;, limg., 4.(Q)=4;, for k=1,

The convergence of w,({) and 2,({) are not uniform in 2 and so the way
of decomposition is not unique for each fixed {>0.
In this paper, we will work under the following assumption,

(A) (o} i {2} i-r = @, and n=3.

For the statement of the main results, we prepare a sequence of functions
Vil cC([—1, 1), which are determined uniquely (from the condition (A))
by the following system of ordinary differential equations,

d*Vs
(2.5 dz*
Vi) = 6:(p1), Vi(—=1) = ¢:(p2).

Now we present the main results of this paper.

+w,V,=0, in L=(-1, 1),

THEOREM 2.2. Assume (A) and the condition (x*) w, 1s simple for k=3, then
we have

(2.6) 2 © e ' (LY —ouvi)e: (2D,

ﬂ.(n—l)/2

_ meobrE ) ) oot
where T"‘l—]"((n+l)/2) (the volume of unit ball in R™Y).

The next theorem is a generalization of [Theorem 2.2, To deal with a
case that w, (F=3), are not necessary simple, we define a sequence of natural
integers {k;} 7, inductively. Let k,=1. After defining %, ks, ---, ky, let k;.,
be the smallest integer £ satisfying Wy > W 0

THEOREM 2.3, Assume the condition (A). Then we have.

Q@ im @& =2

£w0 Tp-i L1 = aj(k—k;+1) (k;£k<kjn, j21),
i =1
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where a;(1), a;2), --- , a(k;1—ky), are the eigenvalues of the matrix A;=[a;(r, )]
whose entries are defined by

C AV anms AV,
2.9) ar, = | (Frbm BVebt gy Ve,

A<y, g kji—k; j=.
REMARK 2.4. {V.}%, and the matrix A;, j=1 in the theorems depend on
the choice of the orthonormalized eigenfunctions {¢.}i.;. However, all the
values in the right hand side of the expressions [(2.6) and are well-defined.

Because if we took another system of orthonormalized eigenfunctions, A; would
be another matrix which is unitary equivalent to the original one.

We carry out the proofs using only real valued functions and hence all the
functions and function spaces in the following sections are real valued.

§3. Proof of Theorem 2.2.

Before the proof of the theorems, we recall some results (in the following
propositions) which were obtained in the earlier work (Fang [10], Jimbo [16],
Jimbo and Morita [18]). Let {®, ¢}i., be any complete system of eigenfunc-
tions for orthonormalized in L¥Q(()).

1 for k=7
@.1 @i, P Or2con = { . (B, 721).
0 for b+

According to the decomposition of the set of eigenvalues [(2.4), we can express
{@,.07-; as follows,

(32) {@ L:.C} Fo1 = {¢k,g}2°=1U {Sl’k.);}zll ’

where ¢,z and ¢, correspond to w,({) and 2,(0), respectively. We have the
™ following characterization for these eigenfunctions.

ProprosITION 3.1 ([16]). Assume (A). Then we have,
lirlcli}lp @r.cllL=cacryy < oo,
3.3) 1);1.1331 lhe, ol zoocoeryy = oo,
lil‘?s‘}lp e, el D2 < oo,
PROPOSITION 3.2 ([16]). Assume (A). Then, for any sequence of positive

values {{m}o=: with lim,_ . {n=0, there exist a subsequence {o,}m=1<{ln}mn=1 and
complete orthonormal system of eigenfunctions {¢.}i=1 in (2.2) such that
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(3.4) limsupsgglm.am(x)—m(x)l=0, (kz1),
(3.5) limsup  sup  [@r,o,(xy, X)—Vilxy)| =0, (kZD),

Maco  (Ty, T'IEQ(I )

where V,, is defined through (2.5) by the above ¢,.

ProrosiTION 3.3 (J10]).

. . wz(C) _l L __1_
(3.6) @.©=0, lmTrmw= 2(wll+1021)'

REMARK 3.4. We remark that generalizes [Proposition 3.3
By taking ¢,, ¢, Vi, V, as follows,

$u(x) = (DL +1D.D7"*  In DD,
| D[22/ Dy P2 DIE i Dy,
¢2(I):{ .
— D"/ 1D P2 DI i Dy,
Vi@ = (| D:[+1D: )77,

| D, | 1D, [

V49 = g, e 7, g

we see that ((2.7), of [Theorem 2.3 for j=1 coincide with (3.6). We de-
noted the volume of the regions D,, D,, D by |D,|, |D.|, |D|. From D,ND,

=@, we have |D|=|D|+|D,].
PROPOSITION 3.5 ([18]). Let @y, @, be functions defined in the above Remark,
@7 lim | [9guclide/ =0,  (k=12).

lim Igu.c— 2 @uc $0mmdalinae /1 =0, (G=1,2),
(3.8)

2
lim g 3 G-k dnodhclinan/C =0, (=1,2),
where ¢ ¢ is defined as follows,
(%) = Gu, () [@r,llieny,  x€20Q) (kx]).
We define some notation which we need in the proof.
r — v:c 2 5 ﬂ[ g S 2 .
op) =\, 1Tpltr, )=\ leldx

Let 7; be the largest natural number r satisfying 4,<aw,; If there is no such
number, we put r;=0 for convenience. The key in the proof of the main
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results is to make full use of the following approximate eigenfunctions,
9 (x) in D,
Vi(x) in I"'QQ),
(2, —(1—=20)/28 ¢:(1, x)+1—x)/20V i(x)), in R(Q),
(x,+1/28 Vo (x )+ (—1428—x,)/2L ¢(—1, x'), in Ry(Q),

SDk,C(x) = l

(kz1).
It is easy to see that

Pr. € CROINHQEINW ()

and there exists a constant ¢,(£)>>0 for each % such that

l@r () + Vo0 ()] < cu(k)  ace. x=2(0), 0<C<Ey).

In the proof, we will prove that ¢, . is a nice approximation of the true eigen-
function ¢, ¢. is only a special case of [Theorem 2/3. But we
will first prove [Theorem 2.2 so that we see the important point of the proof
avoiding the complicated notation. In this section, we assume that (A) and w,
is simple for £=3 and hence it means that k2,=1 and k;=j+1, (j=2). Let
{@:} 521 LA(D) be any complete orthonormal system of eigenfunctions of [2.2).
From the above assumption, by replacing ¢;,; by —¢,  if necessary we can
assume

3.9 II}ETOI e, c—@r clzmawy =0,

for k=1 (see [Proposition 3.2).
We will prove the following, inductively, in j=2,

@) —w; (o rdV N2 .
310, i 32 = L () —evi)az.
3.11); lgl_r.? H¢j'c—k>é1 (D500 r2nPellfzen/C* 1 =0,
(3.12); lim 16/~ 5 (6 c-$zscorh.cl Faeon/ 5 = 0.

As we mentioned just before in the Remark, the case j=2 is true from Pro-
position 3.5. Thus we assume (3.10);, (3.11); and (3.12); for ;j=2, ---, [—1. To
prove (3.10);, we use the variational characterization of the eigenvalue,

(0 < j‘j(z)) for any e HY(Q(Q) with

(@@, 01200 = (@ Pn,Jraceey =0, (I=s/si-1,1shsr).
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Put

-1 Tt
¢ == 2 (90:,:'¢j,:)1:2c9c;>>¢j.;—h2 (@0 ¢n. Drzceandn.c
j=1 =1

and then we have,

-1
3.13) Dep) = Sm Fpuclidx— 3 0,0@ue gadtaac
T
— 23 2 Qr o gDk
GBI Sl )“S | Izdx—li( b :aocr
- S O PN & \Pue (PRI 1P

Ty
_—;;-]1 (sDz. L ¢'h. Dizca -

We can evaluate the first (main) terms in 9D:(p), H(¢) exactly modulo O(C*).
From the definition of ¢, ;, we have,

3.15) Sgcc)zvgol,glwx - SDIWS[ 24 x +SQ©|V¢,,:1W
1 V 2
= w1+Tn-1Cn"IS“1(fidzl) dz-+0™)
2 —_— 2 2
(3.16) Sgcom’*l dx = SDIgM a’x+SQ(C)lgDz,:| dx

- l—i—Tn-lCn"lSl_lV%dZ—}-O(C").

Applying [3.3), and (3.11);, @=/<!—1) and the orthonormality of {¢;}
L¥D), we estimate the remainder terms as follows,

(3.17), (SDz.c'¢j.C)L2cD) = (¢l @iz = oLV, =701,
3.17), (@ @srzeun = O 1), (=/=1-D).

To estimate the latter half of the remainder terms, we do as follows. So we
obtain, from [Proposition 3.1|,

(3.18) (@ Pr.Oreceen = @rc—n. - Pn. D2
< lone—ou = ldn tllzicagy = o012 = oL -D12),

From all the calculations, we have,
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P S (dV ./ dz) dzt+a@)

(3.19) 0, ({) <
l-i-r,,_lgn—lSNlV%dz—i-a(C”‘1)

1 dVi\2
= wl+rn_1§""g_1((-c~l2—L> —~le%)0!2+0(£”‘1) .
On the other hand, we estimate w,({) from below. Using above estimate, we
have,

620 0@ =, Vulrdr = Vgucltax+| 19gucl0dn

= SD‘V(géI.C_jg (¢Z,C'¢j)L2(D)¢j) de

1-1
+ Do glant| [Tousldx

-1
= szn‘Sét.c“ 2B dx
i-1
+ Sofguepbaort|  [Teucldx

-1
=il |9ecltdit 5 =) ditant| [ Tgucldx

i
2

l(l_gom | ¢L‘C|2dx)+0(§n—l)+gq(c)|V¢L.cl2dx

— — n-1 ' 72 n-1 S 2 -
= w(1—ru- 8| Vida) o+ 1Tgucld.
In the above process, we used [3.8), (3.11);, 2<;<i—1). From [3.19), we get

. 3 n-1 ! & ’
@.2D) lngseupjmblvmd ax/en- Q" = S—l( dz ) dz.

To estimate the left side of the above expression, we define
$r.c(yi, ¥) =0y, Ly, in I={(y, y)ER"||y,! <1, |y| L1},

and we have,
(3.22) SI((aqu F (T, Bucl )y = | (Tl

and hence it yields {@; ¢} is bounded in H*(]) from 3.22) and it is also weakly
relatively compact. From [3.9), we see that ¢;,; weakly converges to V, in H.
Hence by the lower semicontinuity of the weak convergence of ¢, in H(I),
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we have,
.. av (y1)
Le 1
(3.23) 111%1151{5 83)1 )a’ S ( 7, )dy.
From {3.21), (3.22) and 3.23), we get,
. . a1 (2 7dViN2
(3.24) lim SQ@W“””‘ dx/tn-iL _S( Yz
with [3.19), (3.20), we get,
. O)L(C) w, (! d_Vt :
(3.25) lim 2228 = | ((G) —evi)e.
Applying this result to (3.20), we have,
T
(3.26) L —wy =0
[, #1.cl%dx

To prove (3.11);, we calculate as follows. From

3
AR (LA DI NLE

< [ 1961~ B Guedmwmsnltdr,

we have,

(wzn—wz)SDW:,z—kgll (D1, Pu)rams|®dx

= SD|V¢1,41zdx—wlSDWQZSz.dzdx‘?‘?jl (Wi —we)( P, - Pty -

From [3.17), [3.26) and w;.,>w;, the value of the right hand side is o(¢*!) and
(3.11), is proved. (3.12); follows from

“9251—'(9151'¢f.c)L2(D)¢f,cHE2<D> - ”¢i,c_(¢3.C'¢l)z.2cm¢l”12,2w)
= @1, c— (D1, 0" P2 Piliiecny/ 1@, Eecmy = o).

Thus (3.12), is true and this completes the induction and the proof of Theo-
rem 2.2,

§4. Proof of Theorem 2.3.

In this section, we will prove The proof is a more com-
plicated because of the multiplicity of the eigenvalue, but the idea is essentially
same as that of [Theorem 2.2, We will proceed under the same notation as in
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§3. We will show (2.7); and the following (4.1);, (4.2); by induction in ;. As
is mentioned in §3, the first step j=1 of the induction corresponds to Proposi-
tion 3.3, [Proposition 3.5 and hence we assume that (2.7);, (4.1); and (4.2); are
true for j such that 1<;<p—1 and prove (2.7),, (4¢.1),, and (4.2),.

Eiep-1

4.1); ”¢8-C— Jkg (¢s.c‘¢k)L2cn)¢kF|%2<D) =0, (1<s< kj+1>-
kjri-1

(4-2)1' M’s_ kgl (¢s'¢2,;)L2(D)¢£.CH%2<D) — O(Cn—l), (1§S§ kj+1>-

To prove (2.7),, (4.1), and (4.2),, we take arbitrary sequence of positive values
{Cn}e, with limpy.ln=0. From [Proposition 3.2, we can choose some sub-
sequence {Gm}m=1C {{n}m=1 and complete orthonormal system of eigenfunctions
{de}iz, of and solutions {V,}, of so that all statements in Proposi-
tion 3.2 hold and we have only to prove (2.7),, (4.1), and (4¢.2), with these
functions, because the value of the right hand side of (2.7), and the meanings
of (4.1); and (4.2); do not depend on choices of such {¢.}ir;,. To avoid very
complicated notation, we put, N=£F,.,—k, and a quadratic form,

4.3) G = (Ay6-Erv, E=%&, -, ) ERY.
G is also expressed as

GE) = Gif)—wr,G(8),  when G = 2 Nai(r, DEr&q

1gr,g=

for i=1, 2 and

dvkp+r~1 dep+q—1
L dz dz

aitr, ) = | dz, a3l 0= Viper Vapaidz,

ay(r, @ = ap(r, Q—wr,a3(r, 9).

To prove 2.7),, @.1),, (4.2),, we will prove the following (4.4),, (4.5), (4.6);,
(1£s< N) by induction in s,

wkp+r—1(0m) —Wh rr-y

(4.4); ,Liffl —e L =a,(r), (I£r<s),
kp+1-1
(4.5); ||¢kp+r—1.am— kgl (¢kp+r—1.o‘m'¢k)L2(D)¢kH£2tD) =o(e} ™),
as m — oo, (l=r<s),
(4.6)s Gle) =a,(r), (1Zr<s),

where ¢, is the vector in RY whose g¢-th element is 1 and others are 0. For
later use, we take an orthonormal system of eigenvectors by, by, -+, by RY of
the symmetric matrix A,=(a,{, ¢))isr.q=~ corresponding to the eigenvalues
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a,(DLa,2)s - <ay,(N). We define,
N
¢T-:(x) = q;l bquka+q-1.C(x) » XEQ(C) > (léréj\f) »

where we denote the g¢-th element of the vector b, =RY by by..

However the first step (4.4),, 4.5),, 4.6), can be proved by a similar argu-
ment as in the proof of with the aid of @, and the spectral gap
between @, and @;,. We assume (4.4), and prove the next step. To prove
4.4),,,, we choose a non-zero element

¢: € L.h [951.£’ ‘;Z.C’ T ‘;5s+1.c:| c LZ(Q(C))
such that

4.7 (¢§‘¢kp+ r—1.c)L2(Q(c)) =0, (1=r<s),
where L.h, [W] is the subspace spanned by the set W, By multiplying by an
appropriate constant, we can express ¢; as follows,
$+1 $+1 2
O = (Elcq(O‘ﬁq,: qgl @ =1.
Putting

kp—t

oF = ¢:— 5

k=1

p
(B O, 2P, :—“ka (Dc-Pr, Drzcone.c
we have,

kp-1
290 =, 196:1dr— § 0:0@c-1. 90

— B 400G e Do

kp-1

» "D
wign) =, _gtdi— 5 Godrotiocn— B @ dnobacy.

Applying a similar argument as that to prove (3.17),, (3.17), and {3.18), we see
that the remainder terms can be estimated from (4.1),_, as follows,

(@s " P, o m)120¢s > = 0(a 1), 1=k <ky),
(o Pr.omlroe = 0(am 02, (1Sk=rp).
Using these estimates, we have,
Hon(98,) = 14701057 Golb(an)) +0(0l7),
{ Do (B%) = Wi, Tams077 Gi(E(0R)) F0(al7Y),

4.8

where &) = Sg c, (Db, = RY .
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From the Taylor expansion theorem, we get

D5, (95,
H o (D)

From the fact that b, ---, by and b,,, correspond to the eigenvalues a,(1), -,
ax(s) and a,(s+1) respectively and the minimax characterization of the eigen-
values of a real symmetric matrix, we have,

= W, 70100 (Gi§(0n)) — @, Go(§(0m))+0(0n™) .

4.9) ap(s+1) = G(bs1) 2 GEQ) = GLEQ) —wi ,G(E()) .
Consequently we have,
(4.10) wkp+s(0'm) = wkp+z'n_10#f1ap(s—f—l)—I—o(a;i“) .

Thus we conclude the estimate from the above.
On the other hand, to obtain an estimate from below, we use,

() (Ukp+s(§) = SD!v¢kp+s,;|2dx +SQ(:)Iv¢hP+3,C|2dx .

To estimate the right hand side from the helow, we see,
Byt

[TGhye0i— 2 Brpesc $rscmds) 2o

kp—l
Z @ e s i 2 (Papes PrdremrPell i
or equivalently,

Ep-1
Hv¢kp+s,£”12,2(D) = wkp”¢kp+s.: |Z2em+ kgx (wk_wkp)(¢kp+s,<:'¢k)1242(D) .

The second term is o(gn™?) from [Proposition 3.1 and (4.2),-,. To see this, we
use [3.2) and (4.2),-, as follows,

kp-1

4.1 (Gryrs.c Prlizy = (Pryes g :;21 (@r @7 Do @r. D2y +0((P 7

kp—1

.
= (¢kp+s,;' ;:}1 (¢k'¢;ﬁ,C)LZ(D)SZS;',C>L2(Q(C))+0(C(n—1)ﬂ> = ({12,

Thus using the above argument in (%), we get,

(412) wkp+s(0'm) - SD|v¢kp+s,a'm | *dx +SQ(6 )|V¢kp+s,am|2dx

Z 01, 6,000l Bt 0B [T |
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- wkp(||¢kp+8, am”%z(!)(am))— l|¢kp+s. aml] iZ(Qcam»)‘f‘O(U%_’)

+SQ<am>Ev¢kp”-"m12dx

=on, (12008 Vipuede) @i 4| (Tguen0, |

Consequently, we get, with [4.10),

4.13) limsup

Mmoo rn_loﬁi“SQ(om)

lv¢kp+s,crm]2dx = ap(s+1)+wkpSLV]%p+xd2-
We can apply similar arguments as in the § 3 to the stretched functions

{5kp+s,am}mzl (Cf- 9.5k,§(y1, y’)=¢k.g(y1, Cy’), k=1),

defined in the region I={(y,, y)ER"||y,| <1, 1y 11} (see (3.21)~(3.24)) and
from (4.13), we deduce H'(I) a-priori estimate to this family {ékp,,s,am}m and
with the aid of [Proposition 3.2, we have that ¢_kp+s_,,m(y) converges to Vkpﬂ(yl)
uniformly in I and weakly in H*(J) when m—co and we obtain,

L ]. 2 dvk +m \?
L > T
(4.1 limint — ool s enogltn 2 { (2 Y e

From (4.12), we have,

V +8 2 —
dd?’_— —-cuka%pH)a'z—i-o(a}h b

= Wp, tHtn0m 'Gles)Folon™).

From ((4.10) and (4.15), we have,

@15 nyealom) 2 on,trani ] ((

Too0n ap(s+1) = 7,107 Gless ) ol ™),

and so by taking m—oco, we have G{es.)<ay(s+1).

By applying the min-max principle using the orthogonality of e, es, -+, 5.,
and (4.6); to the quadratic form G we conclude G(es.,)=a,(s+1) and at the
same time, we see, from [4.10), (4.12), (4.15),

Wepes(Tm) = Op,tTao10m ap(s+1)+0(on™).

Thus we have proved that (4.4),,, is true. By using (4.12)-(4.15), we see,
Sb|v¢kp+s"’m|2dx

2
Sn¢kp+s,amdx

On the other hand, we have,

4.16)

—wr, = 0(gn").
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or equivalently,

kps1-1
(wkpﬂ‘wkp)[[@pw, om kz_ll (¢kp+s, om" ¢k>L2(D)¢k I £2¢m

kp-1

r
=, 1980eson*dr—00] Bhyenondit  @—00@rrern Sl

In the above, we used W, =W 1= @1 The last two terms of the
right hand side are o(¢%™") from (4.11) and [4.16). From this, we complete the
proof of (4.4);.., (4.5)s.,, (4.6)s,, and at the same time (4.4);, (4.5);, (4.6)s are
true for s=1, 2, ---, N. The whole sequence {{.}n-, is arbitrary and so these
mean that (2.7), and (4.1), are true. We will prove 4.2),. In the process of
the above arguments, we also have,

kp+l—1 +1-1

kp ‘
2 lge— 2 @ b o)reandionlien

8=1 =1

Fp41-t kpe1-1 ) ‘ Byl ,
= sg {ldslf2cpy—2 kgl (@5 Pho ) i2emr+ ;1 (s Bk, 0 ) i20 )

k

Fpralt ’ ’
+2 g}l 1§q<27_<kp+l(¢s¢<’1,Um)LZCD)(¢s¢;'.am)LZCD)(¢q,0m¢7.am>L2(D)
kp+1—1 , 2 kp+1—1 , L
= ;Z""l {10k o I 220y — 321 (@s* P o iz} Ho(on™)
hper-1

Bpep-t
=3 IGhrn— @B preoilixmtoler™

k=
=olon™), asm-—oo.

In this calculation, we used
(g Pr.Orecy = —(@g. 0 7. Or2cgery = O™,

(**) kper-t
é]l (@:Pq C)LZCD)(¢S¢,T,C)L2(D) =o(1), 1<gsr<kpan

which follow from |Proposition 3.2, This calculation concludes (4.2), and the
induction is completed and the proof of has been completed.

REMARK 4.1, We can prove estimates which are stronger than (4.1); and
(4.2);. Actually the following convergences are true.
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|, Puc!*dx
@.17) L —w, =0  (szD),
SD¢s,¢dx
kjt1-1
(4'18)1' H¢S-£“‘ El (¢s,§‘¢k)L2<D>¢kH?f1(m - O(Cn-l), (1§3§k1‘+1>-
Bipq-1
@19, lg— B G phdnodhdine =&, ASs<ki),
for any j=>1.
follows from [4.16). We give proofs of (4.18); and (4.19);.
Bjsg~1 ket
’zk 19(Be. — 3 (B Pdrocm®i)l Fem
8= i =1
kj+1_

1 ki1
= 2' (HVsbx.cH%zcm— El wk(¢s,('¢k>%2(0))

= R (V8 2l oo — 2 e, N o)
S=kj

Byl Ly I
+ 3 ol — 12 (Ge.cQr)recoyPrllfzem
s:kj k=1

kjr1—1 k-1

+ 2 2 (@~ o) Prliam

S:kj k=1

From [4.17) and (4.1);, each term in the right hand side is o("""). (4.18); is
proved. To prove (4.19);, we remark

Sp‘v¢§.ci2dx—ws =o*hH (szD),
’ 2 _ ’ 2 . [
Sé)(i)ivﬁés'cl dx —_S.(4>cC)|v¢s'{"’l ax $D1V¢3,J dx

= w0, | 9hcl*dr—(witoC )

= (@;+ 0" NA+O0E "N —(@s 0 1) = 0.

Using this estimates, we calculate as follows,

kit

[Ugs— 2 (- $hDracmh Frcos

ki1
= 2
8=k;

ki1
(028 @0k 0reoThe- Tk D

kjai—1

TR

T

(fe- 6%, Drzcon(s: G 12T, TGk Dr2cos

1
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it kyo—1
=5 (| 1760000278 B0 $h.0130m (T8 k. D20
s=kj D =
kj+1—1 ., '
+ 2 (P 8r0kn [V el e

—2 5 (e B DB P Do (TGt Vi Drzcoco )

IsT<h<kjiy

ko=l

krag=l
= '3 (19— "2 @l gmmdn i

-7
R

+ 'S Gl g b T har—on) )+o@ .

From (4.17); and (4.18);, this term is o({*"?). In the above calculation, we
used (#+),
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