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Notation 

The following notation and abbreviations are used throughout the book. 

Section 1.2.3 means Chapter 1, Section 2, Subsection 3, likewise for exam

ple, theorem, lemma, figure, and table. 

On = an n-dimensional vector with each component being zero 

In = an n-dimensional vector with each component being one 

Onxn = an n x n-dimensional matrix with each component being 

zero 

A-place = a place that represents operation for most cases 

AGV = Automated guided vehicle 

AMTS = Automated material transfer system 

ASRS = Automated storage and retrieval system 

B-place = a place that represents status of resources whose quan-

tity is relatively fixed 

b = the capacity of a buffer 

bi = the capacity of Buffer i for i = 1,2, ... 

C-place = a place that represents status of resources whose quan

tity varies 

C( t, tf) = the token capacity between transitions t and tf in a Petri 

net 

C i = the token capacity between the ith PME and (i + l)st PME 

in an SME 

CAD = Computer aided design 

D = a set of pairs of transitions III a PME, and so IS Di for 

i = 1,2, ... 

D(n) = an n-PME or an SME containing n PMEs 

DEDS = Discrete event dynamic system 

DEM = Discrete event Model 



XVI Notation 

DES = Discrete event system 

c : P -+ N = to, 1, ... } and is called the error information function 

(also called the c-function) 

EC(x) = an elementary circuit starting and ending with x and is 

used as a set of nodes 

EDF = Essentially decision free 

EP(x, y) = one elementary path, or the set of all elementary paths 

from x to y, and is used as a set of nodes, where x, yEP U T. 

EP(x, Y) = the set of all elementary paths from x to any node in 

Y where Y is a set of nodes 

FIFO = First-In-First-Out 

FMS = Flexible manufacturing system 

FRP = Finitely recursive process 

I: P x T -+ to, I} = an input function in a Petri net 

In = the n x n-dimensional unity matrix 

Is : Ps x Ts -+ to, I} = an input function in a sub-Petri net 

J - ( O~-l 1 ) 
n - In_1 On-l 

ki =IDil, the number of the pairs of transitions in a PME Di, i = 
1,2, ... 

L = the number of PMEs in an SME 

MMS = Manufacturing message specification 

Mi = Machine i for i = 1,2, ... 

m : P -+ N = the marking vector in a Petri net Z 

m = ( m/~E) ) in a net with a PME or an SME and is writte~ 
as (p., m(PE)) to save space 

m(p) = the number of tokens in place P 

mo : P -+ N = the initial marking vector in a Petri net Z 

mti : P' -+ N = the initial marking vector in a Petri net Z' 
N = to, 1,2, ... }, the set of all natural numbers 

N+ = {I, 2, ... }, the set of all positive integers 

Nk={1,2, ... ,k} 
0: P x T -+ to, I} = an output function in a Petri net 

Os : Ps x Ts -+ to, I} = an output function in a sub-Petri net 

P = a set of places in a Petri net Z; and I P I is the cardinality of 

the set P 

PA = a set of A-places 

PB = a set of B-places 

Pc = a set of C-places 

Ps = the set of places in a sub-Petri net 



Notation 

P = a place in a Petri net, and so are p' ,PE, and Pi for i = 1,2, ... 

PLC = Programmable logic controller 

PME = Parallel mutual exclusion 

PN = Petri net 

PNDL = Petri net description language 

PNSS = Petri net supervisory system 

XVll 

Q = sub-Petri net R = the set of all non-negative real numbers 

R(Z, mo) = the reach ability set of a Petri net Z = (P, T, I, 0, mo) 
R( Z' ,m~) = the reachability set of a Petri net Z' = (P', T' , 1',0', m~) 
S = sub-Petri net 

S' = sub-Petri net 

S* = the associate Petri net of a sub-Petri net 

SME = Sequential mutual exclusion 

SPN = Stochastic Petri net 

SPNP = Stochastic Petri Net Package 

T : P -+ R = {x, x is a non-negative real number 

T(p) (called the T-function) = the elapsed time in place P in P 

Tmar : P -+ R, and Tmar(P) is the maximum elapsed time in place 

P 
T = a set of transitions in a Petri net 

Ta , n = subsets of T and so are T,! and T/, for i = 1,2, ... 

Ts = the set of transitions in a sub-Petri net 

t = a transition in a Petri net, and so are t', til, ti, tai, tbi, t~i' and 

t~i for i,j = 1,2, ... 

Wi = the ith workstation, i = 1,2, ... 

Z = (P,T,I,O,mo) and is a marked Petri net, so are Z',ze(t,t'), 
and za(p) 

zn is a Petri net with an n-PME or SME 

I-' = a partial marking vector of m E R( zn, m~) except m(pE) 

eli, el, f3 i , f3, ri and r describe the relationships among initial mark

ings of C-places and transitions in an SME or GSME 

u = the synchronic distance between two transitions in a Petri net 

Besides, if the marking m' is reachable from m by firing a transition t, we 

write m[t> m'. If m' is reachable from m by firing a sequence of transitions 
. [ , ta, tb, ... , te, we write m tatb ... te> m . 

Each of e, I, g, h, and r represents a sequence offireable transitions, 

and so are ei, Ii, gi, hi, and ri for i = 1,2, ... , unless stated 

otherwise; 



XVlll Notation 

m[J> represents a marking resulting from the firing of f at m; 

m(p)[f> is the number of tokens in p at marking m[f>. m["> m 

is assumed; where" is an empty string; 

~(J, t) is the number of times t appears in f; 

~(J, T) is the number of times transitions in T appear in f; 

The letters i, j, k, u, v are used as indices; 

(t,p) means an arc from transition t to place p, and (p, t) one from 

p to t in particular contexts. 



Preface 

Petri nets were introduced by Carl A. Petri in 1962. Since then there has been 

a growing interest in the theory and applications of nets for the modeling and 

analysis of asynchronous concurrent systems. Included among the areas of 

application are computer systems with concurrent programming and mul

tiprocessor systems, protocol design and verification in computer networks, 

and the modeling and control of flexible manufacturing systems. These all 

can be characterized as discrete event dynamic systems (DEDS), the subject 
of intense current research and the series in which this book resides. The 

complexity resulting from the inherent nonlinearity and state space dimen

sion found in most of these systems leads to unusual difficulty in design and 

analysis. With improper design, these systems are prone to deadlock, over

flow and degraded performance. This is complicated by the need for powerful 

modeling and analysis tools to detect and correct these problems. 

Petri net researchers have made remarkable strides in the modeling, anal

ysis, and control of DEDS. The original approach was to model and then to 

analyze. This ultimately limited the size or class of systems which could be 

considered. To address this problem both top-down (stepwise refinement) and 

bottom-up (modular composition) synthesis methods were developed. The 

purpose of this book is to extend this synthesis theory by directly addressing 

the problem of shared resource systems and providing a hybrid methodol

ogy which systematically includes both top-down and bottom-up design. A 

modeler correctly using this approach is guaranteed a system which is log

ically correct in terms of liveness (no deadlock), boundedness (no overflow) 

and reversibility (re-initializable). This theory is presented in the context of 

manufacturing systems with realistic examples to illustrate the applicability 

to a wide class of problems involving synthesis for control design as well as 

error recovery. Limitations of these methods are presented as well as ideas for 

further research. Performance analysis of discrete event systems using Petri 

nets is an important topic not covered in this book. 



xx Preface 

Organization 

Chapter 1 introduces discrete event systems and Petri nets as one of sev

eral approaches to their modeling and design. Chapter 2 defines Petri nets, 

their properties, and presents a manufacturing example and a commonly-used 

modeling methodology. It then relates manufacturing system characteristics 

to Petri net properties and provides concepts necessary for the subsequent 

developments. 

The concepts and theory dealing with shared resources are presented in 

Chapters 3 and 4. Chapter 3 introduces the parallel mutual exclusion which 

models a resource shared by distinct independent processes and Chapter 4 

proposes the sequential mutual exclusion to model a resource shared by se

quentially related processes. A sequential mutual exclusion is a sequential 

composition of parallel mutual exclusions. Both chapters present the theoret

ical results for the conditions under which a net containing these structures is 

still bounded, live, and reversible. The concepts and results are also extended 

to more generalized cases. These results are from [Zhou 91a). 

In Chapter 5, a hybrid methodology for synthesis of Petri nets is pre

sented. Basic design modules and their relations to manufacturing are intro

duced. The design procedure which incorporates the preceding theory follows 

a summary of theoretical results. Design of buffer models and first-level Petri 

net models for different systems are also included. Most of these results were 

presented in [Zhou 90b, e, f; Zhou 92a). Chapter 6 illustrates the hybrid 

methodology with the synthesis of a Petri net model for an automated man

ufacturing system. This results in a specification of net structure and initial 

markings, which guarantees liveness, boundedness and reversibility. 

In Chapter 7, a scaled physical simulator of a flexible manufacturing sys

tem is described and the design and implementation of its supervisory con

troller is discussed. This realistic example is presented to illustrate the level 

of real world complexity the methods are able to address. Portions of this 

work were first presented in [Zhou 90c, 92b). 

Chapter 8 extends Petri net controller concepts to automatic error recov

ery. Four basic error recovery methods are studied in the context of extended 

Petri nets. Application of this theory guarantees the liveness, boundedness, 

and reversibility of a Petri net controller when augmented to accommodate 

various errors. This is illustrated using an example of a robotic piston inser

tion station. This work originally appeared in [Zhou 89a). 

In Chapter 9, past development in the applications of Petri net theory to 

manufacturing automation is summarized and future research is discussed. 
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