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ABSTRACT

This paper describes a novel phase error compensation method for reducing the measurement error caused by
non-sinusoidal waveforms in the phase-shifting method. For 3D shape measurement systems using commercial
video projectors, the non-sinusoidal nature of the projected fringe patterns as a result of the nonlinear gamma
curve of the projectors causes significant phase measurement error and therefore shape measurement error. The
proposed phase error compensation method is based on our finding that the phase error due to the non-sinusoidal
waveform of the fringe patterns depends only on the nonlinearity of the projector’s gamma curve. Therefore,
if the projector’s gamma curve is calibrated and the phase error due to the nonlinearity of the gamma curve is
calculated, a look-up-table (LUT) that stores the phase error can be constructed for error compensation. Our
experimental results demonstrate that by using the proposed method, the measurement error can be reduced
by 10 times. In addition to phase error compensation, a similar method is also proposed to correct the non-
sinusoidality of the fringe patterns for the purpose of generating a more accurate flat image of the object for
texture mapping. While not relevant to applications in metrology, texture mapping is important for applications
in computer vision and computer graphics.

Keywords: 3-D shape measurement, phase-shifting, non-sinusoidal waveform, phase error compensation, pro-
jector, gamma curve, look-up-table, texture mapping.

1. INTRODUCTION

Various optical methods, such as stereo vision,1–3 laser stripe scanning, structured light,4, 5 and digital fringe
projection and phase shifting6, 7 have been developed in the past for 3D shape measurement. Compared to the
other methods, the digital fringe projection and phase-shifting method has the advantage of high resolution and
high measurement speed.

Phase-shifting methods have long been used in metrology for shape measurement. The measurement accuracy
is usually affected by such error sources as the phase shift error,8–10 non-sinusoidal waveforms,11 camera noise
and nonlinearity,12 vibration,13 speckle noise,14 etc. In the digital fringe projection and phase-shifting method,
which uses a digital video projector to generate the phase-shifted fringe patterns, non-sinusoidal waveform is the
single dominant error source. It results from the nonlinearity of the gamma curve of the projector and can
cause significant phase measurement error. Previously proposed methods, such as the double three-step phase-
shifting algorithm,15 the 3+3 phase-shifting algorithm,16, 17 and the direct correction of the nonlinearity of
the projector’s gamma curve,6 were successful in significantly reducing the phase measurement error, but the
residual error remains non-negligible. In this research, we propose a novel phase error compensation method
that can produce significantly better results. This method is developed based on our finding that the phase error
due to non-sinusoidal waveform depends only on the nonlinearity of the projector’s gamma curve. Therefore,
if the projector’s gamma curve is calibrated and the phase error due to the nonlinearity of the gamma curve
is calculated, a look-up-table (LUT) that stores the phase error can be constructed for error compensation. In
addition to phase error compensation, a similar method is also proposed to correct the non-sinusoidality of the
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fringe patterns for the purpose of generating a more accurate flat image of the object for texture mapping, which
is important for applications in computer vision and computer graphics.

The rest of the paper is organized as follows: Section 2 introduces the theoretical background of the proposed
method, Section 3 and Section 4 show some simulation and experimental results, and Section 5 concludes the
paper.

2. PRINCIPLE

2.1. Three-step phase-shifting algorithm

Phase-shifting method has been used extensively in optical metrology to measure 3D shapes of objects at various
scales. In this method, a series of phase-shifted sinusoidal fringe patterns are recorded, from which the phase
information at every pixel is obtained. This phase information helps determine the correspondence between the
image field and the projection field. Once this correspondence is determined, the 3D coordinate information of
the object can be retrieved based on triangulation.

Many different phase-shifting algorithms have been developed. In this research, a three-step phase-shifting
algorithm is used,18 which requires three phase-shifted images. The intensities of the three images with a phase
shift of 2π/3 are as follows:

I1(x, y) = I ′(x, y) + I ′′(x, y) cos[φ(x, y) − 2π/3], (1)
I2(x, y) = I ′(x, y) + I ′′(x, y) cos[φ(x, y)], (2)
I3(x, y) = I ′(x, y) + I ′′(x, y) cos[φ(x, y) + 2π/3], (3)

where I ′(x, y) is the average intensity, I ′′(x, y) is the intensity modulation, and φ(x, y) is the phase to be
determined. Solving Eqs.(1)–(3) simultaneously, we obtain

φ(x, y) = arctan
(√

3
I1 − I3

2I2 − I1 − I3

)
, (4)

I ′(x, y) =
I1 + I2 + I3

3
, (5)

I ′′(x, y) =
[3(I1 − I3)2 + (2I2 − I1 − I3)2]1/2

3
, (6)

γ(x, y) =
I ′′(x, y)
I ′(x, y)

=
[3(I1 − I3)2 + (2I2 − I1 − I3)2]1/2

I1 + I2 + I3
. (7)

Here φ(x, y) is the so-called modulo 2π phase at each pixel whose value ranges from 0 to 2π. If the fringe
patterns contain multiple fringes, phase unwrapping19 is necessary to remove the sawtooth-like discontinuities
and obtain a continuous phase map. Once the continuous phase map is obtained, the phase at each pixel can be
converted to xyz coordinates of the corresponding point through calibration.20, 21 The average intensity I ′(x, y)
represents a flat image of the measured object and can be used for texture mapping in computer vision and
graphics applications. γ(x, y), which has a value between 0 and 1, is called data modulation and can be used to
determine the quality of the phase data at each pixel with 1 being the best.

In this research, the three-step algorithm is implemented in a real-time 3D shape measurement system.7 The
three phase-shifted fringe patterns are created in the R, G, and B channels of a computer-generated color image,
but projected to the object as grayscale fringe patterns by a digital video projector working in a black-and-white
mode.
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Figure 1. Fringe image generation procedure.

2.2. Phase error compensation

The images captured by the camera are formed through the procedure illustrated in Figure 1. Without loss of
generality, we consider only the case of the three-step phase-shifting algorithm with a phase shift of 2π/3. Let
us assume that the projector’s input sinusoidal fringe patterns generated by a computer have the intensity as

Ik(x, y) = a0

{
1 + cos

[
φ(x, y) +

2(k − 2)π
3

]}
+ b0, (8)

where k = 1, 2, 3, a0 is the dynamic range of the fringe images, and b0 is the bias. After being projected by the
projector, the output intensity of the fringe patterns becomes

Ip
k (x, y) = fk(Ik), (9)

where fk(Ik) as a function of Ik represents the real projection response of the projector to the input intensity
in channel k. If we assume that the projector projects light onto a surface with reflectivity r(x, y) and that the
ambient light that shines on the surface is a1(x, y), the reflected light intensity is

Io
k(x, y) = r(x, y)[Ip

k (x, y) + a1(x, y)]. (10)

This reflected light is captured by a camera with a sensitivity of α, which is a constant if the camera is assumed
to have a linear response to the input light intensity. The intensity of the image captured by the camera is then

Ic
k(x, y) = α[Io

k + a2(x, y)], (11)

where a2(x, y) represents the ambient light that enters the camera directly.

Based on the three-step phase-shifting algorithm, phase φ(x, y) can be calculated as follows:

φ(x, y) = tan−1

(√
3

Ic
1 − Ic

3

2Ic
2 − Ic

1 − Ic
3

)

= tan−1

{ √
3 {α [r(Ip

1 + a1) + a2] − α[r(Ip
3 + a1) + a2]}

2α[r(Ip
2 + a1) + a2] − α[r(Ip

1 + a1) + a2] − α[r(Ip
3 + a1) + a2]

}

= tan−1

(√
3

Ip
1 − Ip

3

2Ip
2 − Ip

1 − Ip
3

)
. (12)

From this equation we can see that phase φ(x, y) is independent of the response of the camera, the reflectivity of
the object surface, and the intensity of the ambient light. This indicates that the phase error due to non-sinusoidal
waveforms depends only on the nonlinearity of the projector’s gamma curve. Therefore if the projector’s gamma
curve is calibrated and the phase error due to the nonlinearity of the gamma curve is calculated, a LUT that
stores the phase error can be constructed for phase error compensation.

The following steps describe the procedure of constructing such an LUT:

1. Measure the gamma curves of the projector. A series of gray scale images with different gray scale values
In (n = 1, 2, · · · , N) are sent to the projector. The projector projects the gray scale images with intensity
values fk(In) onto a white board. The reflected images are captured by the camera and the intensities at the
center of the images, Ic

kn, are calculated and recorded. Figure 2 shows a typical example of the measured
gamma curves for R, G, and B channels. It is obvious that the curves are nonlinear and unbalanced.
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Figure 2. Measured gamma curves of the projector.

2. Fit the measured gamma curves with spline curves to obtain the gamma curve functions fk(I).

3. Use the gamma curve functions fk(I) to simulate fringe projection and phase shifting. Calculate the phase
φ using Eq. (12) as well as the phase error ∆φ, which is the difference between this phase and the ideal
phase.

4. Store the phase and phase error (φ, ∆φ) in an LUT for phase error compensation.

The constructed phase error LUT can be used to significantly reduce phase errors in real measurements. Since
it depends only on the gamma curves of the projector, this LUT can be constructed once for all as long as the
gamma curves are not changed. The same method can be applied to correct non-sinusoidal fringe images, which
is important for applications that require high quality texture maps, as is discussed in the following section.

2.3. Texture mapping
In theory the texture map of the object can be generated by simply averaging the three phase-shifted fringe
images with 2π/3 of phase shift. However, if the fringe images are not exactly sinusoidal due to, for example,
nonlinearity of the gamma curves, the texture map generated by simple averaging will show residual fringes,
which is not desirable for high quality texture mapping. In this research, we found that the non-sinusoidal fringe
images could be corrected by solving a reverse problem.

From previous discussions, we know that (φ, fk(I)) forms a one-to-one map when φ ∈ [0, 2π) and that fk(I)
is monotonous and invertible. Therefore, for a given phase value φ ranging from 0 to 2π, its corresponding points
(Ik, fk(Ik)) on the gamma curves can be uniquely determined. Now Let us define an ideal gamma curve f̂(I),
which is a straight line, for all channels with the starting and ending points defined as follows:

f̂(I1) = max{fk(I1)}, (13)

f̂(IN ) = min{fk(IN )}. (14)

Then the corresponding points of the same φ on the ideal gamma curve (Ik, f̂(Ik)) can also be uniquely deter-
mined. This means that the ratio

Rk =
fk(Ik)

f̂(Ik)
(15)
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which we call gamma ratio, is uniquely defined for any given φ. Therefore, we can build a gamma ratio LUT
(φ, Rk) to first correct the non-sinusoidal fringe images and then produce the texture map by averaging the fringe
images.

The following steps describe the procedure of constructing such an LUT:

1. Follow the Steps 1–3 in the procedure of constructing the phase error LUT to find the phase value φ.

2. Find the ideal gamma curve function f̂(I) based on the definition in Eqs. (13) and (14).

3. Find the corresponding points of each phase value φ on the three gamma curves (Ik, fk(Ik)) as well as the
ideal gamma curve (Ik, f̂(Ik)).

4. Calculate the gamma ratio Rk and store (φ, Rk) in an LUT for fringe image correction.

To explain how this gamma ratio LUT can be used to correct the non-sinusoidal fringe images and make them
sinusoidal, we use an example for the case when the phase value is π/4. The corresponding points of this phase
value on the measured R, G, and B gamma curves are (115, 82.00), (58, 37.80), and (224, 174.00) respectively, as
shown in Figure 2. The ideal gamma curve is

f̂(I) =
162 − 23
230 − 35

(I − 35) + 23. (16)

Using this equation, we can calculate the grayscale values of the corresponding points on the ideal gamma curve
and they are (115, 80.03), (58, 39.39), and (224, 157.72), respectively. The gamma ratios are then calculated
according to Eq. (15) as

{(0.9760, 1.0421, 0.9064)|φ = π/4}.
These gamma ratio values are stored in the gamma ratio LUT and used in real measurement to correct the
grayscale values of the fringe images at any pixel whose phase value is φ = π/4. After the fringe images are
corrected to be ideally sinusoidal, we can then average these images to generate the flat image of the object for
high quality texture mapping.

3. SIMULATION RESULTS

As shown in Figure 2, typical gamma curves for the projector we used have usable grayscale values ranging from
35 to 235. Beyond this range, the gamma curves are almost flat and cannot be used. As a simulation, we use
these gamma curves to generate three phase shifted fringe patterns with a phase shift of 2π/3 in the projector’s
red, green, and blue color channels, respectively. The input fringe patterns are as follows:

Ik(x, y) = 100
{

1 + cos
[
2πx

p
+

2(k − 2)π
3

]}
+ 35, (17)

where k = 1, 2, 3 represent the three color channels and p is the fringe pitch used. By using the gamma curves,
we can simulate the fringe patterns after these input fringe patterns are projected by the projector. Figure 3(a)
shows the cross sections of the simulated fringe patterns. After the fringe correction algorithm is applied, the
cross sections of the same fringe patterns are shown in Figure 3(b). It is clear that after the correction, the
fringe patterns become more sinusoidal in shape and also better balanced between the three patterns in terms
of intensity.

If we use the simulated fringe patterns before correction to compute the phase map directly, the phase error
is approximately 2.4%, as shown in Figure 4(a). After phase error compensation using the constructed phase
error LUT, the phase error is reduced to 0.2% as shown in Figure 4(b). Correcting the fringe or the phase does
not make any difference in simulation. However, for real captured images, they are slightly different due to the
existence of the ambient light, a1(x, y) and a2(x, y), which will be explained in the next section.
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Figure 3. Cross sections of simulated fringe patterns before and after correction. (a) Cross sections of fringe patterns
before correction. (b) Cross sections of fringe patterns after correction.
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(a) Phase error before compensation
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(b) Phase error after compensation

Figure 4. Phase error before and after phase error compensation.

4. EXPERIMENTAL RESULTS

Our simulation results show that we can use LUTs to reduce phase error and correct fringe images. To verify
that this method works in real systems, we implemented the algorithms in our real-time 3D shape measurement
system.7 We first measured a flat board. The result is shown in Figure 5. Figure 5(a) shows the cross sections
of the acquired fringe images. The fringe patterns were projected by a projector with gamma curves shown in
Figure 2. We see that the three fringe images are not well balanced. Figure 5(b) shows the cross sections of the
fringe images after correction, which are more balanced.

Figure 6 shows a comparison of the reconstructed 3D results before and after fringe or phase correction. It
is clear that correcting the phase error directly results in higher accuracy than correcting fringe images. We
believe this difference is due to the existence of ambient light a1(x, y) and a2(x, y). The texture maps before and
after fringe correction are shown in Figure 7. The texture map before correction shows vertical stripes. After
the correction, the stripes are barely seen and the image quality is sufficient for texture mapping purpose.

We also measured a plaster head model. Figure 8 shows the reconstructed 3D geometry before and after fringe
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Figure 5. Fringe correction for real captured fringe images. (a) Cross sections of the fringe images before correction.
(b)Cross sections of the fringe images after correction.

or phase correction. The reconstructed 3D geometric surface after phase correction or phase error compensation
is very smooth. Figure 8(a) shows the reconstructed 3D geometry before fringe or phase correction. Figure 8(b)
shows the 3D geometry reconstructed by using the compensated fringe images. Figure 8(c) shows the 3D
geometry after correcting phase error directly. Figure 8(d) is the 3D result with corrected texture mapping.
These experimental results confirmed that the error correction algorithms improved the accuracy of measurement
and reduced stripe patterns in the texture image.

5. CONCLUSIONS

This paper introduced a novel phase error compensation method for a 3D shape measurement system based on
the phase-shifting method. In this 3D shape measurement system, the phase-shifted fringe patterns are generated
by a video projector. The main error source of this system is the nonlinearity of the projector’s gamma curves,
which results in non-sinusoidal waveforms in the fringe patterns and causes phase error in the measurement.
Our analysis showed that phase error in the measurement is caused only by the nonlinearity of the projector’s
gamma curves. Therefore, to eliminate the phase error, we proposed a phase error compensation method that
uses an LUT to store the phase error calculated based on the calibrated gamma curves of the projector. Our
experimental results demonstrated that by using the proposed method, the measurement error could be reduced
by 10 times. In addition to phase error compensation, a similar LUT method was also proposed to correct the
non-sinusoidality of the fringe patterns for the purpose of generating a more accurate flat image of the object
for texture mapping.
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