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Phase unwrapping for a noisy image suffers from many singular points. Singularity-spreading methods
are useful for the noisy image to regularize the singularity. However, the methods have a drawback of
distorting phase distribution in a regular area that contains no singular points. When the singular points
are confined in some local areas, the regular region is not distorted. This paper proposes a new phase
unwrapping algorithm that uses a localized compensator obtained by clustering and by solving Poisson’s
equation for the localized areas. The numerical results demonstrate that the proposed method can im-
prove the accuracy compared with other singularity-spreading methods. © 2012 Optical Society of
America
OCIS codes: 030.4280, 090.2880, 100.3175, 100.5088, 110.5086, 120.5050.

1. Introduction

Interferometers or in-line holography techniques are
widely applied for the purpose of quantitative
measurement of two-dimensional optical distance
distribution. In these systems, fringe patterns are
measured by digital devices such as CCD cameras,
then phase information is retrieved using Fourier do-
main filtering [1–3] or phase shift techniques [2,4,5].
The retrieved phase is a principal value of phase that
is bounded between �−π; π�. Phase unwrapping is
applied to unfold the principal value to the un-
bounded phase.

When a wrapped phase map satisfies the sampling
theorem, phase unwrapping can be readily achieved
from one point to the other point by accumulating the
phase differences (phase gradient). Ideally, the un-
wrapped results are independent of the accumula-
tion (integration) path. In other words, the integral
of phase gradient along any loop is identical to zero.
However, in the case where the experimental data
are noisy, i.e., some portions in the data area do
not satisfy the sampling theorem, an integral

enclosing a certain point may not vanish. This point
is called “singular point.”

In order to solve inconsistencies caused by singular
points, many phase unwrapping algorithms have
been proposed in the past. When we focus on the al-
gorithms that handle the singular points directly,
they are classified into two types according to the
nature of the unwrapped result. (The classification,
including the methods that do not handle the singu-
lar points such as denoising methods, is also shown
in [6].)

The first type is path-following methods using the
branch-cut method [7–13]. In these algorithms, the
unwrapping operation is carried out along paths of
successive pixels, where the paths are taken to avoid
inconsistent pixels. When the signal-to-noise ratio of
an original wrapped phase is relatively high (not
noisy), the algorithms can unwrap the wrapped
phase successfully. The effect of inconsistencies is
distributed in a local narrow region. However, in
the case of noisy data, it sometimes creates unnatur-
al and unintended gaps of unwrapped phase with the
theoretical error with the multiples of 2π. This is a
serious problem for the quantitative evaluation of
two-dimensional optical distance.

The other type of algorithm spreads the effect
of a singular point to the whole area of image data.
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Themethod based on least-square approaches [14–20],
the singularity-spreading phase unwrapping method
[21], and the methods using a rotational compen-
sator [22,23] are categorized into this type. These
methods do not introduce the unnatural gaps; how-
ever, they distort regular regions that contain no
singular points.

In this paper, we propose a phase unwrapping
method using a new compensator called a “localized
compensator.” The localized compensator can regu-
larize the inconsistency only in the local area around
the singular points. Since the original regular area
outside the local area is not distorted, the method
using the localized compensator is more accurate
than the others.

This paper is organized as follows. Section 2 intro-
duces the meaning of singular point, the regulariza-
tion by compensator, and the concept of the localized
compensator. In addition, it is shown that the loca-
lized compensator is equivalent to a certain flux den-
sity distribution satisfying Poisson’s equation with a
Neumann condition. Section 3 shows the clustering
algorithm that determines local area containing sin-
gular points. The method to solve the flux for the
Poisson’s equation is shown in Section 4. The applic-
ability of the proposed algorithm is demonstrated by
a numerical simulation and two actual data in
Section 5. Finally, conclusion is given in Section 6.

2. Phase Unwrapping by Compensator

A. Singularity in Phase Unwrapping

When we consider that true phase distribution, ϕ, is
a continuous scalar function, the integral of the
gradient along closed path vanishes because ∇×
∇ϕ � 0. However, we can only obtain the wrapped
phase, ϕw, that is bounded within �−π; π� because
of the restriction of the measurement system. More-
over, ϕw is only measured at discrete points (nodes).
The wrapping operator,Wf·g, can be defined by using
a function Int�·� that returns the nearest integer as
follows:

ϕw � Wfϕg≜ϕ − Int

�

ϕ

2π

�

2π: (1)

A wrapped phase difference (g · ŝ) of two adjoining
nodes (r and r0 � r� ŝΔl) is defined and transformed
as follows:

g · ŝ≜
1

Δl
WfΔϕwg �

1

Δl

�

Δϕ − Int

�

Δϕ

2π

�

2π

�

� ∇ϕ · ŝ − Int

�

Δϕ

2π

�

2π

Δl
; (2)

where both g and ∇ϕ are constant on the segment
between r and r0.

If the phase distribution is sampled frequently, i.e.,
the sampling theorem is satisfied, since the Δϕ does
not exceed a half-cycle, Int�Δϕ ∕ 2π� � 0, and g is

considered as ∇ϕ. As a result, the phase at r0, i.e.,
ϕ�r0�, can be unwrapped using g from a reference
phase at r, i.e., ϕ�r�.

In contrast, if the sampling theorem is not satis-
fied, the Int�Δϕ ∕ 2π� is a nonzero integer number.
The smallest loop, named “elementary loop,” consists
of four segments with 2-by-2 square nodes. An inte-
gral of the elementary loop can take 2πm, wherem ∈
f0;�1g [24], in whichm is called residue whenm � 1

orm � −1 and m is not a residue whenm � 0. In the
case of an arbitrary closed path, C, since the path is
considered as a boundary of the region that is con-
nected with subregions of elementary loops, the
integral of C is expressed as

I

C

g · ŝdl � 2π
X

k

mk: (3)

B. Regularization by Compensator

According to Helmholtz’s theorem [25], any vector
can be given by a sum of two kinds of vectors: an ir-
rotational vector that is a gradient of an arbitrary
scalar function and a rotational vector that is a rota-
tion of a divergence free vector function. Since the
unwrapped phase ϕmust be a scalar field, the differ-
ence vector of wrapped phase g in Eq. (2) satisfies the
following equation using the divergence free vector
function, A:

g � ∇ϕ�∇ × A; (4)

∇ · A � 0: (5)

By applying Stokes’ theorem to an integral of the ro-
tation of Eq. (4) over a domain enclosed by a path C
and by comparing the result with Eq. (3), we can
obtain the following relations:

c≜ −∇ × A; (6)

I

C

�g� c� · ŝdl � 0; (7)

I

C

c · ŝdl � −2π
X

k

mk: (8)

Equation (7) shows that the integral of g� c from one
point to the other point does not depend on the path,
and g� c is not singular anymore. We name the c
“compensator.” Once the c that satisfies Eq. (8) is
found, we can carry out phase unwrapping succes-
sively using the following integration or accumula-
tion of compensators:

ϕ�r� � ϕ�r0� �

Z

r

r0

g · ŝdl�

Z

r

r0

c · ŝdl: (9)

Most of past studies did not state the concept of
compensator explicitly. However, the compensator
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is used in many phase unwrapping methods.
Approaches to remove singularities in phase un-
wrapping are categorized into two types.

Figure 1 demonstrates an example of regulariza-
tion by a branch-cut method and by a use of a
rotational compensator [22] as a typical singularity-
spreading method. In this example, four singular
points are placed within six elementary loops (Loops
A to F). The wrapped phase, ϕw, is shown beside the
nodes in Fig. 1(a).

Although all wrapped differences on segments
g�r; r0� have the samemagnitude with a quarter cycle,
the directions of them are different. These are shown
with the dashed arrows in Fig. 1(b), and the head of
each arrow shows the direction of increase. Loop A,
B, C, and D each contain singular points with resi-
dues since the closed integral along the loop is equal
to �1 or −1 cycle.

Both Fig. 1(c) and 1(d) show the regularization by
the method based on the branch cut. Every branch
cut is put between a pair of a positive singular point
and a negative singular point. In this example, there
are two ways to put the branch cuts: a horizontal pla-
cement and a vertical placement. When a segment
crosses each branch cut, a compensator with a value
of one cycle is added to the wrapped difference in the
phase unwrapping process. A difference between
the unwrapped results of two cases is only found

at the central node of four singular points as the
phases of 0.75 and −0.25 cycles. The difference is just
one cycle. The unwrapped phase strongly depends on
the choice of branch cuts. This is a drawback of the
branch-cut methods.

Figure 1(e) shows an unwrapped phase using the
rotational compensator. Since the detailed computa-
tion of the rotational compensator is found in [22], we
focus here only on the nature of the rotational com-
pensator. The unwrapped phase at the central node
of four singular points is 0.25. This value is equal to
the average of the unwrapped results of two branch-
cut methods shown in Fig. 1(c) and 1(d). It means
that the drawback of the unwrapped phase ambigu-
ity in the branch-cut method is reduced by the rota-
tional compensator method. However, the differences
at the other nodes are found due to the effect of the
compensator. Furthermore, other segments belong-
ing to the regular loops such as Loops E and F have
nonzero compensators to keep the loops’ regularity.
The amplitude of compensator decreases as the dis-
tance from every singular point increases; however, it
spreads over the whole region; i.e., the compensation
by rotational compensator (RC) distorts in the dis-
tant region. This is a drawback of the RC method.
This distortion is also found in other phase unwrap-
ping approaches of the singularity-spreading type.

Figure 1(f) shows an approach using localized
compensators, which is the proposed approach in this
article. Four quasi-branch-cuts are placed between
positive and negative singular points. When a seg-
ment crosses the quasi-branch-cut, a compensator
with a half-cycle is applied in this example. In this
approach, the unwrapped phase at the central node
of singular points is equal to that of the RC approach.
Furthermore, there is no distortion in the regular
area, because no other compensators are applied
except the ones on the four segments crossing the
quasi-branch-cuts. In this way, the unwrapping
using the localized compensators can solve the
problems of the choice of branch cuts in the path-
following approaches. It can also solve the problems
of the compensated area in the spreading singularity
approaches.

C. Localized Compensator

As shown in the last example in Subsection 2.B, the
localized compensator requires two conditions.

One is a source condition related to the number of
singular points. The number of positive and negative
singular points must balance each other out in the
localized domain as

X

k

mk � 0: (10)

The decision of balanced singular points’ groups,
which is called “clustering,” is shown in Section 3.

The other condition is the boundary condition. The
localized compensator must vanish on every bound-
ary segment, and this condition is provided instead.

Fig. 1. Regularization of a quadrupole singularity: (a) original
wrapped phase in the range �−0.5; 0.5� cycles; (b) differences be-
tween adjoining nodes shown with dashed arrows and singular
points; (c) unwrapped phase by horizontal branch cuts; (d) un-
wrapped phase by vertical branch cuts; (e) unwrapped phase by
rotational compensators; (f) unwrapped phase by localized com-
pensators. In (c) and (d), the double lines indicate the branch cuts.
From (c) to (f) the solid arrows indicate the compensators of which
widths and lengths indicate magnitude.
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To introduce the condition, it is convenient to define
two unit vectors, n̂ and ẑ, in addition to the ŝ; the n̂ is
the outward normal unit vector of the boundary, and
the ẑ is the perpendicular to the domain surface. The
directions of these unit vectors satisfy ŝ � ẑ × n̂. By
using these unit vectors, the integrand, c · ŝ, of the
last term in Eq. (9) is transformed as follows using
Eq. (6):

c · ŝ � −�∇ × A� · �ẑ × n̂� � n̂ ·∇Az; (11)

where Az � A · ẑ and ẑ ·∇≡ 0 for the two-
dimensional problem is applied. The rightmost side
of this equation shows a normal flux density of ∇Az.
Thus, the boundary condition for the localized com-
pensator can be reduced to a Neumann condition:

n̂ ·∇Az � 0: (12)

Meanwhile, a closed integral along any path C can
be transformed by Stokes’ theorem, Eq. (6), and
Eq. (5) as follows:

I

C

c · ŝdl �

Z

S

∇2AzdS: (13)

A residue mk at the point rk in the right-hand side of
Eq. (8) can be expressed by Dirac’s delta function as
follows:

mk �

Z

S

mkδ�r − rk�dS: (14)

Substituting Eqs. (13) and (14) into Eq. (8), and con-
sidering that the area S can be taken arbitrarily, we
obtain that the Az must satisfy the following
Poisson’s equation:

∇2Az � −2π
X

k

mkδ�r − rk�: (15)

Consequently, the compensator shown in Eq. (11)
is determined by the solution of Eq. (15) with the
boundary condition given in Eq. (12) for the domain
that is satisfying Eq. (10). The way to solve the Az is
shown in the Section 4.

Once the solution is found, compensator along
every segment placed in the domain is evaluated
as an integral of the flux density by Eq. (11). How-
ever, the outward normal vector n̂ cannot be defined
at the segment in the domain since the boundary loop
is not defined. In this case, the normal vector can be
replaced by ŝ × ẑ, where ŝ indicates the direction of the
segment. As a result, the integral of the compensator
is rewritten as below:

Z

r

r0

c · ŝdl �

Z

r

r0

ŝ × ẑ ·∇Azdl: (16)

By using this relation, we can unwrap the wrapped
phase by Eq. (9).

Figure 2 shows an example of a determined local
region and an evaluated flux density distribution,
whose detailed algorithms are shown in later sec-
tions. From the result in Fig. 2(b), it can be said that
a large flux density distribution was found around
singular points while it was comparatively small
near the boundary.

3. Clustering

The clustering process generates zero-charged
groups that are named “clusters,” and they satisfy
Eq. (10). Gutmann and Weber proposed a clustering
algorithm to search a branch cut efficiently using a
simulated annealing method [12]. Their clustering
algorithm may be applicable to determine the local
domain; however, it needs experiential parameters.
We propose a new clustering algorithm without a
use of experiential parameters.

As shown in Section 2, although the phase compen-
sators defined in a cluster’s region can regularize the
singularity, it distorts the regular region. Therefore,
the region of the cluster needs to be as small as
possible.

If the measurement area is infinitely wide, all the
zero-charged clusters can be found because the total
numbers of them are always same. However, the ac-
tual area is finite. If the total numbers of positive and
negative singular points in the area are different, we
may not find the solution. Even when the total num-
bers are the same, a singular point to be coupled to
the other singular point may be placed near the

Fig. 2. Definition of local domain and flux density from singular
points: (a) local domain including singular points, (b) flux distribu-
tion in the local domain. Outmost closed thick line is a boundary of
the local domain, and the grids are segments of elementary loops.
The dashed line in (a) represents a concave polygon that contains
all singular points. The arrows in (b) are the flux density of which
line width expresses the magnitude.
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border of the area, but it is outside the area. In this
case, singular points in the area may become larger
sized clusters. To avoid this problem, we introduce
virtual singular points that are located outside the
finite area [22].

The clustering procedure to find small sized clus-
ters consists of two stages: cluster merging and
cluster splitting. The cluster merging process usually
increases the size of cluster, while the cluster split-
ting which reduces the size.

A. Cluster Merging Algorithm

1. Definitions of Singular Points, Virtual Singular

Points, and Clusters
Singular points (SPs) are detected by Eq. (3), and
every SP has a charge (residue) whose value is �1.
The position of the SP is not in the center of the ele-
mentary loop by the algorithm of unconstrained SP
positioning proposed in [22]. This positioning enables
us to make an easy comparison of distances because
the distance between an SP and another SP takes a
continuous real number.

Every SP has a virtual SP (VSP) that is located at a
symmetrical point to the nearest boundary of the
two-dimensional phase map. In the following equa-
tions, V�sp� denotes the VSP corresponding to the
pth SP, sp. The VSP has an opposite charge to the
corresponding SP:

Q�V�sp�� � −Q�sp�; (17)

where the function Q�·� denotes the charge.
Every SP must belong to one of clusters; i.e.,

si;p ∈ Ci, in which Ci shows the ith cluster and si;p
shows the pth SP in Ci. In contrast, the VSP corre-
sponding to the SP, V�si;p�, can belong to the same
cluster, but it can also become an unclustered VSP
that does not belong to any clusters. When vi;p and
v̄i;p denote the clustered VSP and the unclustered
VSP, respectively, the relations between the cluster
and SPs are as follows:

Ci � fsi;p; vi;pg;

fV�si;p�g � fvi;pg � fv̄i;pg;

si;p ∈ Ci; vi;p ∈ Ci; v̄i;p∉Ci; (18)

where a pair of braces shows a population.
For each cluster, Ci, a cluster charge can be defined

as

Qi ≜
X

p

Q�si;p� �
X

p0

Q�vi;p0�: (19)

The value ofQi can be 0 or�1 during the cluster mer-
ging process, and it should become 0 finally.

The three distances can be also defined for each
cluster. These distances are also shown in Fig. 3 as
an example.

The first is the cluster distance, Li;j, between two
clusters, Ci and Cj:

Li;j ≜ min
p;q;Q��1

n

Dist
�

s
�Q
i;p ; s

−Q
j;q

�o

; (20)

where the function Dist�·� returns the distance
between two points, Q means the charge of si;p

[Q � Q�si;p�, si;p ∈ Ci], and s
−Q
j;q means the SP in other

cluster j with the opposite charge [Q�sj;p� � −Q�si;p�].
The other two distances related to VSPs are

defined as follows:

d̄
−Qi

i ≜min
p

n

Dist
�

s
�Qi

i;p ; v̄
−Qi

i;p

�o

; (21)

d
�Qi

i ≜max
p

n

Dist
�

s
−Qi

i;p ; v
�Qi

i;p

�o

: (22)

The d̄
−Qi

i represents the shortest distance to an un-
clustered VSP. The distance is determined between
possible pairs. Each pair consists of an SP in the con-
sidered cluster and an unclustered VSP correspond-
ing to the SP. The charge of the SP is same as that of

the cluster [Q�si;p� � �Qi]. In contrast, the d
�Qi

i is
the furthest distance to a clustered VSP. In this case,
the charge of the SP is opposite to that of the cluster
[Q�si;p� � −Qi], and the VSP belongs to the same clus-
ter. The superscript of both distances shown on the
left-hand side shows the charge of the partner
VSP. Similarly, the overline mark of the distance
shows the attribute of the VSP.

2. Algorithm
The cluster merging algorithm has three major
steps: coupling clusters, balancing clusters, and re-
moving VSP pairs. These are repeated until charges
of all the clusters vanish to make the size of clusters
as small as possible. Once a cluster is changed, the
quantities in Eqs. (19)–(22) are recomputed. In the
algorithm, we call the cluster that merges another
cluster “host cluster” and the merged cluster or

Fig. 3. Example of cluster merging. The rectangular frame shows
the image domain. The circles are SPs, and the squares are VSPs.
The open ones and filled ones indicate positive and negative
charges, respectively. The closed curves with thin lines show the
original clusters after several reputations. The new clusters shown
as the closed curves with thick lines are formed by cluster merging.
The closed curves with dashed lines are intermediate clusters.
The arrows represent the typical linkages from host SPs to their
partners.
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VSP “partner.” The algorithm is shown below
together with the descriptions of an example shown
in Fig. 3, which is shown within a pair of round
brackets.

Step 0: Initialization.

A single SP forms a cluster. All VSPs are assigned as
unclustered VSPs. By this initialization, the charge
of every cluster is �1.

Step 1: Coupling clusters.

From the charged clusters (Qi ≠ 0, in any i) (the can-
didates of hosts are fC1; C4; C7g in the example), the
cluster with the distance

LCP � min
i

n

min
j

fLi;jg; d̄
−Qi

i

o

for Qi ≠ 0; Qj ≠ Qi; i ≠ j; (23)

is selected to be a host cluster, while the partner is
either the cluster with different charge (Cj with
Li;j) or the unclustered VSP (v̄−Qi

i;p with d̄
−Qi

i )
(LCP � L1;2 in the example).

If the partner is the cluster (Cj), a new cluster, Ci, is
formed by merging as Ci≔fCi; Cjg, where the symbol
“≔” represents a substitution. (There are three inter-
mediate clusters enclosed by the dashed curves for
all candidates of hosts in the example.) The charge
of the new cluster, Qi, is 0 or �1 according to
Qi≔Qi �Qj. This connection will not disconnect dur-
ing the cluster merging algorithm.

If the partner is the unclustered VSP (v̄−Qi

i;p ), it is
merged to the host cluster as Ci≔fCi; v̄

−Qi

i;p g (two short
connections to the VSPs in C1 and the connection la-
beled d−

8 are results applied in the past iteration). In
this case, since the partner has the opposite charge,
the charge of the new cluster is balanced; i.e., Qi≔0.
As a result, the new cluster cannot become a host
cluster in the next attempt, but it may become a
partner cluster.

Step 2: Balancing cluster.

When the new coupled cluster has nonzero charge
(Qi ≠ 0), the algorithm attempts removing or adding
a VSP to balance the cluster charge. Both of these
substeps can keep the growth of the cluster size
low. If either of the following substeps to balance
the charge is applied, the balanced cluster cannot
become a host cluster in Step 1 in the future
iterations.

Step 2-a: Removing a clustered VSP.

In the new cluster Ci, if there is a clustered VSP with
weaker coupling than the last coupling,

d
�Qi

i > LCP; (24)

the VSP, v�Qi

i;p with d
�Qi

i , is removed from the coupled

cluster as Ci≔Ci − fv
�Qi

i;p g (the connection labeled d�
2 ).

Step 2-b: Adding an unclustered VSP.

If there is an unclustered partner VSP with stronger
coupling than the last coupling,

d̄
−Qi

i < LCP; (25)

the unclustered VSP, v̄−Qi

i;p with d̄
−Qi

i , is added to the

cluster as Ci≔Ci � fv̄
−Qi

i;p g. This substep increases the

size of the cluster a little. However, since the new
cluster cannot become a host, a chance to be coupled
with other clusters is reduced, and this adding pro-
cess might control the size of a cluster. (The connec-
tion with d̄−

5 of the cluster merged with C4 and C5.
This addition can avoid a future link to C6.) This con-
nection may be disconnected by other steps in a fu-
ture iteration (the connections to clustered VSPs in
the original C2 and C8 were established by this
substep in the past iterations, but they are
disconnected).

Step 3: Removing VSP pairs.

Among the possible pairs of VSPs with opposite
charges, v�i;p and v−i;q, if the distance between pairs is
shorter than the sum of distances to the correspond-
ing SPs,

Dist�v�i;p; v
−
i;q� < Dist�s−i;p; v

�
i;p� �Dist�s�i;q; v

−
i;q�; �26�

both the VSPs do not play a role to balance the
charge of cluster. These VSPs are disconnected from
the cluster to reduce the size of cluster; i.e., Ci≔Ci −
fv�i;p; v

−
i;qg (two connections in the cluster merged with

C7 and C8).

The processes from Step 1 to Step 3 are repeated
until no charged clusters can be found.

B. Cluster Splitting Algorithm

Since clusters can be coupled with zero-charged clus-
ters in the cluster merging algorithm, the cluster size
increases (except for the removal of some VSPs). In
these clusters, some clusters can be split to reduce
the size. An example of the splittable cluster is shown
in Fig. 4. The progression of the cluster creation by
the cluster merging algorithm is shown in Fig. 4(a).
The cluster can be split into two clusters, and their
charges are zero as shown in Fig. 4(b).

A linkage is defined as a connection between two
opposite charged SPs that include VSPs as well as
real SPs. The length of the linkage is determined
in the cluster merging algorithm to find a cluster
to couple with. The cluster splitting algorithm shown
here attempts to cut off some of the linkages. Each
cluster has one or more linkages and two or more
end SPs. Each end SP has a single linkage.
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The linkage has an attribute which is either “split-
table” or “unsplittable.” When the cluster is divided
at the linkage connecting with one of the end points,
one of the divided clusters has the sole end point with
nonzero charge. Therefore, this linkage is not
unsplittable. All linkages next to the unsplittable
linkage are splittable linkages. The cluster is tem-
porarily divided at the splittable linkages. Applying
the same procedures to the new clusters, we can
determine the attributes of all linkages.

The original cluster can be divided at the splittable
linkage, but only under certain conditions. The
length of the splittable linkage is compared with that
of the other linkages connecting to the two SPs at the
both ends of the splittable linkage. The linkage is
divided if all the lengths are shorter than the length
of the splittable linkage. In the example shown in
Fig. 4(b), there are three splittable linkages; how-
ever, only one linkage is disconnected. The right hor-
izontal linkage with the length R is splittable
because all lengths of r−;1, r�;1, and r�;2 are shorter
than R.

4. Flux Satisfying Poisson’s Equation

For each cluster determined by the algorithm shown
in the Section 3, the domain to apply the local com-
pensator is defined as one pixel (elementary loop)
width wider area than the region of the convex
shaped area that contains all SPs in the balanced
cluster. The boundary of the domain is set on the out-
ermost segments; an example is shown in Fig. 2(a).

As shown in Eq. (11), the compensator for phase
unwrapping is equivalent to the flux density of
∇Az when Az satisfies a Poisson’s equation [Eq. (15)]
with the boundary condition given by the Neumann
condition with zero-flux density [Eq. (12)].

To solve Az, any field solver may be applicable. In
this study, boundary element method (BEM) [26] is
adopted as a basic solver. In the BEM, the unknown
boundary values at the boundary nodes (Az) are
solved as a set of discretized boundary integral equa-
tions for the all boundary nodes. After solving this set
of equations, all boundary values, Az and (∇Az · n̂),
are determined. Internal flux density at arbitrary
points can be evaluated as hypersingular integrals
(e.g., [27–29]) from all boundary values. Several inte-
gration points on a segment are set to estimate the
integral of the flux density on each segment. How-
ever, when the point to estimate the field is located
near the source points, which correspond to the SPs,
the BEM has a large computational error.

The following flux conservation law for every ele-
mentary loop cannot be satisfied due to the error:

I

c

∇Az · n̂dl � −2π
X

k

Z

S

mkδ�r − rk�dS; (27)

which is derived from Eq. (15) using the Gauss’ diver-
gence theorem. To reduce this error, we apply a sin-
gular value decomposition (SVD) method to find a
minimum-norm solution. We define the error vector
on the jth segment in the kth elementary loop, ek;j, as
a difference between the gradient computed by the
BEM, �∇Az�

0
k;j, and the gradient satisfying the flux

conservation law, �∇Az�k;j:

ek;j � �∇Az�
0
k;j − �∇Az�k;j: (28)

The flux conservation law shown in Eq. (27) for the
elementary loop k is rewritten as

X

4

j�1

��∇Az�
0
k;j − ek;j� · n̂k;j � −2πmk: (29)

The number of equations is identical to that of loops,
Nl, and the number of unknown variables of ek;j · n̂k;j
is 4Nl because each loop has four segments. However,
the e · n̂ is known as zero on the boundary segments
of which the number is Nb. Furthermore, since every
internal segment belongs to two loops, the error vec-
tors in these two loops can be defined by a vector on a
segment,

ek;j � ek0;j0 � ei; (30)

where the two subscript pairs of k; j and k0; j0 indicate
the same segment i. Thus, the number of unknowns
is reduced to that of internal segments; i.e.,
Ns � �4Nl −Nb� ∕ 2. In contrast to the error vector,
two direction vectors, n̂k;j and n̂k0;j0 , on the segment
i have a different direction. When we introduce a
new unit vector, d̂i, that is identical to either n̂k;j or
n̂k0;j0 , the normal unit vector can be defined as

n̂k;j � dk;id̂i; (31)

Fig. 4. Schematics of cluster splitting: (a) an example of cluster
merging progress and (b) cluster splitting. The open circles and
filled circles are SPs (or VSPs) with positive charges and those
with negative ones, respectively. The lines between SPs are their
linkages. The closed curves with solid and dashed lines represent
the zero-charged clusters and the charged clusters, respectively.
The clusters in (a) are those after every stage, and the outmost
cluster is the final result of the cluster merging process. The clus-
ters split into two shown in (b) are formed by the cluster splitting
algorithm. In (b), dashed lines and solid lines indicate the splitta-
ble linkages and the unsplittable linkages, respectively.
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where dk;i can take either �1, depending on the loop
as well as the segment. Thus, Eq. (29) can be trans-
formed to the following matrix form:

De � r; (32)

�D�k;i � dk;i; �e�i � d̂i · ei;

�r�k � 2πmk −
X

i

dk;id̂i · �∇Az�
0
i: (33)

In Eq. (32), the D is anNl-by-Ns matrix. In most clus-
tered domains, the relation between the dimensions
of thematrix is given asNl < Ns, except in a few cases
in which the domain consists of one-dimensionally
aligned loops or a 2-by-2 aligned loop. Therefore,
the set of equations is a rank-deficient, underdeter-
mined system of linear equations that cannot be
solved in an ordinal way. However, since the solution
list, e, is the list of errors that should be small, the fol-
lowing condition can be imposed:

minimize
X

i

j�e�ij
2: (34)

To solve Eq. (32) with this condition, we used an SVD
routineprovided byLAPACK[30]. The flux is updated
by the error

�∇Az�k;j � �∇Az�
0
k;j − ek;j: (35)

An example of the ∇Az is shown in Fig. 2(b).
After the ∇Az is obtained, the compensator for the

segment is evaluated by Eq. (16). In the case where a
segment belongs in several cluster domains, the com-
pensator is accumulated as

c �
X

m

cm; (36)

where cm is the compensator to the segment of the
mth domain.

5. Numerical Results of Phase Unwrapping for Noisy

Data

In this section, three examples of phase unwrapping
for noisy wrapped phase maps are presented. One is
a simulation using a phase map where the phase is
known to evaluate the accuracy of the algorithms
quantitatively. The other two are unwrapping for
actual wrapped data obtained by experiments to
demonstrate the applicability of proposed phase
unwrapping algorithm.

A. Unwrapping Simulation for Known Phase Map

To evaluate the accuracy of the phase unwrapping
using a localized compensator (LC), we provide a
known phase distribution that is not wrapped. A
wrapped phase map that is an input for phase
unwrapping algorithms is computed from the known

phase map. The unwrapped results are compared
with the known phase map.

The prepared original phase map is a noisy phase
map with a constant gradient; the image area has
100 × 100 pixels, the gradient is �0.1;−0.1� cycle/
pixel, and the noise has a normal distribution with
0.20 cycle standard deviation. In this phase map,
there are 1033 positive SPs and 1031 negative SPs;
the sum of them exceeds 20% of the number of all
nodes. This original map with unbounded value is
wrapped as input data for phase unwrapping.
Figure 5 shows the wrapped phase map together
with the unwrapped results by the least-square with
discrete cosine transform (LS-DCT) method [20] and
by the proposed method using LC. In the unwrapped
results, contour lines have been drawn with the in-
terval of one cycle. Figure 5(c) shows a clustered tree
of SPs in the LC method. Counting the number of
contour lines in the unwrapped results, we can find
that the phase gradient in the result by the LS-DCT
method is smaller than that of the original phase
map and that by the LC method approaches to that
of the original one. However, there is large distor-
tion of the unwrapped phase in the LC method. It
is found from the clustered tree that the distorted re-
gions are corresponding to the regions around large
clusters.

Table 1 provides a quantitative comparison among
five methods: Goldstein’s path-following method
[7], the LS-DCT method [20], the method using the
RC with VSPs and unconstrained SP positioning
[22], the coupling method with the RC and direct

Fig. 5. (Color online) Phase unwrapping simulation: (a) original
wrapped phase map, (b) unwrapped phase map by the LS-DCT
method, (c) connections of the clustered tree, (d) unwrapped phase
map by the method using an LC.
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compensator (RC&DC) [23], and the LC method. The
table shows the accuracy in two cases where the stan-
dard deviation of noise is 0.15 cycles and 0.20 cycles.
The first column shows a root mean square (RMS) of
the difference between the unwrapped phase, ϕ,
and the original one, ϕorig. The components of gradi-
ent vector in the second and the third columns are
obtained by fitting the unwrapped phase to a planar
function: ϕ̄�r� � ∇ϕ̄ · r� ϕ̄0. Accuracy for each com-
ponent of the ∇ϕ̄ is shown in the fourth and the fifth
columns as a ratio between the unwrapped phase
and the original phase. They show the global differ-
ence due to singularity spreading. The last column
shows an RMS of the difference between ϕ and ϕ̄,
which means the local difference due to phase un-
wrapping. This RMS is not equal to zero even in
the original data because the original data contain
the noise with the specified standard deviation. In
terms of accuracy of the gradient, the LC method
is superior to the others in both cases of noise with
0.15 and 0.20 cycles. Especially in the case of 0.15,
the errors of the gradient in the LC method are neg-
ligibly small. In terms of the RMS of ϕ − ϕ̄, the LC has
the nearest value in the case of noise with 0.15 cycles,
while in the case of 0.20 it is not the best result. This
result also supports the above discussion of the result
shown in Fig. 5.

B. Unwrapping of Interferometric Synthetic Aperture

Radar Data

Figure 6 shows phase unwrapping of the data
obtained using interferometric synthetic aperture
radar (IFSAR) [31]. The wrapped data contain noisy
regions due to decorrelation of the interferometer. A
distribution of clustered connections of SPs is shown
in Fig. 6(b).

The unwrapped results using the RC [Figs. 6(c)
and 6(c′)] and LC [Figs. 6(d) and 6(d′)] can be com-
pared with the original wrapped phase [Fig. 6(a)].
A reference point is the top left point on each image.
At the reference point, the unwrapped phases in both
the methods are identical to the wrapped phase.

Therefore, in an ideal unwrapping, phase jumping
positions where the intensity is rapidly changing
in the wrapped phase map are identical to the

Table 1. Accuracy Comparison among Algorithms by Planar Function Fitting

Algorithm
RMSa of
ϕ − ϕorig

Gradient
(ϕ̄0x, ϕ̄0y)

Ratio of Gradient
(ϕ̄0x ∕ ϕ̄0x

orig, ϕ̄0y ∕ ϕ̄0y
orig)

RMSa of
ϕ − ϕ̄

Standard deviation of noise: 0.15 (cycle) [N�s�� � 453, N�s−� � 456]
Original (ϕorig) — (0.1000, −0.1000) (—, —) 0.1491
Goldstein 0.7201 (0.0892, −0.0826) (0.892, 0826) 0.4250
LS-DCT 1.0893 (0.0742, −0.0731) (0.742, 0.730) 0.1790
RC 0.4077 (0.0912, −0.0899) (0.912, 0.899) 0.1656
RC&DC 0.2433 (0.0949, −0.0946) (0.949, 0.946) 0.1642
LC (proposed) 0.0704 (0.1000, −0.1000) (1.000, 1.000) 0.1338
Standard deviation of noise: 0.20 (cycle) [N�s�� � 1033, N�s−� � 1031]
Original (ϕorig) — (0.1001, −0.1001) (—, —) 0.1989
Goldstein 2.0347 (0.0733, −0.0538) (0.733, 0.538) 1.3259
LS-DCT 2.5542 (0.0368, −0.0389) (0367, 0.389) 0.2389
RC 1.2604 (0.0708, −0.0689) (0.707, 0.689) 0.2419
RC&DC 1.0694 (0.0754, −0.0740) (0754, 0739) 0.2622
LC (proposed) 0.6545 (0.1034, −0.0879) (1.034, 0878) 0.5412

aRMS indicates a root mean square.

Fig. 6. (Color online) Unwrapping an experimental IFSAR phase:
(a) a wrapped phase map (512 × 512) from [31] (copyright 1998 by
John Wiley and Sons, Inc. Reproduced with permission of John
Wiley and Sons, Inc.), (b) the clustered trees, (c) the unwrapped
phase by the method using the RC, (d) the unwrapped phase by the
method using an LC. The images (c′) and (d′) are the unwrapped
phase with contour lines where the step is 2π radian.
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positions of the contour in the unwrapped phase
map. In Fig. 6(d′), the positions of contour lines are
almost same to the positions of phase jumps. In
contrast, it is found that the number of contours in
Fig. 6(c′) is smaller than that of Fig. 6(d′). This char-
acteristic is similar to the example in Subsection 5.A.
In addition, although an unwrapped result within
the noisy region is meaningless in this IFSAR data,
when we examine the noisy regions, it is found that
variance of the unwrapped result using the RC is
smaller than the result using the LC. The reason
is still the affected region of the compensator. Since
the number of the compensators in the LC is less
than that in the RC, the averaging effect of the LC
is smaller than the RC.

C. Unwrapping of Optical Interferometric Data

Figure 7 demonstrates phase unwrapping for actual
experimental data to measure a phase shift caused
by candle flame. The setup to measure the fringe pat-
tern is shown in [22]. The fringe pattern, I�r�, ob-
tained using an interferometer is shown in Fig. 7(a).
The wrapped phase was computed from the fringe
pattern by applying the Fourier domain method
[1–3] as below. The fringe pattern is expressed as
a real valued function, which can be rewritten as
the following form using two complex valued terms:

I�r� � I0 �
I1
2
�ei�ϕ�r��kbg ·r� � e−i�ϕ�r��kbg ·r��; (37)

where kbg is the wavenumber vector of the back-
ground fringe that is determined by the angle
between the object wave without the object and
the reference wave and ϕ�r� is the added phase by
the object. The Fourier transform of the I�r� has three
peaks in the Fourier domain corresponding to each
term of the right-hand side. One is the peak corre-
sponding to the constant component in the real do-
main, which appears as a Dirac’s delta function at
the origin in the Fourier domain. The other two
are twin spectra; they have symmetry about the ori-
gin, and they distribute around �kbg. The complex
distribution of expfi�ϕ�r� � kbg · r�g can be extracted
by two steps: filtering out two peaks around the ori-
gin and one of the twin peaks, and inverse Fourier
transform. Moreover, the background component
can be canceled by phase subtracting kbg · r since
the kbg is estimated from the spectrum in the Fourier
domain. Taking the angle of the complex function, we
can obtain the wrapped phase shown in Fig. 7(b). The
wrapped phase map includes about 3000 SPs within
the image area of 256 × 170 pixels; it reaches almost
7%. The unwrapped results by using four approaches
are shown in Fig. 7(c)–7(f): the LS-DCT method, the
method using the RC, the coupling method with the
RC&DC, and the LC. The accuracy of phase unwrap-
ping methods can be evaluated by comparing the
shape of phase discontinuity in the wrapped differ-
ence and the shape of contour lines in the unwrapped
phases. As in the previous subsections, it is found
that the accuracy of LC is superior to the other
methods.

The computational time for each phase unwrap-
ping algorithm is measured with a PC including
an Intel Core 2 DUO CPU with 2.13 GHz clock in
a single CPU operation mode. It takes 0.7 s, 32 s,
19 s, and 83 s with the LS-DCT method, the RC,
the RC&DC, and the LC, respectively. In the case
of the LC, nearly 90% of the computational time is
spent solving flux by the BEM and fixing the error
by the method using SVD shown in Eq. (32), most
of which was devoted to large clusters. This is the
problem of the LC method.

6. Conclusion

To implement more accurate phase unwrapping
for noisy wrapped phase maps, we propose a new
method that uses the LC. The method is one of the
singularity-spreading phase unwrapping methods,
such as the least-square method, the singularity
spreading, and the RC. The difference between the
proposed method and the past methods in the
singularity-spreading type is just the area they use
to spread the singularity. Since the area regularized
by the LC is the local area that contains SPs, the reg-
ular area not containing the SPs is not distorted. In
terms of the accuracy, the method using the LC is
superior to the other methods. However, it has a
drawback in that the computation time is longer
than the other methods in the same type.

Fig. 7. Estimation of phase shift due to candle flame: (a) fringe
pattern obtained by a Mach–Zehnder interferometer with a candle
flame; (b) wrapped phase obtained from the fringe pattern by a
Fourier transformed filter and by background phase shifting;
(c)–(f) unwrapped phase distributions with different methods; in
each unwrapped result, the reference point is positioned at the bot-
tom left corner at which the unwrapped phases by all methods are
same. The candle has a core at the bottom center in each figure.
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