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Photon‑counting statistics‑based 
support vector machine 
with multi‑mode photon 
illumination for quantum imaging
Jin‑Woo Kim1, Jeong‑Sik Cho1,2, Christian Sacarelo1, Nur Duwi Fat Fitri1, Ju‑Seong Hwang1 & 
June‑Koo Kevin Rhee1*

We propose a photon‑counting‑statistics‑based imaging process for quantum imaging where 
background photon noise can be distinguished and eliminated by photon mode estimation from 
the multi‑mode Bose–Einstein distribution. Photon‑counting statistics show multi‑mode behavior 
in a practical, low‑cost single‑photon‑level quantum imaging system with a short coherence time 
and a long measurement time interval. Different mode numbers in photon‑counting probability 
distributions from single‑photon illumination and background photon noise can be classified by a 
machine learning technique such as a support vector machine (SVM). The proposed photon‑counting 
statistics‑based support vector machine (PSSVM) learns the difference in the photon‑counting 
distribution of each pixel to distinguish between photons from the source and the background photon 
noise to improve the image quality. We demonstrated quantum imaging of a binary‑image object with 
photon illumination from a spontaneous parametric down‑conversion (SPDC) source. The experiment 
results show that the PSSVM applied quantum image improves a peak signal‑to‑noise ratio (PSNR) 
gain of 2.89dB and a structural similarity index measure (SSIM) gain of 27.7% compared to the 
conventional direct single‑photon imaging.

Quantum imaging technology is a single-photon-based technology that improves image quality compared to 
classical imaging technology by utilizing quantum correlation. These single-photon-based technologies include 
light detection and ranging (LiDAR), with a high loss rate due to scattering and long-distance transmission, and 
single-photon emission tomography (SPET), which requires using a single photon for non-destructive imag-
ing of the human  body1–4. These techniques utilize quantum correlation to achieve a high signal-to-noise ratio 
(SNR) and image quality improvement even at the single-photon level. Since Seth Lloyd introduced quantum 
illumination in 2008, technologies such as quantum ghost imaging and heralded quantum imaging have been 
actively  studied5–10. Many studies have recently been conducted to improve image quality by post-processing 
using machine learning on quantum  imaging11,12. However, the technologies are not capable of eliminating noise 
itself. Therefore, we thought that the image quality could be improved if some features showed the difference 
between a signal and noise at the single-photon level.

In quantum imaging, preparing a correlated photon source is essential. An entangled photon-pair or a her-
alded photon-pair are often used as the photon  source13–21. These photon sources have temporal and spatial 
correlations. Spontaneous parametric down-conversion (SPDC) process is most commonly used to prepare a 
pair of signal and idler photons. It is known that the photon pairs produced by SPDC are in a coherent state 
and that the photon-counting statistics of these photon pairs follow a Poisson distribution. On the other hand, 
a quasi-monochromatic thermal photon follows a multi-mode Bose–Einstein (mmBE)  distribution22–31. Since 
the background noise, which is a thermal light filtered by a optical bandpass filter, has a short coherence time 
of in the range of ps, while the laser has a long coherence time in the range of ns, the signal and noise introduce 
different physical properties. This introduces different probability desnsity funcitons (pdf) of the signal and noise. 
The difference in photon-counting statistics for photon sources and noise in quantum imaging suggests a pos-
sibility of discovering a new approach to quantum imaging technology by discriminating the laser signal from a 
quasi-modnochromatic thermal noise. Unfortunately, eliminating noise from the image using the photon count 
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statistics takes much time since the distribution of photons needs to be compared with a mathematical model. 
This article proposes to use a support vector machine (SVM) to solve this problem for single photon imaging.

To prepare a photon source with quantum correlation, we generated a 1554-nm signal photon and an 809-
nm idler photon by injecting a 532-nm pump beam onto the periodically poled lithium niobate (PPLN) crystal. 
The signal photon is measured by a single-photon detector module (SPDM) after it passes through the telescope 
traveling in free space to illuminate an object on a mirror at 5 meters away. The experiment includes incandescent 
light to simulate the background photon noise, a quasi-monochromatic thermal light. The SVM is trained to dis-
tinguish the illuminating photon source from the background photon noise and applies it to each pixel to create 
an image of the object. To determine whether our proposed method is effective, image quality factors, namely, 
the peak signal-to-noise ratio (PSNR) and the structural similarity index measure (SSIM)32, were calculated after 
the image output was compared with the ground truth. Further, our study showed that quantum statistics-based 
analysis is effective not only for quantum imaging but also for general single-photon imaging systems.

Photon‑counting statistics based approach
It is known that photon-counting statistics in a coherent state can be modeled as a Poisson distribution. Since a 
photon-pair generated from SPDC follows the coherent characteristics of the incident pump laser, the coinci-
dence count of the photon-pair can also be modeled with the Poisson  distribution22–27. On the other hand, the 
photon counting distribution for only one of the signal or idler photons has a different scenario. When the time 
interval between measurements is shorter than the coherence time of the photon, the photon-counting statis-
tics of signal (or idler) photons follow the Bose–Einstein  distribution28,29. In a practical, low-cost experimental 
environment that does not satisfy this condition, the photon-counting statistics of the signal (or idler) photon 
become a multi-mode case and follow the mmBE distribution. The probability distribution for the number of 
photons n of the mmBE distribution is expressed as

where 〈n〉 is the mean number of photons and m is the mode number. Here the m can be changed according to the 
experiment setup. When the photon source has the coherence properties of coherence area Ac and coherence time 
Tc , and the photon measurement setup is constructed with a detection area A and measurement time interval T, 
Mandel and Zardecki showed that under the condition of A ≫ Ac and T ≫ Tc , mode number m can be approxi-
mated as m = (A/Ac)(T/Tc)

27,30,31. A background photon noise from a black body has incoherent characteristics, 
but when it passes through a spectral filter, the background photon noise becomes a quasi-monochromatic ther-
mal photon noise with partially coherent  characteristics33. This makes background photon noise follow a mmBE 
distribution. Interestingly, a Poisson distribution can also be approximated as mmBE distribution with m = ∞ , 
which produces all the statistics of the coincidence count of the heralded photon pairs, the count of the signal 
photons, and the count of the background photon noise changes to have mmBE distributions, but with different 
mode numbers. The statistical difference of the photons eventually shows that it is possible to distinguish the 
photon source from the background photon noise utilizing photon-counting statistics.

Two experiments were conducted to obtain the mode numbers of the signal photon and the background 
photon noise. Generally, studies related to photon count statistics make the measurement time interval shorter 
than the coherence time so that the observed photon becomes a single mode. In our study, since the mode 
number of the signal and the background photon noise can be set differently, there is no need to configure an 
extremely sensitive experimental setup that requires dealing with coherence. In order to obtain experimental 
data of the background photon noise, we placed an incandescent lamp near the telescope and set the measure-
ment time interval to 25ms.

Figure 1 shows the photon-counting statistics of our experiment, which we fit to mmBE distributions. The 
fitting of the mathematical modeling to the experimental value based on the point at which the Jensen–Shannon 
distance is the minimum confirmed that the signal photon was m = 1152 and the background photon noise was 
m = 294 , and the resulting value was similar to the prediction. The coincidence count of photon pairs shows a 
tendency to follow the Poisson distribution, but that of the background photon noise is mixed and has a weak 
influence from the Bose-Einstein distribution. It is possible to distinguish the signal from the background photon 
noise by fitting the experimental data to Eq. (1) (see the Supplementary Note 1), but it becomes ambiguous when 
both signal photon and background noise are mixed when used for quantum imaging. To avoid this time issue, 
the SVM trained the difference in probability distribution and applied it to quantum imaging.

Photon classification using SVM algorithm
The SVM is a kind of supervised learning requiring training data consisting of a training vector and a cor-
responding correct label. In general, machine learning trains the 2D image itself and classifies the images for 
image processing. This kind of machine learning is known as image classification, and it classifies images with 
features such as animals, cars, and  text11,12. However, we propose a photon-counting statistics-based support 
vector machine (PSSVM) with a completely different application that can be used for quantum and single-
photon imaging. We use the PSSVM to distinguish signal photons from the background photon noise utilizing 
the photon-counting statistics.

Training the PSSVM and classifying the data obtained from experiments requires the pre-processing of data 
so that the PSSVM can use it. In the pre-processing stage, the data is converted into k-dimensional vectors and 
is normalized to prepare input vectors. The count data di is collected N times for the measurement time interval 
of T = 25 ms with a free-running SPDM. First, the entire data set D = {d1, d2, · · · , dN } is reconstructed to l 
number of vectors as

(1)Pm(n) =
Ŵ(m+ n)

n!Ŵ(m)

mm�n�n

(m+ �n�)m+n ,
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where the number l and dimension k satisfy kl = N . To minimize the effect of outliers, the data di are normalized 
by the average of corresponding vectors X ′

j:

where 〈X ′

j〉 is the average of the vector X ′

j and δ > 0 is a small positive constant to avoid divide-by-zero errors. The 
data xi obtained after normalization are a component of l input vectors X j = {xk(j−1)+1, xk(j−1)+2, · · · , xk(j−1)+k} 
for the PSSVM. The input vector X j defined here is a general form regardless of the type of experiment or meas-
urement data, and we will redefine the input vectors for various cases used in experiment analysis.

Among the several types of SVM, we used the ν-SVR  model34 for this study. When l number of X j ∈ R
k and 

zj ∈ {−1, 1} is given, a ν-SVR requires that the following optimization problem be solved in

where the penalty parameter C > 0 , ε means incentive loss, and the control parameter satisfies ν ∈ (0, 1] . w 
and b from the Eq. (4) are components of a hyperplane wTφ(X j)+ b = 0 , where w is the normal vector of the 
hyperplane. φ(X j) is a kernel function that maps the input vector X j to a higher dimension. In our study, a radial 
basis kernel is used.

Since the optimization problem form of Eq. (4) is challenging to solve, it is easier to solve the problem by 
changing it to a dual problem in the form of a Lagrangian primal problem. For Lagrangian multiplier α , the dual 
problem of ν-SVR is given as

(2)X
′

j = {dk(j−1)+1, dk(j−1)+2, · · · , dk(j−1)+k}, ∀ j = 1, 2, · · · , l,

(3)xi =
di

�X ′

j� + δ
, ∀di ∈ X

′

j and j = 1, 2, · · · , l,

(4)

min
w,b,ξ ,ξ∗ ,ε

1

2
w
T
w + C



νε +
1

l

l
�

j=1

(ξj + ξ∗j )



,

subject to (wTφ(X j)+ b− zj � ε + ξj),

zj − (wTφ(X j)+ b � ε + ξ∗j ),

ξjξ
∗
j � 0, j = 1, · · · , l, ε � 0,

Figure 1.  Photon count statistics from the heralded photon-pair generation experiment. Each experiment 
was performed twice, with and without the background photon noise. (a) Signal photons and (b) photon-
pair coincidence were counted. 10,000 data were collected for each training case with a photon counting time 
interval of 25 ms. (c) The statistics of signal photons is fit to the mmBE distribution and (d) the coincidence 
statistics of photon-pairs is fit to a Poisson distribution.
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where e is an l-length all-ones vector. An l by l positive semi-definite matrix Q is defined as Qij ≡ φ(X i)
Tφ(X j) . 

To distinguish the signal photon and the background photon noise, half of the indicator vector z is zj = 1 and 
the other half is zj = −1 . When the testing input vector X ∈ R

k is given, the trained ν-SVR returns the indicator 
vectors

In the imaging experiment, the input data X at (u, v) pixel coordinates is given in the form of Xp,q(u, v) , 
where p ∈ {s, c} and q = 1, 2, . . . ,M . Here, p = s indicates a single-photon imaging experiment using signal 
photons, and p = c denotes a quantum imaging experiment using the coincidence of the photon pair. Substituting 
Xp,q(u, v) into the test vector in Eq. (6), we get yp,q(u, v) . An objective can be modeled as

Unlike Eq. (7) is treating the information of mode number, the direct imaging model OD(u, v) =
1
lM

∑lM
i=1 dc,i(u, v) 

or the conventional quantum ghost imaging model OG(u, v) =
1
lM

∑

i=1lMdc,i(u,v)
 uses only the average of raw data.

Experiment
In order to verify the performance of the PSSVM, we demonstrate two quantum imaging experiments. First, 
as initially intended, quantum imaging was performed with the coincidence count of the photon pairs. In this 
experiment, the coincidence count followed a Poisson distribution, the same as a mmBE distribution with infinite 
mode numbers. On the other hand, the background photon noise follows a mmBE distribution with a finite 
mode number (see the Supplementary Note 2). For this reason, we expected the PSSVM to improve the image 
quality easily. The second experiment demonstrates single-photon imaging using only signal photon counts of 
heralded photon pairs. In this case, since both the signal photon and the background photon noise follow mmBE 
distributions with finite mode numbers, it was not easy to compare the distribution difference rather than the 
first experiment.

The experimental setup is divided into two layers, an optical layer and a computational layer. In the optical 
layer, a telescope transmits signal photons and receives the photons reflected from an object. The computational 
layer contains the PSSVM algorithm and the NIM-BIN logic gates to generate the coincidence count. A photon 
source of heralded photon pair of a signal photon at 1554 nm and an idler photon at 809 nm was prepared using 
the uni-directional SPDC experimental setup. In this study, an InGaAs-based SPDM with 20% quantum efficiency 
was used for signal photons, and a Si-based SPDM with 70% quantum efficiency was used for idler photons. For 
signal and idler photons, the dark counts were 700 counts per second (cps) and 2000 cps, respectively. Including 
these dark counts, the signal photons and idler photons showed 3000 cps and 15,000 cps respectively, and the 
corresponding coincidence count was 200 cps.

In the computational layer, the electrical signals from the InGaAs-based SPDM and Si-based SPDM must 
be pre-processed so that the counter device can treat signals as shown in Fig. 2. Since the signal photon flies 
10m in free space and electrical signals pass through various equipment, the electrical signals from each SPDM 
do not coincide in time. To compensate for the time difference between electrical signals, we added a delay of 
287 ns using a delay/pulse device, and obtained the coincidence count using an AND gate. The counter device 
generates data with a time bin of 25 ms for the signal photon count and coincidence count. The data is loaded 
into the computer, pre-processed, and then used as input for the PSSVM.

Figure 3 shows how the PSSVM was trained in the actual experiment and processed the data. The training 
data used in the single-photon imaging experiment and the quantum imaging experiment are given as dp,i for 
i = 1, 2, . . . ,N and p ∈ {s, c} . For single-photon imaging experiments ( p = s ) and quantum imaging experiments 
( p = c ), the total number of training data in each training sample is N=20,000. Among the 20,000 training data 
items, half is taken when a mirror reflects signal photons (‘Reflected’ type; yi = 1 ), and the other half is when 
there is only background photon noise (‘Blocked’ type; yi = −1 ). The training data undergo reconstruction 
and normalization to transform into the form of k-dimensional input vectors. In obtaining an image from the 
PSSVM, we prepared 1000 raw data items dp,ju, v for each pixel, and transformed those data to k-dimension 
input vectors Xp,q(u, v) . The pre-trained PSSVM produced indicator vector yp,q(u, v) from the input vector, and 
we reconstructed the object image using Eq. (7). In this study, the trained PSSVM algorithm took about 0.29 
milliseconds for each pixel to process the experimental results, while the comparison algorithm using a brute 
force method took 0.82 s.

We calculated the PSNR and SSIM of the obtained images to confirm the image quality. Since the size of the 
input vector is an essential factor for the PSSVM, the results were analyzed by changing the k value. Fig. 4 shows 
that the PSSVM applied quantum images have high PSNR and SSIM for optimized k = 8.

Within the optimized k condition, the direct imaging model OD(u, v) has image qualities PSNR = 7.91 dB 
and SSIM = 0.46, and the conventional quantum ghost imaging model OG(u, v) has PSNR = 9.18 dB and SSIM 

(5)

min
α,α∗

1

2

(

α − α
∗
)T

Q
(

α − α
∗
)

+ z
T
(

α − α
∗
)

,

subject to e
T
(

α − α
∗
)

= 0, e
T
(

α + α
∗
)

≤ Cν,

0 ≤ αj ,α
∗
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(6)y =

l
∑

j=1

(

−αj + α∗
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)
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X j
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= 0.45. In our experiment, the quantum ghost image achieved better results than the direct image, as seen in 
previous studies. Compared with the ground-truth image OT (u, v) , the Os(u, v) has PSNR = 11.48dB and SSIM = 
0.54, and Oc(u, v) has PSNR = 12.07 dB and SSIM = 0.57. Figure 5 shows the four images in grayscale, and Table 1 
summarizes the information of each image’s quality factors. By applying the PSSVM, the single-photon imaging 
shows PSNR gain of 3.57 dB and quantum imaging shows PSNR gain of 2.89dB. The PSSVM applied single-
photon imaging Os(u, v) shows a PSNR gain of 2.3 dB higher than the conventional quantum imaging OG(u, v).

Discussion
Photon-counting statistics of the photon source and the background photon noise can be modeled as a multi-
mode Bose–Einstein distributions, importantly with different mode numbers, for different photon sources mani-
fest different coherence signatures. We demonstrate that mode numbers of the photon source for illumination 
and the background photon noise are significantly different, and we verify that the experimental results coincide 
with the theoretical predictions. This suggests an intuition that the photon-counting statistics can be used in 

Figure 2.  A schematic diagram of the whole experimental set up.

Figure 3.  A schematic diagram of the PSSVM algorithm. The PSSVM works as a binary pattern classifier, 
requiring data of both ‘Reflected’ and ‘Blocked’ types. The training data is prepared as a k-dimensional input 
vector containing information of photon distribution through pre-processing. The trained PSSVM is applied to 
each of the 2500 pixels of the image to obtain an indicator vector yp(u, v) . In our study, the penalty parameter is 
C = 0.1 , the control parameter is ν = 1 , and the kernel function φ(·) is the radial basis kernel.
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Figure 4.  The graphs respectively show the PSNR change and SSIM change according to the size of the input 
vector. The experiment is demonstrated for 7 dimensions: {2, 5, 8, 10, 20, 40, 50} . As a comparison group, single-
photon imaging OD(u, v) and quantum imaging OG(u, v) are indicated repectively by blue and red dashed lines. 
The single-photon imaging Os(u, v) and quantum imaging Oc(u, v) with PSSVM applied to each are respectively 
indicated by blue squares and red circles.

Figure 5.  50 × 50 pixel ground-truth image OT (u, v) . (a) Single-photon image OD(u, v) . (b) PSSVM applied 
single-photon image Os(u, v) . (c) Quantum image OG(u, v) . (d) PSSVM applied quantum image Oc(u, v).

Table 1.  Performance of image generation using raw data. Labels (a–d) correspond to those in Fig. 5.

Single photon imaging Coincidence photon imaging

Raw data image PSSVM applied Raw data image PSSVM applied

(a) OD(u, v) PSNR = 7.91 dB 
SSIM = 0.46

(b) Os(u, v) PSNR = 11.48 dB 
SSIM = 0.54

(c) OG(u, v) PSNR = 9.18dB 
SSIM = 0.45

(d) Oc(u, v) PSNR = 12.07 dB 
SSIM = 0.57
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image processing. However, the mode number estimation for every pixel by fitting the experimental data to the 
theoretical model requires too much time cost. In order for a practical realization, we used the SVM to reduce 
the processing time. The experiment was conducted to take images of a 6 × 6-mm object at a distance of 5 m 
with a 50 × 50 image pixels, including an incandescent light source for a background photon noise. The result 
of the experiment confirmed that the PSSVM improved image quality factors in both single-photon imaging 
and heralded photon-pair imaging. Interestingly, single-photon imaging using the PSSVM shows better image 
qualities than conventional quantum imaging. Our experimental investigation suggests that similar or better 
image quality can be obtained with a single-photon imaging setup without enhancement by photon heralding 
that requires much more image acquisition time and much higher system complexity. However, even though it is 
far better than coincidence counting for heralded photon pairs, our proposed scheme still requires photon count 
distribution information with large enough counts of photons per each pixel. This issue can be resolved in future 
works with faster single photon detectors that can be used with high power laser sources. In this study, since the 
signal classification is expected to be achieved only by the number of modes related to coherence properties, 
the performance of the proposed method seems to be independent from SNR. As a future work, experimental 
investigation is anticipated to see how much PSSVM is affected by SNR in the small SNR regime.

Methods
The heralded photon-pair is prepared by SPDC experimental setup as shown in Fig. 6. Since the C-band wave-
length has a low attenuation rate in air and is safe for human eyes, 1554 nm was selected for the signal photon 
wavelength. The other photon of the heralded photon-pair, the idler photon has an 809-nm wavelength which has 
a high detection efficiency for a Si-based single-photon detector. To satisfy the quasi-phase matching condition, 
a nonlinear optical crystal PPLN with a 7.10-µ m poling period length was temperature controlled at 187.1◦ C. 
The pump beam has a center wavelength of 532 nm and a linewidth of 10 MHz. The pump beam was modulated 
to have a pulse width of 50 ns at a repetition rate of 500 kHz using an acousto-optic modulator (AOM). A dense 
wavelength division multiplex (DWDM) with a bandwidth of 100 GHz is used to limit the spectrum width of 
signal photons.

The heralded photon pair passe through the single-mode fiber (SMF) to the telescopic imaging setup to take a 
picture of the object. The object is printed on polyvinyl chloride (PVC) film of 6 × 6 mm and pasted on a mirror. 
The object is a binary image, the black areas are blocked by ink, and the white areas allow photons to be reflected 
off the mirror through a transparent PVC film. The signal photon propagates through a free space of 5 m, returns 
to the telescope, passes through a circulator and a DWDM bandpass filter, and is detected with an InGaAs-based 
SPDM. In our experimental setup, the total loss for signal photons was 3.4 dB. On the other hand, the idler pho-
ton passes through only a bandpass filter with a 10 nm bandwidth and is directly measured with the Si-based 
SPDM. The incandescent lamp is located 22 cm next to the telescope to generate a background photon noise.

The optical layer includes InGaAs SPDM(ID221; IDQ) and Si SPDM(ID120; IDQ). The system layer contains 
delay/pulse generator(Model DG535; Stanford research systems), Quad gate delay units(Model 794; ORTEC), 
and a counter device(PCIE-6602; National instruments).

Figure 6.  Schematic diagram of heralded photon-pair generation. Pairs of 1554-nm signal photon and 809-nm 
idler photon are generated by SPDC using a 532-nm pump laser (MSL-F-532; CNI). Two dichroic mirrors 
remove the pump laser, and each photon is filtered with DWDM ITU Ch29 and 808 ± 5 nm narrow bandpass 
filters. Iris Iris pinhole, HWP half-wave plate, PBS polarization beam splitter, AOM acoustooptic modulator, 
PPLN periodically poled lithium niobate crystal, DM dichroic mirror.
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Data availability
All data generated or analyzed during this study are included in this published article (and its supplementary 
information files).

Received: 6 July 2022; Accepted: 14 September 2022

References
 1. Ferreira, L. K. et al. Support vector machine-based classification of neuroimages in Alzheimer’s disease: Direct comparison of 

FDG-PET, rCBF-SPECT and MRI data acquired from the same individuals. Braz. J. Psychiatry 40, 181–191 (2017).
 2. Li, Z.-P. et al. Super-resolution single-photon imaging at 8.2 kilometers. Opt. Exp. 28, 4076–4087 (2020).
 3. Li, Z.-P. et al. Single-photon imaging over 200 km. Optica 8, 344–349 (2021).
 4. Li, Z.-P. et al. Single-photon computational 3D imaging at 45 km. Photon. Res. 8, 1532–1540 (2020).
 5. Tan, S.-H. et al. Quantum illumination with Gaussian states. Phys. Rev. Lett. 101, 253601 (2008).
 6. Morris, P. A., Aspden, R. S., Bell, J. E., Boyd, R. W. & Padgett, M. J. Imaging with a small number of photons. Nat. Commun. 6, 1–6 

(2015).
 7. Zhang, Y. et al. Interaction-free ghost-imaging of structured objects. Opt. Exp. 27, 2212–2224 (2019).
 8. Jack, B. et al. Holographic ghost imaging and the violation of a Bell inequality. Phys. Rev. Lett. 103, 083602 (2009).
 9. Moreau, P.-A. et al. Resolution limits of quantum ghost imaging. Opt. Exp. 26, 7528–7536 (2018).
 10. Lemos, G. B. et al. Quantum imaging with undetected photons. Nature 512, 409–412 (2014).
 11. Lyu, M. et al. Deep-learning-based ghost imaging. Sci. Rep. 7, 1–6 (2017).
 12. Li, Z.-M. et al. Fast correlated-photon imaging enhanced by deep learning. Optica 8, 323–328 (2021).
 13. Hentaschel, M., Hübel, H., Poppe, A. & Zeilinger, A. Three-color Sagnac source of polarization-entangled photon pairs. Opt. Exp. 

17, 23153–23159 (2009).
 14. Bennink, R. S. Optimal collinear Gaussian beams for spontaneous parametric down-conversion. Phys. Rev. A 81, 053805 (2010).
 15. Strekalov, D. V., Kim, Y.-H. & Shih, Y. Experimental study of a subsystem in an entangled two-photon state. Phys. Rev. A 60, 2685 

(1999).
 16. Mitchell, M. W. Parametric down-conversion from a wave-equation approach: Geometry and absolute brightness. Phys. Rev. A 

79, 043835 (2009).
 17. Lee, S. M., Kim, H., Cha, M. & Moon, H. S. Polarization-entangled photon-pair source obtained via type-II non-collinear SPDC 

process with PPKTP crystal. Opt. Exp. 24, 2941–2953 (2016).
 18. Kim, H., Kwon, O. & Moon, H. S. Pulsed Sagnac source of polarization-entangled photon pairs in telecommunication band. Sci. 

Rep. 9, 1–7 (2019).
 19. Kim, Y.-H. Quantum interference with beamlike type-II spontaneous parametric down-conversion. Phys. Rev. A 68, 013804 (2003).
 20. Alibart, O. et al. Quantum photonics at telecom wavelengths based on lithium niobate waveguides. J. Opt. 18, 104001 (2016).
 21. Cao, Y. et al. Satellite-borne high-brightness source of entangled photons. in 2019 Conference on Lasers and Electro-Optics (CLEO). 

1–2. (IEEE, 2019).
 22. Schneeloch, J. et al. Introduction to the absolute brightness and number statistics in spontaneous parametric down-conversion. 

J. Opt. 21, 043501 (2019).
 23. Osad’ko, I. Sub-and super-Poissonian photon statistics of single-molecule fluorescence blinking. J. Exp. Theor. Phys. 104, 853–865 

(2007).
 24. Trost, F., Ayyer, K. & Chapman, H. N. Photon statistics and signal to noise ratio for incoherent diffraction imaging. New J. Phys. 

22, 083070 (2020).
 25. Chan, K. W. C. Role of photon statistics of light source in ghost imaging. Opt. Lett. 37, 2739–2741 (2012).
 26. Loudon, R. The Quantum Theory of Light (Oxford University Press Inc, 1983).
 27. Mandel, L. & Wolf, E. Optical Coherence and Quantum Optics (Cambridge University Press, 1995).
 28. Kuhn, S., Hartmann, S. & Elsäßer, W. Photon-statistics-based classical ghost imaging with one single detector. Opt. Lett. 41, 

2863–2866 (2016).
 29. Zmuidzinas, J. Thermal noise and correlations in photon detection. Appl. Opt. 42, 4989–5008 (2003).
 30. Bures, J., Delisle, C. & Zardecki, A. Moments of the sum of photocounts in Gaussian light. Phys. Rev. A 6, 2237 (1972).
 31. Bédard, G., Chang, J. C. & Mandel, L. Approximate formulas for photoelectric counting distributions. Phys. Rev. 160, 1496 (1967).
 32. Setiadi, D. R. I. M. PSNR vs SSIM: Imperceptibility quality assessment for image steganography. Multimed. Tools Appl. 80, 8423–

8444 (2021).
 33. Karu, T. I. Cellular mechanisms of low-power laser therapy. in Laser Applications in Medicine, Biology, and Environmental Science. 

Vol. 5149. 60–66 (SPIE, 2003).
 34. Chang, C.-C. & Lin, C.-J. LIBSVM: A library for support vector machines. ACM Trans. Intell. Syst. Technol. (TIST) 2, 1–27 (2011).

Acknowledgements
This work was supported by Institute of Information & communications Technology Planning & Evaluation 
(IITP) grant funded by the Korea government(MSIT) (No. 2019-0-00831-003, Efficient and Quantum-Secured 
Ghost Imaging System (EQGIS) using array detector).

Author contributions
J.K. suggested the idea and performed the experiments. J.K., J.C., C.S., N.D.F.F., J.H. conducted the experimental 
setup. J.K., J.C., and J.K.R. analyzed the data. J.K. and J.K.R. wrote the manuscript. J.K.R. provided the funda-
mental concept and supervised the project. All authors reviewed the manuscript.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https:// doi. org/ 
10. 1038/ s41598- 022- 20501-3.

Correspondence and requests for materials should be addressed to J.-K.K.R.

https://doi.org/10.1038/s41598-022-20501-3
https://doi.org/10.1038/s41598-022-20501-3


9

Vol.:(0123456789)

Scientific Reports |        (2022) 12:16594  | https://doi.org/10.1038/s41598-022-20501-3

www.nature.com/scientificreports/

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2022

www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Photon-counting statistics-based support vector machine with multi-mode photon illumination for quantum imaging
	Photon-counting statistics based approach
	Photon classification using SVM algorithm
	Experiment
	Discussion
	Methods
	References
	Acknowledgements


