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Abstract—The most commonly used method for including pho-
tovoltaic system in the control of system frequency is to operate
a PV power plant at reduced power while maintaining a spe-
cific amount of available power reserve. Such operating regime,
often referred to as de-loaded, can cause additional costs and,
consequently, determining a required power reduction becomes
vitally important. This paper introduces a method for determin-
ing the required minimum de-loaded reserve of a photovoltaic
system. To achieve the desired result a parabolic approximation
of the system frequency response is developed to derive an explicit
function of the frequency nadir. Taking this approximation into
consideration, a method for determining the required minimum
de-loaded margin was developed and tested in a case-study which
observed a small power system consisting of several power plants.
To demonstrate the accuracy of the proposed parabolic approxi-
mation, the calculated approximate values of the frequency nadir
were compared to the values of the frequency nadir obtained
from the frequency response simulations performed on the power
system model developed in MATLAB/Simulink.

Index Terms—Parabolic approximation, frequency response,
power reserve, de-loaded margin, photovoltaic system.

NOMENCLATURE

a, b, c Coefficients of the parabola.
abase, bbase, cbase Coefficients of the parabola for the

base case.
C(s) Converter system transfer function.
C, L Converter capacitance and inductance.
d Moment at which photovoltaic system

reaches a maximum output.
D Load damping constant.
ε Damping factor.
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f Power system frequency.
�f Power system frequency deviation.
Fass(s) Laplace transform of the function fass(t).
fass(t) Assumed quadratic function of system

frequency.
fass’(t) Derivation of the assumed quadratic func-

tion of frequency.
FHP Fraction of the power.
fmin System frequency minimum, i.e., mini-

mum of a parabola.
fmin-base System frequency minimum of the base

power system.
fn Nominal system frequency.
fnadir System frequency nadir.
fsys(t) System frequency solution.
H System inertia constant.
Hn Decreased system inertia constant.
HPP(s), TPP(s), Transfer functions of the hydro, thermal
PV(s) and photovoltaic power plant
Ipv, Vpv Current and voltage of the PV plant.
k System inertia reduction coefficient.
K0 PV transfer function gain.
Kp, Ki PI controller coefficients.
L , L

−1 Laplace transform/inverse Laplace
transform.

PHPP, PTPP, PPV Nominal power of the hydro, thermal and
photovoltaic power plant.

PB System base power.
PL Step load disturbance.
PPVPP(t) Photovoltaic power response in the time

domain.
Pr Photovoltaic system power reserve.
PVnew(s) Transfer function of the photovoltaic

power plant which considers the limita-
tion of the power reserve.

RH , RT , Rpv Droop constant of the hydro, thermal and
photovoltaic power plant.

rpv Dynamic resistance of the photovoltaic
power plant.

RT Transient droop.
s Laplace variable.
t Time.
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t1, t2, t3 Three different points for the
parabola determination.

TCH Control valve time constant.
Td Time delay constant.
TG Governor time constant.
tnadir Time of frequency nadir.
TR Reset time.
TRH Reheater time constant.
TW Turbine time constant.
u(t) Heaviside step function.
Vdc DC link voltage.
ω0 Undamped natural frequency.

I. INTRODUCTION

A
CCORDING to the International Energy Agency
report [1], at the end of 2019, the total capacity of

installed photovoltaic (PV) systems in the world was around
620 GW. In 2020, an additional 140 GW of PV systems
is expected to be installed. The continuation of such rapid
growth in installed PV capacity and the increase in the share
of PV systems could negatively impact the power system
operation and potentially threaten the system stability. The rea-
sons for concern are: a lack of rotational mass in PV plants,
which causes minimal contribution to the overall system
inertia [2], and, the operation in the Maximum Power Point
Tracking (MPPT) mode means there is no power reserve
available for frequency control.

The literature dealing with the possibilities of PV partici-
pation in system frequency regulation can be classified into
two main groups. The first group consists of papers suggest-
ing combining PV systems with a particular energy storage
device, for example, a DC-link capacitor [3] or a battery [4],
both able to provide fast power reserve. The second group
of papers propose the operation of PV plants at the output
power below maximum power point, in the so-called de-loaded
mode, thereby providing a certain amount of power reserve.
The drawback of the first potential solution is the increase in
installation costs and because of the high energy storage price.
The drawback of the second suggested group of solutions is
the increase in operating costs and the potential loss of produc-
tion due to operation at a sub-optimal point. While there are
many existing papers [5]–[8] focusing on the optimal sizing
of energy storage in order to minimize costs; the literature on
analyzing and calculating the appropriate PV power reserve,
i.e., de-loaded margin of PV systems, is still relatively rare.

Some papers, such as [9]–[11], propose only the power
reserve control strategy for PV systems without discussing
the amount of actual power reserve that needs to be con-
trolled. It has been shown that the reference power reserve
can be maintained either at the fixed amount [9] or at the
amount equal to a fixed percentage of the maximum available
power [10]. Generally speaking, the amount of desired power
reserve can be set to any given reference point within the
interval from near-zero to 100% of the available power [11].
Furthermore, a PV power reserve can be controlled without
additional hardware, as shown in [12]. In papers investigating
the improvements in frequency stability due to PV systems

participation in the frequency control a fixed de-loaded mar-
gin is usually used. In [13]–[15] the de-loaded margin is
predefined as 10% while in [16], 20% of the nominal power
was selected arbitrarily and without any further explanation.
The predefined PV de-loaded margin value of 10% is also
used for projects carried out in large-scale PV plants in order
to test their ability to provide ancillary service to the grid as
described in [17].

In [18], a wide-area measurement system (WAMS)-based
method is proposed to calculate a PV power reserve margin.
According to this reference, the PV system de-loaded mar-
gin was calculated to be over 40% which led to unacceptably
high costs. Furthermore, the study conducted in [19] showed
that maintaining a PV power reserve level in the interval of
10-20% is sufficient to improve the system frequency response
with a reasonable costs increase. On the other hand, in [20],
an amount of active power reserve created from curtailment
is not set to a fixed percentage but dynamically adjusted in
the intervals from 2.8% to 22.5% depending on the PV plant
size. Unfortunately, the impact on the system frequency con-
trol was not examined. Similar approach was taken in [21]
where the de-loaded margin of the PV system is dynamically
changed considering a 10 minute solar irradiation forecasts and
the operating conditions of the system. However, the explana-
tion of the selection process for obtaining the reserve values
is missing. Also, both of these papers provide little or no dis-
cussion regarding the impact the de-loaded margin has on the
amount of power reserve availability.

This paper presents a viable method for determining the
de-loaded margin of the PV system required to maintain the
frequency stability. The amount of power reserve required
to preserve the frequency stability is closely correlated with
the frequency nadir. The fundamental idea is to establish
a mathematical relationship between the frequency nadir and
the system parameters; such as, system inertia, load distur-
bance, PV power reserve, etc. In the existing literature several
methods for developing the analytical expression of the nadir
function can be found [22]-[26].

In [22], the authors derive the analytical expression of the
frequency nadir function for the single-machine power system
model with a reheat turbine. Similarly, the frequency nadir
function for the multi-machine (with reheat turbines) power
system model is derived in [23]. However, in order to derive
the explicit frequency-nadir function, the model of a multi-
machine power system must consist of the identical type
of generating units. Therefore, the method presented in [23]
cannot be applied to a mixed power generation system. For
this method to be feasible a low-order heat turbine model is
necessary.

The model presented in [24] takes into account the response
of various types of generating units but only a first-order
transfer function is used to approximate the real power plant
response. The simple method for determining frequency nadir
as a function of the system parameters is proposed in [25]
assuming the delivery of primary frequency response can be
modelled as a linear function. This paper, however, does not
consider the various turbine models. The research presented
in [26] expands the multi-machine power system model used
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in [23] by incorporating the impact of grid-forming convert-
ers. The realization of this method still requires the use of the
low-order turbine models.

Generally, the methods for the analytical derivation of
frequency nadir function presented in the literature can be
classified into two main groups according to the type of power
system and the turbine models used:

1) single-machine power system model with full-order
turbine model;

2) multi-machine power system model with low-order tur-
bine model.

To the best of our knowledge, the derivation of an ana-
lytical function of the frequency nadir for the multi-machine
power system with the full-order turbine models has not been
presented before. Therefore, obtaining an explicit function of
the frequency nadir with the method we propose can make
a valuable contribution. The novelty of the method is that it
can be applied to the multi-machine power system model con-
sisting of various types of generating units, and its utilization
of the full-order turbine models. Additionally, the method is
not computationally demanding and shows a high degree of
accuracy compared to the values obtained from the conducted
power system simulations. The analyzed power system model
includes hydro, thermal, and photovoltaic generation technolo-
gies. Furthermore, there are no limitations excluding other
technologies such as the wind power plant model presented
in [27].

In summary, the main contributions of this paper are:
• Development of a parabolic approximation of the system

frequency response;
• Establishment of the frequency nadir as an explicit

function of system inertia and PV power reserve;
• Determination of the required minimum PV power

reserve to maintain the system frequency stability.
This paper is structured as follows: In Section II, a method

for parabolic frequency response approximation is developed.
Section III describes the determination of the required min-
imum PV power reserve margin. Section IV presents the
results, and Section V concludes the paper.

II. FREQUENCY RESPONSE PARABOLIC APPROXIMATION

A. Generation Unit Models

The model of hydropower generating unit is represented
with the governor, the transient droop compensation, and the
turbine transfer functions [28]:

HPP(s) =
1

RH

·
1

1 + sTG

·
1 + sTR

1 + s
(

RT

RH

)

TR

·
1 − sTW

1 + 0.5sTW

(1)

The model of thermal generating unit with a reheat turbine
cycle is represented with the governor and the turbine transfer
functions [28]:

TPP(s) =
1

R T
·

1

1 + sTG

·
1 + sFHPTRH

(1 + sTCH)(1 + sTRH)

(2)

Unlike the conventional power plant models which are well
known and widely used, a generic PV system model conve-
nient for system frequency response analysis has not yet been
adopted. In general, the PV system active power change can
be represented as (3):

�Ppv(s) = �ω(s) ·
1

R pv
· C(s) (3)

where �ω(s) is the frequency deviation, Rpv is the droop
constant, and C(s) is the converter system transfer function.
In the literature [22], [29], C(s) is usually set to the value
of 1 as the converter dynamics are much faster than the
governor-turbine actions. However, in this paper, a more accu-
rate C(s) representation [11] will be used. It is represented
by a PI controller, delay, and typical second-order transfer
function.

C(s) =
1

PPV
·
(

Kp + Ki

s

)

· 2−Tds
2+Tds

· K0

s2+2eω0s+ω2
0

1 + 1
PPV

·
(

Kp + Ki

s

)

· 2−Tds
2+Tds

· K0
s

2 + 2eω0s + ω2
0

(4)

K0, e and, ω0 are given
by:

K0 =
−Vdc

LC

(

Ipv +
Vpv

rpv

)

(5)

ω0 =
1

√
LC

(6)

ε =
−1

2·rpv · Cω0
(7)

Finally, by inserting the real parameter values, which are
listed in Table III of the Appendix, into equation (4) the
transfer function of the PV system participating in frequency
control is obtained:

PV(s)=
1

Rpv

×
1.385 · 106s2 + 5.47 · 1010s + 2.77 · 1013

s4+40710s3+3.127 · 107s2+2.249 · 1011s+2.77 · 1013

(8)

B. Methodology

Ordinarily, the single-area multi-machine power system
model convenient for exploring and simulating the frequency
response is derived in Laplace s-domain. Transforming the
model from Laplace s-domain to the time domain leads to the
following equation:

�f (t) = L
−1

⎧

⎨

⎩

PL(s)

2Hs+D+
∑n

i=1
1

RHi
HPP(s)i+

∑m
i=1

1
RTi

TPP(s)i+
∑k

i=1
1

Rpvi
PV(s)i

⎫

⎬

⎭

(9)

where �f is the system frequency deviation; t is time;
L

−1 denotes the inverse Laplace transform; HPP(s)i, TPP(s)i,

and PV(s)i are the transfer functions of the ith hydropower gen-
erating unit, thermal power generating unit, and photovoltaic
power plant respectively; n, m, and k represent the number
of hydropower plants, thermal power plants, and photovoltaic
power plants in the system respectively; RHi, RT i, and Rpvi

are droop constants of the ith hydro, thermal, and photovoltaic
power plant; PL is a step load disturbance; H is the system
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Fig. 1. Concept of developing frequency response parabolic approximation.

inertia constant; D is the load damping constant. Solving (9) is
very demanding and it can be numerically calculated only if
all the parameters are known. Furthermore, it is impossible
to express the frequency nadir as an explicit function of the
system parameters (e.g., H, PL, R, etc.) by solving (9).

To obtain a mathematical relationship between the
frequency nadir and the system parameters in the time domain,
a parabolic approximation of the system frequency response
following a load disturbance had to be developed. Only after
parabolic approximation was developed, the analysis of the
dependence of the frequency nadir on the system parameters
could be performed.

The idea behind the parabolic approximation of system
nadir stems from the observation that the general frequency
response curve in the part of the frequency response from
t = 0 (a start of frequency drop) to t = tnadir resembles
one half of the parabolic curve. This novel concept of devis-
ing frequency response parabolic approximation is depicted in
Fig. 1. Assuming the solution, frequency versus time, of the
system differential equation is in the form of the quadratic
equation, obtained by transforming the power system model
(Fig. 1) from Laplace s-domain to the time domain, it can be
written as:

fass(t) = at2 + bt + c (10)

where fass is the assumed function of frequency, t is the time,
and the numbers a, b, and c are the coefficients of the quadratic
equation.

Starting from the assumed solution of the system frequency
fass, the system solution can be written as:

fsys(t) = L
−1

{

[−Fass(s) · [SYS(s)] − PL(s)]
1

2Hs + D

}

(11)

SYS(s) =
n

∑

i=1

HPP(s)i +
m

∑

i=1

TPP(s)i +
k

∑

i=1

PV(s)i (12)

where Fass(s) is a Laplace transform of the assumed solution
fass(t). As can be seen from (12), the power system model
shown in Fig. 1 can consist of several power plants and each
would be modelled with its own transfer function and taken
into consideration in the total system equation (11). However,
for clarity and simplicity, just one block of HPPs, TPPs, and
PVs is shown in Fig. 1.

After the quadratic solution (10) is assumed, the quadratic
coefficients a, b, and c need to be determined. Since the
assumed solution fass and the system solution fsys represent
the same frequency response, the quadratic coefficients can be
found by setting the responses:

fass(t) = fsys(t) (13)

The quadratic equation is determined by three points. Inputting
the three different values t1, t2, t3 for t into (13), the system of
three equations with three variables (a, b, c) is obtained with
a unique solution.

C. Selecting the t1, t2, t3

Although the values t1, t2, and t3 cannot be arbitrarily cho-
sen, there are numerous sets of (t1, t2, t3) which can achieve
satisfactory results. One method for providing the selection of
appropriate values t1, t2, and t3 is described here. Considering
that the parabola mainly approximates the inertial response
part of the frequency curve, whose time frame is usually up
to a few seconds [30], it is reasonable to select values for t1,
t2 and t3 from these intervals. Additionally, the values are per-
mutable so if the selected values t1 = 1, t2 = 2, t3 = 3 are
a valid triplet, then the following permutated values are also
valid: t1 = 2, t2 = 3, t3 = 1 or similarly t1 = 3, t2 = 1,
t3 = 2 etc.

In particular, this paper shows t1, t2, and t3 were deter-
mined specifically for the power system which was used
to analyze the required minimum PV power reserve. The
considered 1 GW power system consists of one thermal
power plant (PTPP = 300 MW) and three hydropower plants
(PHPP1 = 250 MW, PHPP2 = 250 MW, PHPP3 = 200 MW).
Other parameters are given in Table II of the Appendix. It
should be noted that droop has to be expressed in per unit of
the system as:

R[p.u.] =
R[%]

100

P

PB

(14)

where P is the nominal power of the power plant [MW], PB

is the system base power [MW], and R [%] is droop of the
generator.

Additionally, D is set to 0 for simplicity. The method is
performed in several steps.

1st step: Arbitrarily choose any value within the interval
from 0 to 4 seconds and insert it as t into (13). In this case,
the value 0.1 was chosen.

t1 = 0.1→Eq. (13) (H =3, PL = 0.05)⇒ f1(a, b, c) = const.

2nd step: Set several different values for t � = t1 into (13)

and for each of them obtain the second equation f2(a, b, c) =
const. In this case, the following values were chosen:

t21 = 1.5 f21(a, b, c) = const.

t22 = 2 → Eq. (13) (H = 3, PL = 0.05) ⇒ f22(a, b, c) = const.

t23 = 2.5 f23(a, b, c) = const.
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Fig. 2. Curves depicting the process of obtaining the point t3.

3rd step: Set t = t3 for t into (13) to obtain the third
equation f3(a, b, c, t3) = const.

t = t3 →Eq. (13) (H =3, PL = 0.05)⇒ f3(a, b, c, t3) = const.

4th step: Solve the systems of three equations f1, f2k, and
f3, k = 1, 2, 3 for a, b, c and obtain the minimum value as
a function of t3:

fmin(t3) =
(

c −
b2

4a
+ 1

)

· fn

(f1, f21, f3) → a, b, c → fmin1(t3)

(f1, f22, f3) → a, b, c → fmin2(t3)

(f1, f23, f3) → a, b, c → fmin3(t3) (15)

5th step: Find t3 as the intersection point of the functions
fmin1, fmin2, fmin3 (see Fig. 2). In the observed case, for the
above selected values, the point t3 = 3.2 is obtained.

When the two points are known, t1 = 0.1 and t3 = 3.2, it
is necessary to find point t2. It can be done in the following
steps:

1st step: Obtain the functions f1, f2, f3 as:

t1 = 0.1 f1(a, b, c, H) = const.

t = t2 → Eq. (13) (H = H, PL = 0.05) ⇒ f2(a, b, c, H, t2) = const.

t3 = 3.2 f3(a, b, c, H) = const.

2nd step: Solve the system of three equations f 1, f 2, and
f 3 for a, b, c and obtain the minimum value fmin(H, t2) as
a function of H and t2 using (15)

3rd step: Draw the graphs of the functions fmin(H, t2) for
several H (e.g., H = 3, H = 4, H = 5, H = 6) (see Fig. 3). It
is evident from Fig. 3 that for any point t2, from the interval
1.5 to 3, the minimum value is not significantly changed.
Accordingly, the midpoint of the interval was chosen, i.e.,
t2 = 2.2. If value of the frequency minimum deviates signif-
icantly for various points t2, there are no valid sets (t1, t2, t3)
where t1 = 0.1. Therefore, a different value for t1 should be
chosen, e.g., t1 = 0.2, and a new set should be obtained.

Fig. 3. Process of obtaining the point t2.

Fig. 4. System frequency response approximated with a parabolic function.

D. Method Accuracy Evaluation

To show the accuracy of the proposed method, a parabolic
approximation of the frequency response was calculated con-
sidering the above-mentioned 1 GW power system. Inserting
t1 = 0.1, t2 = 2.2, and t3 = 3.2 into (13), along with
parameters H = 5 and PL = 0.05, the following coefficients
of the quadratic equation were obtained: a = 0.000820,
b = −0.006077, c = 0.000098. Recalling (10), the quadratic
function of the frequency deviation in per unit can be writ-
ten as:

�f (t) = 0.00082t2 − 0.006077t + 0.000098 (16)

The quadratic function of the system frequency expressed in
Hz can be obtained as:

f (t) = [�f (t) + 1] · fn (17)

To validate the accuracy of the proposed frequency
response parabolic approximation, the output of the simulation
model was used because the actual data and measurements
from a competent system operator are not easily accessi-
ble. Fig. 4 shows the comparison of the simulated system
frequency response and the obtained parabolic approximation.
The nominal system frequency fn is 50 Hz.
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TABLE I
COMPARISON BETWEEN fmin AND fnadir

Note that a parabola is translated two units horizontally to
the right since the load disturbance is set to occur in the 2nd

second. It can be seen that the parabola follows the frequency
response curve almost perfectly. Furthermore, in the system
response analysis, the main goal for developing a parabolic
approximation was to preserve the value of the frequency
nadir. To clarify, the minimum of the quadratic equation is
denoted as fmin and the minimum of the system frequency
response is denoted as fnadir.

Additionally, the comparison of the system response for
different values of H between fnadir, obtained by simula-
tions in MATLAB/Simulink, and fmin, obtained by calculating
the minimum value of the approximation function, was done
and shown in Table I. For the typical values of system
inertia (H = 3 stoH = 8 s), the fmin deviations from fnadir

are less than 0.01 Hz which is insignificant in the practical
applications.

One of the most important advantages of this method is
that adding power plants to the system does not make the
calculation more complex. Namely, by observing (11), one
can conclude that each new power plant comes into cal-
culation simply as an additional factor of the sum SYS(s)
(equation (12)). Because of the linear property of the inverse
Laplace transform, the calculation does not get more compli-
cated.

III. DETERMINATION OF REQUIRED MINIMUM

PV POWER RESERVE

To determine the required minimum PV power reserve for
participation in the system frequency control, while maintain-
ing the satisfactory inertial response, an appropriate margin of
PV power reserve needs to be defined. The problem is exam-
ined from the system operator’s standpoint. The determination
of the de-loaded margin of the PV system is carefully aimed
to maximize the contribution to the system frequency con-
trol with the minimally possible de-loaded margin. Therefore,
our definition of the “required” amount of reserves is primar-
ily related to the frequency response and the stability of the
system by finding the point at which the tradeoff between the
ability to provide the reserve and efficient energy production
is the most optimum. The specific costs and profitability in
general are not analyzed here.

The displacement of the conventional power plants by PVs
inevitably leads to a reduction of synchronous inertia which
causes faster frequency dynamics and, consequently, the
appearance of lower fnadir values. However, if the PV systems
participate in the system frequency control, the frequency sta-
bility is maintained since the PV system provides a very
fast dynamic response. The larger the PV power reserve is
maintained the better frequency response can be achieved.
Therefore, the paramount question is what amount of the
power reserve should the PV systems maintain? The gene-
sis for determining the amount of reserves, which is in this
paper referred to as “required minimum PV reserve”, is based
on the following:

i) If the power system consisting only of the conventional
power plants is analyzed and the event of load distur-
bance PL occurs, the frequency drop will be stopped at
a certain value marked as fnadir-conv

ii) By displacing a share of the conventional generators
with the PV power plants the frequency stability is dete-
riorated mainly due to the decrease of system inertia.
This leads to a lower value of the maximum frequency
drop fnadir-RES in the case of the same load disturbance
PL:

fnadir-RES < fnadir-conv (18)

iii) By including PV production units in the frequency con-
trol the values of the frequency nadir can be preserved.
The goal of the analysis was to determine the precise
amount of the reserve the PV power plant should main-
tain to achieve the identical system response as the
system with a lower share of PV production while
considering the same load disturbance PL:

fnadir-RES = fnadir-conv. (19)

The analyzed power system is the very same power system
already described consisting of one thermal power plant
and three hydropower plants. The case in which the third
hydropower plant is replaced with the PV power plant (PPV =
200 MW) is investigated. In this paper, although the transfer
function of the PV power plant described by equation (8) is
derived for the specific PV power plant with the nominal
power 2 kW. The same transfer function can be used for
the PV power plant with a greater nominal power since the
sum of many small PV power plants can be observed as one
aggregated large-scale PV power plant.

First, to analyze and determine the required minimum PV
power reserve, the coefficients of a parabola a, b, and c for
the base system without the PV power plant were obtained.
Recalling (13) and using already obtained values (Section II-
C) for this power system t1 = 0.1, t2 = 2.2, and t3 = 3.2,
the system of three equations was obtained. By solving the
equations, the coefficients a, b, c are obtained as a function
of the load disturbance and the system inertia (PL, H):

abase = PL

7.62H−0.88

16.27H3+7.38H2+10.43H−0.25
(20)

bbase = −PL

8.14H2+14.90H−2.07

16.27H3+7.38H2+10.43H−0.25
(21)
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cbase = PL

1.04H−0.74

16.27H3+7.38H2+10.43H−0.25
(22)

Second, since abase, bbase, and cbase are the quadratic equation
coefficients, a function minimum, i.e., a frequency minimum,
can be easily determined as:

�fmin−base(H, PL) = cbase−
b2

base

4abase

(23)

fmin−base(H, PL) =
[

�f min−base(H, PL) + 1
]

· fn (24)

Third, the coefficients of a parabola a, b, and c should be
found for the power system with the addition of the PV power
plant. To consider the limitation of the maximum PV power,
i.e., amount of PV power reserve while performing the simu-
lations in MATLAB/Simulink, the saturation block was used.
However, the saturation block is a highly nonlinear element
and there were difficulties in representing it by an analytical
expression. To overcome the problem, this paper proposes the
use of Heaviside step function u(t) which is defined as:

u(t) =
{

0, t < 0
1, t = 0

(25)

Accordingly, the PV power response can be mathematically
described as:

PPVPP(t) = L
−1{−Fass(s) · PV(s)} · [u(t) − u(t − d)]

+
Pr

100

PPV

PB

u(t − d) (26)

PVnew(s) = L [PPVPP (t)]/Fass (s) (27)

where Pr is the PV power reserve in [%]; PPV is the nominal
power of PV [MW]; PB is the base system power [MW]; d is
a moment at which PV power reaches its maximum power out-
put; L is Laplace transform; PVnew is the transfer function of
the PV system considering the limitation of the power reserve.
Given just the injection of the power reserve, stemming from
(26), the following can be concluded:

1) from t = 0 to t = d, a PV power plant increases the
power from 0 to Pr;

2) at a moment t = d, a PV power plant reaches maximum
power output;

3) for t > d,PV power plant continues to operate at
power Pr.

In the conducted simulation case, d was set to the value of
0.150 seconds. In this analysis, the value of d can be set freely
and be explained with two facts. The first fact is that a moment
at which PV power plant reaches its maximum power output
can be adjusted by changing the PV plant droop constant (Rpv).
The second, and the more important fact, is that the frequency
nadir is not affected by the change of Rpv. This trend is shown
in Fig. 5, which depicts the graph of frequency nadir as a func-
tion of droop constant Rpv. The analysis was conducted for the
system parameters: PL = 0.05 pu, H = 4s, Pr = 5% (0.01 pu).
It is evident that the change of frequency nadir is insignificant
for the wide range of values of the PV droop constant Rpv

(2%-10%).
Considering these facts, a parabola for the analyzed power

system was developed. Due to the differences in the number
and the types of generating units compared to the base power

Fig. 5. Frequency nadir as a function of PV droop constant Rpv.

system, new values of t1, t2, and t3, for this changed system
had to be found. Using the method described in Section II
the values of t1, t2, and t3 were obtained. However, in this
case, the same values as the previous ones, i.e., t1 = 0.1,
t2 = 2.2 and t3 = 3.2 were obtained. Again, recalling (13),
and solving the system of three equations, the coefficients a,
b, c were obtained as a function of PL, H, and Pr:

a =
12021.38PL−59.17Pr+3.12H2Pr−354.72HPr+190120.56HPL

406875H3+262367.03H2+301596.95H+50732.79
(28)

b =
−18930PL+122.8Pr+390H2Pr−203437.5H2PL+814.3HPr−409358.5HPL

406875H3+262367.03H2+301596.95H+50732.79

(29)

c =
−14638.88PL−5.81Pr−39.03H2Pr−74.61HPr+27539.20HPL

406875H3+262367.03H2+301596.95H+50732.79
(30)

Finally, a frequency minimum as a function of H, PL, and
Pr for this system can be calculated:

fmin(H, Pr, PL) =
(

c −
b2

4a
+ 1

)

· fn (31)

IV. RESULTS

According to the definition for the required minimum PV
power reserve given by (19), the equations (24) and (31) are
equalized:

fmin(H, Pr, PL) = fmin-base(H, PL) (32)

Since an increase in the number of PV power plants that
substitute synchronous generators leads to a decrease in the
system inertia, (32) can be rewritten as:

fmin(Hn, Pr, PL) = fmin-base(H, PL) (33)

Hn =
k

100
· H (34)

where Hn is the decreased system inertia constant, and k is
the reduction coefficient [%].

For the three different cases of decreased system inertia,
k = 90%, k = 80%, and k = 70% and PL = 0.05 pu, the
determined required minimum of PV power reserve is shown
in Fig. 6.

If the inertia constant for the base system is selected to
be H = 5s, and if after connecting the PV power plant the
inertia constant is decreased by 20% (i.e., Hn = 80%ofH),
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Fig. 6. Required amount of PV power reserve for the different levels of
decreased inertia.

Fig. 7. Required minimum amount of PV power reserve for the different
load disturbances.

which corresponds to the previously analyzed case in which
the third hydropower plant is replaced by the PV power plant,
the maximum amount of PV power reserve does not exceed
3% of nominal power.

It is noteworthy to point out these results were obtained by
examining situations where hydropower plant production was
replaced by the PV power plants. The results for the required
minimum PV power reserve would be higher in the case of
observing the thermal power plant displacement because the
initial response of the these is superior to the hydropower
plants. However, the thermal power plants are usually not
turned on and off during a day in which they need to pro-
vide power since their start-up and shut-down times and the
operating costs are high. Thus, this case was not examined in
the paper.

The required minimum amount of PV power reserve
was also determined in the case of 20% decreased system
inertia (Hn = 80%H) for the different load disturbances,
PL = 0.05 pu, PL = 0.075 pu, PL = 0.1 pu, and the results
are shown in Fig. 7.

It can be seen that the required amount of PV power reserve
increases as the magnitude of disturbance increases. However,
the maximum amount of required PV power reserve is still

Fig. 8. Required level of PV power reserve Pr to maintain a frequency nadir
at the desired value.

below 10% of the nominal power even in the case where the
total load was changed by 10% (PL = 0.1 pu).

Additionally, using (31), the required capacity of Pr to
maintain a frequency nadir at the desired value for the var-
ious values of system inertia was determined. The analysis
was conducted for three different values of the minimum
allowed frequency (fmin = 49.50 Hz, fmin = 49.60 Hz and
fmin = 49.70 Hz) and results are shown in Fig. 8. A step load
disturbance PL is set to 0.05 or 5% of the total load.

The orange curve in Fig. 8 represents the values of the
frequency nadir for the same system but without the PV par-
ticipation in the system frequency control. If the system with
H = 5s is considered in the case without PV participation in
the system frequency control, it can be seen that the frequency
nadir is fnadir = 49.41 Hz. However, if fnadir is raised to
49.50 Hz, 49.60 Hz, or 49.70 Hz, in the case where the PV
power plant participates in the system frequency control, then
the PV power plant would need to be de-loaded for 3.9%,
8%, and 12% of the nominal power respectively. Fig. 8 also
shows that the higher the system inertia is, the lower PV
power reserve is required to maintain the frequency nadir at the
desired value. This is due to the slower frequency decline at
higher H, which provides more reaction time for the remaining
generating units.

V. CONCLUSION

In this paper, an approach to determine the required min-
imum power reserve of the PV systems participating in the
system frequency control was presented. The new approach
is based on the derivation of the frequency nadir as an
explicit function of the system parameters (i.e., system inertia,
load disturbance, and PV power reserve). To actualize the
proposed approach, parabolic approximation of the system
frequency response was developed. The approximation focuses
on preserving the values of the frequency nadir as this is con-
sidered the key indicator of the frequency response quality.
The advantage of the proposed parabolic approximation is
that it has only one extreme value corresponding to the real
frequency nadir which is easily determined if the coefficients
of the quadratic function are known. The analyzed power
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TABLE II
HYDROPOWER AND THERMAL POWER PLANTS PARAMETERS

TABLE III
PHOTOVOLTAIC POWER PLANT PARAMETERS [11]

system had a total capacity of 1 GW and consisted of one
thermal power plant and three hydropower plants. The calcu-
lation of the required PV power reserve was based on a novel
frequency response parabolic approximation, assuming vari-
ous levels of inertia reduction due to the grid connection of
the PV system (10%, 20%, and 30%). The results showed that
in the case of a 20% inertia reduction and a load disturbance
of 0.05 pu, the maximum required PV power reserve does not
exceed 3% of the nominal power. Although the results may
vary for a different system or system topology, this research
provides a basis for determining the minimum required PV
power reserve regardless of the changes within the system.

Future research could focus on obtaining an analytical
expression of the frequency nadir function for a multi-
area power system. In this case, the tie-line power flow must
be considered, which would increase the accuracy of the

approach. At this stage, we plan to obtain the real system
data for our validation study.

APPENDIX

See Tables II and III.
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