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Abstract: A new compact model for MOS transistors has been developed, MOS Model

11 (MM11), the successor to MOS Model 9. MM11 not only gives an ac-

curate description of charges and currents and their first-order derivatives

(transconductance, conductance, capacitances), but also of their higher-

order derivatives. In other words, it gives an accurate description of MOS-

FET distortion behaviour, and as such MM11 is suitable for digital, analog

as well as RF circuit design.

MOS Model 11 is a symmetrical, surface-potential-based model. It in-

cludes an accurate description of all physical effects important for mod-

ern and future CMOS technologies, such as, e.g., gate tunnelling current,

gate-induced drain leakage, influence of pocket implants, poly-depletion,

quantum-mechanical effects and bias-dependent overlap capacitances.

Including all of the above, MOS Model 11 achieves superior accuracy as

compared to MOS Model 9 without an increase in the number of parame-

ters and with only a slight increase in simulation time.

The goal of this report is to present the complete physical background

of MM11, Level 1101, including a description of steady-state currents,

charges and noise sources. This report gives a more in-depth descrip-

tion and derivation of the model equations as used in the report NL-UR

2002/802.
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List of Symbols

This list is not a complete list of the symbols used in this report, it excludes those symbols which

are only used locally in a particular chapter. In the following, subscripts i and j denote one of the

MOSFET terminals, i.e., drain (D), gate (G), source (S) or bulk (B).

Symbol Unit Description

AGIDL AV−3 Gain factor for gate-induced drain leakage current, see Section 4.2

BGIDL V Probability factor for gate-induced drain leakage current, see Section 4.2

Bacc V Probability factor for gate tunnelling current in accumulation, see Section 5

Binv V Probability factor for gate tunnelling current in inversion, see Section 5

CGIDL − Factor for the lateral field dependence of the gate-induced drain leakage current,

see Section 4.2

CGDO F Oxide capacitance for the gate–drain overlap, see Section 6.2

CGSO F Oxide capacitance for the gate–source overlap, see Section 6.2

COX F Total gate oxide capacitance, COX = Cox · W · L

Cb F/m2 Linearisation factor of Qb, Cb = − ∂Qb/∂ψs|ψs=ψ̄

Cg F/m2 Linearisation factor of Qg, Cg = − ∂Qg/∂ψs

∣

∣

ψs=ψ̄

Cij F Transcapacitance between node i and j , see eq. (6.5)

Cinv F/m2 Linearisation factor of Q inv, Cinv = − ∂Q inv/∂ψs|ψs=ψ̄

Cox F/m2 Gate oxide capacitance per unit area, Cox = ǫox/tox

EC eV Energy level of lower edge of conduction band

EF eV Fermi energy level

EV eV Energy level of upper edge of valence band

Eg eV Energy bandgap between EC and EV in silicon, Eg = 1.12eV at T = 300K

ESi V/m Transversal electric field at Si/SiO2-interface, ESi = Qg/ǫSi

Eeff V/m Effective transversal electric field, see Section 3.3.1

Eox V/m Transversal electric field in gate oxide, Eox = Qg/ǫox

Ex , Ey V/m Lateral (Ex = −∂ψ/∂x) and transversal (Ey = −∂ψ/∂y) electric field

GR − Expression for series resistance, see Section 3.4

GTh − Expression for self-heating, see Section 3.6.3

Gmob − Expression for mobility reduction, see Section 3.3.1

Gvsat − Expression for velocity saturation, see Section 3.3.2

G tot − Expression for mobility reduction, velocity saturation, series resistance, channel

length modulation and self-heating, see Sections 3.3-3.6

G1L − Expression for channel length modulation, see Section 3.6.1

IGINV AV−2 Gain factor for intrinsic gate tunnelling current in inversion, see Section 5.1

IGACC AV−2 Gain factor for intrinsic gate tunnelling current in accumulation, see Section 5.2

IGOV AV−2 Gain factor for source/drain overlap gate tunnelling current, see Section 5.3
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Symbol Unit Description

IGov A Gate current in gate-source (IGov0
) or gate-drain (IGovL

) overlap region, see Sec-

tion 5.3

Idrift , Idiff A Drift or diffusion component of IDS, IDS = Idrift + Idiff

Ii A Current flowing into node i

Iij A Current flowing from node i to node j

L m Effective channel length

Lmask m Mask or drawn channel length

NFA V−1m−4 First coefficient of the flicker noise, see Section 7.1

NFB V−1m−2 Second coefficient of the flicker noise, see Section 7.1

NFC V−1 Third coefficient of the flicker noise, see Section 7.1

NA m−3 Impurity concentration in bulk

NOV m−3 Effective impurity concentration in gate-overlapped drain or source extension

NP m−3 Impurity concentration in polysilicon gate

NT J Coefficient of the thermal noise, NT = 4 · kB · T

Qb C/m2 Bulk charge density formed by accumulation or depletion layer

Q̄b C/m2 Average bulk charge density, Q̄b = Qb(ψs = ψ̄)

Qg C/m2 Gate charge density

Q̄g C/m2 Average gate charge density, Q̄g = Qg(ψs = ψ̄)

Q inv C/m2 Inversion-layer charge density

Q inv0
,Q invL

C/m2 Inversion-layer charge density at source or drain side

Q̄ inv C/m2 Average inversion-layer charge density, Q̄ inv = Q inv(ψs = ψ̄)

Q∗
inv C/m2 Effective inversion-layer charge density, Q∗

inv = Q inv + φT · Cinv

Q̄∗
inv C/m2 Average effective inversion-layer charge density, Q̄∗

inv = Q∗
inv(ψs = ψ̄)

Q j C Total nodal charge of node j

Qov C/m2 Charge density in gate-overlapped source/drain extension

Qov0
,QovL

C/m2 Charge density in gate-overlapped source or drain extension

RS � Series resistance

RS0
� Bias-independent part of series resistance, see Section 3.4

SID
,SIG

A2/Hz Noise spectral density of drain (SID
) and gate (SIG

) current

T K Temperature in channel region in MOS transistor

V V Electron quasi-Fermi potential

VDSsat V Drain-source saturation voltage, see Appendix H

VDSsat∞ V Drain-source saturation voltage for long-channel device, VDSsat∞ = ψsat−φB−VSB

VDSx V Ohmic/saturation smoothing function, see Appendix A.2

VFB V Flat-band voltage

vi
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Symbol Unit Description

VFBov V Flat-band voltage of gate-overlapped source/drain extension

V ∗
GB V Effective gate-bulk bias, V ∗

GB = VGB − VFB

VGX V Gate-source (X = S) or gate-drain (X = D) voltage

VP V Characteristic voltage of channel length modulation, see Section 3.6.1

VT V Threshold voltage

Vij V Voltage between terminal i and j

Vov V Oxide voltage in gate-overlapped source/drain extension, Vov = −Qov/Cox

Vov0
,VovL

V Oxide voltage in gate-overlapped source or drain extension

Vox V Oxide voltage in intrinsic channel region, Vox = Qg/Cox

W m Effective channel width

Wmask m Mask or drawn channel width

a1 − Factor of the weak–avalanche current, see Section 4.1

a2 V Exponent of the weak–avalanche current, see Section 4.1

a3 − Factor of the drain–source voltage above which weak–avalanche occurs, see Sec-

tion 4.1

f Hz Frequency

g A·m/V Channel conductance, g = µ · W · Qinv

gds A/V Output conductance, gds = ∂ ID/∂VDS

gm A/V Transconductance, gm = ∂ ID/∂VGS

gmb A/V Substrate transconductance, gmb = ∂ ID/∂VBS

h̄ J·s Reduced Planck constant, h̄ = 1.05458 · 10−34J·s
kB J/K Boltzmann constant, kB = 1.3806226 · 10−23J/K

k0 V1/2 Body-effect factor of bulk, k0 =
√

2 · q · ǫSi · NA/Cox

kov V1/2 Body-effect factor of source/drain extension, kov =
√

2 · q · ǫSi · NOV/Cox

kP V1/2 Body-effect factor of polysilicon gate, kP =
√

2 · q · ǫSi · NP/Cox

m0 − Parameter for (short-channel) subthreshold slope, m0 = mS − 1

mS − Parameter for short-channel subthreshold slope, mS = 1 + m0

n m−3 Free electron concentration, n ≈ NA · exp((ψ − φB − V )/φT)

ni m−3 Intrinsic carrier concentration, ni = 1.45 · 10+16m−3 at T = 300K

p m−3 Free hole concentration, p ≈ NA · exp(−ψ/φT)

q C Elementary unit charge, q = 1.6021918 · 10−19C

tox m Gate oxide thickness, see Fig. 2.1

v m/s Carrier velocity

vsat m/s Saturation velocity

x , y , z m Lateral, transversal and orthogonal coordinates, see Fig. 2.1
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Symbol Unit Description

1acc V Approximate function for impact of holes in the inversion region, see eq. (2.14)

1Q inv C/m2 Inversion-layer charge density difference, 1Q inv = Q invL
− Qs0

1VGdibl
V Increase in effective gate bias due to DIBL, see Section 3.2

1VGsf
V Increase in effective gate bias due to static feedback, see Section 3.6.2

1ψ V Surface potential difference, 1ψ = ψsL
− ψs0

α − Factor of channel length modulation, see Section 3.6.1

β A/V2 Gain factor, β = µ0 · Cox · W/L

ǫSi F/m Dielectric permittivity of silicon, ǫSi = 1.0447720 · 10−10F/m

ǫox F/m Dielectric permittivity of SiO2, ǫox = 3.4531438 · 10−11F/m

ηmob − Effective field parameter for dependence on Q inv and Qdep, see Section 3.3.1

θR 1/V Coefficient of series resistance, θR = 2 · β · RS0

θR1 V Numerator of gate bias dependent part of RS, see Section 3.4

θR2 V Denominator of gate bias dependent part of RS, see Section 3.4

θTh V−3 Coefficient of self-heating, see Section 3.6.3

θph V−1 Coefficient of mobility reduction due to phonon scattering, see Section 3.3.1

θsr V−1 Coefficient of mobility reduction due to surface roughness scattering, see Sec-

tion 3.3.1

θsat 1/V Velocity saturation parameter, θsat = µ0/(vsat · L)

µ m2/V·s Carrier mobility

µ0 m2/V·s Low-field bulk mobility

ν − Exponent of field dependence of mobility model, see Section 3.3.1

φB V Surface potential at onset of strong inversion, φB = 2 · φF

φF V Intrinsic Fermi potential, φF = φT · ln(NA/ni)

φT V Thermal voltage, φT = kB · T/q

ψ V Electrostatic potential with respect to neutral bulk

ψ̄ V Average surface potential, ψ̄ = (ψsL
+ ψs0

)/2

ψp V Surface potential in polysilicon gate, see Fig. 2.3

ψs V Surface potential, see Fig. 2.3

ψs0
, ψsL

V Surface potential at source or drain side

ψsov V Surface potential in gate overlap region, see Fig. 2.6

ψsat V Surface potential in weak inversion, see eq. (3.13)

σdibl V−1/2 Drain-induced barrier-lowering parameter, see Section 3.2

σsf V−1/2 Static-feedback parameter, see Section 3.6.2

ω rad/s Angular frequency, ω = 2 · π · f

viii
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1 Introduction

Since its introduction in the 1960s, MOS transistor technology has been subject to a ceaseless de-

crease in transistor dimensions and resulting progress in performance. The decrease in transistor

dimensions has allowed for an exponential increase with time in the number of components per chip

and in operation speed. Furthermore, the downscaling of MOS technology has led to the on-going

integration of many different functions, both digital and analogue, on a single chip. Nowadays, the

realization of very complex and high-speed circuits in CMOS technology is the order of the day.

The growth in circuit complexity has made indispensable the use of computer-aided simulation tools

which allow the circuit designer to predict and optimize circuit behaviour before the circuit is realized

in silicon, so-called circuit simulators. Circuit simulators contain mathematical models for the quan-

titative description of the terminal behaviour of the circuit elements as a function of bias conditions,

temperature, and device geometry. The above models are often referred to as compact models, and

they are a critical link in the translation of CMOS process properties into IC performance. Evidently,

the benefit of a circuit simulator depends heavily on the accuracy of the compact models used, on the

other hand the models should be as simple as possible in order to limit circuit simulation time. Con-

tinuity, accuracy, scalability, and simulation performance are basic requirements for such a compact

MOSFET model.

Generally three different types of compact models can be distinguished: physics-based models, em-

pirical models and table look-up models. In the first type, the model equations are analytical expres-

sions which have been derived directly from device physics. In the second type, the relations are

of a curve fitting nature, and in the last type, the characteristics are reconstructed via tables of mea-

sured data. The latter two types offer little physical insight in contrast to the physics-based model,

which makes use of physical significant parameters that allow for statistical modelling and that obey

well-defined geometrical and temperature scaling rules. As a consequence, most compact MOSFET

models in existing circuit simulators are physics-based models. These models include MOS Model 9

(MM9) [1], the BSIM4 model [2] and the EKV model [3].

Within Philips, MM9 has been the compact model of choice since the early 1990s. However, with the

continuous downscaling of CMOS technologies, the demands on compact MOS models have become

more and more stringent. Modern CMOS technologies are not only suitable for digital and analogue

but also for RF applications. A compact model should thus be accurate for RF as well as for digital

and analogue design. In addition, new physical effects come into prominence with technology down-

scaling. The model should accurately describe all the important physical effects of modern and future

technologies. Unfortunately all existing models (including MM9) fail to satisfy the above demands,

and as a result, a new compact MOS model has been developed over the past years, called MOS

Model 11 (MM11) [4]-[17], the successor to MM9. The new MM11 fulfills all of the demands for

advanced compact MOS models as discussed in the following Sections.

1.1 VT-Based versus ψs-Based Models

In MOS modelling, the transition region between subthreshold and superthreshold behaviour, often

referred to as the moderate inversion region, has traditionally received little attention. As the supply

voltage is scaled down to lower values with CMOS downscaling, however, this region becomes an

increasingly larger fraction of the overall logic swing in digital circuits. Furthermore, in analogue and

RF design, MOSFETs are typically biased in this operation region around threshold. An accurate and

physical description of the moderate inversion region is thus essential.

Conventional models such as, e.g., BSIM4 and MM9 are based on the formulation of threshold volt-

age VT [1, 2, 18]. These so-called VT-based models have been developed using regional approxima-

tions which are joined together by suitable smoothing functions over the moderate inversion region,

c©Koninklijke Philips Electronics N.V. 2003 1
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Figure 1.1: VT-based models such as BSIM4 and MM9 make use of regional approxima-

tions for the drain-source channel current IDS in the subthreshold (VGS < VT)

and superthreshold region (VGS > VT) (dashed lines). These approximations

break down around threshold (i.e., VGS = VT). In order to circumvent this prob-

lem, the approximations are joined together by suitable smoothing functions

over the transition region. These mathematical smoothing functions have no

physical basis.

see Fig. 1.1. With the increasing importance of the moderate inversion region, this type of model

relies more on the mathematical smoothing functions and less on the physics-based approximations

in the subthreshold and the superthreshold region. This has led to the current trend of increasing

model complexity and an increasing number of parameters. Some newer models are not based on

VT formulations but on inversion charge Q inv formulations [3, 19, 20], so-called Q inv-based models.

These models, nevertheless, still use a more or less empirical description of the moderate inversion

region.

Over the years, in an attempt to increase the physical content, especially in the moderate inversion

region, the focus has gradually shifted from VT-based (and Q inv-based) models to charge-sheet mod-

els based on the formulation of surface potential ψs [21]-[31]. These so-called ψs-based models are

inherently single-piece and give a physics-based and accurate description in all operation regions.

Unfortunately, these models require an iterative solution of surface potential, which is generally con-

sidered to be computationally expensive. This is undesirable for circuit simulation, and as such it is

a drawback of ψs-based models. Nowadays, nevertheless, it is felt that the extra computation time is

worth the return in accuracy. New models in the public domain, still under development, such as the

HiSIM model [22]-[25] and the SP model [27]-[31] are ψs-based models.

MM11 is based on ψs formulations. In addition, MM11 makes use of a suitable explicit approxima-

tion of ψs which reduces computation time and still preserves accuracy [9].

1.2 Demands for Analogue and RF Design

Analogue and RF design typically require an accurate description of not only currents and capaci-

tances but also of the small-signal behaviour, the noise behaviour and the distortion behaviour. Espe-

2
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Figure 1.2: In a typical amplifier structure, a sinusoidal input signal VGS results in a distorted

output signal ID containing the ground harmonic (HD1) as well as undesired

higher-order harmonics (HD2, HD3,. . .) due to the non-linear dependence of ID

on VGS.

cially the latter has received little attention, and is thus a special point of interest. Another point of

interest for analogue and RF design is the drain-source symmetry of the MOS model.

Distortion Modelling: The distortion behaviour of a MOSFET in an amplifier structure is illus-

trated in Fig. 1.2. In circuits using balanced topologies, even-order harmonics can be reduced by

about 40dB. As a result, the 3rd-order harmonic forms a lower limit for the total distortion [32]. A

compact MOS model should thus accurately describe the drain current and its higher-order deriva-

tives (up to at least 3rd-order), MM11 has especially been developed for this purpose. As a result,

compared to other compact models, MM11 contains improved expressions for mobility reduction [5],

velocity saturation and various conductance effects [6, 7]. This improved model gives an accurate

description of distortion at both low and high frequencies [10], see Fig. 1.3.

(a) (b)

Figure 1.3: Measured and modelled harmonic distortion as a function of dc gate bias VGS of

a 16×10/0.35µm n-type MOSFET in 0.35µm technology at (a) low frequency

( f = 16MHz), and (b) high frequency ( f = 1GHz). (VDS = 3.3V, VSB = 0V

and Pin = −5dBm)

Drain-Source Symmetry: For applications where the MOSFET is used as a gate-controlled resis-

tor [32], the model should be symmetrical with respect to source and drain at zero drain-source bias
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Figure 1.4: The use of a non-symmetric model description with respect to drain and source

at VDS = 0, such as used in conventional models such as MM9 and BSIM4, will

result in (a) a kink in the conductance gds (i.e., ∂ IDS/∂VDS) and (b) discontinu-

ities in the higher-order derivatives at VDS = 0. In MM11, care has been taken

to preserve symmetry.

(i.e., VDS = 0) in order not to give erroneous results. In most MOS models, the expression for channel

current IDS has been derived for VDS ≥ 0, and source and drain are simply interchanged internally

when VDS < 0. In a typical MOSFET structure, however, the choice of source and drain is arbitrary,

in other words, the device is symmetric with respect to source and drain when VDS = 0. This should

be reflected in the channel current expression, i.e., the same expression multiplied by −1 should be

obtained if drain and source are interchanged.

Typical VT-based models are intrinsically asymmetrical since the threshold voltage is defined at the

source side only. This asymmetry leads to discontinuities in the higher-order derivatives of channel

current at VDS = 0, see Fig. 1.4, which is undesirable in applications where the MOSFET is used

as a gate-bias controlled resistor. Care has to be taken in the derivation of the model expressions to

preserve symmetry [6, 26], this has been done in MM11 [6, 7], see Fig. 1.4.

With respect to drain-source symmetry, it should be pointed out here that models are often mistak-

ingly classified as being source-referenced or bulk-referenced [33], where the former is supposed to

be aymmetrical and the latter symmetrical. Source-referenced models make use of VGS, VDS and

VSB as independent variables, whereas bulk-referenced models make use of VGB, VDB and VSB. It

will be clear that any bulk-referenced model can be converted to a source-referenced model by re-

placing VGB and VDB by VGS + VSB and VDS + VSB, respectively. In other words, all advantages

of a body-referenced model (such as, e.g., drain-source symmetry) can be carried over to a corre-

sponding source-referenced model or vice-versa. As a consequence, it is misleading to talk about

source-referenced and bulk-referenced models, and it makes more sense to talk about symmetrical

and asymmetrical models.

1.3 Important Physical Effects:

The electrical behaviour of realistic MOSFETs deviates considerably from the ideal MOSFET be-

haviour owing to the influence of various physical effects. These effects have to be accurately taken

into account in a compact MOS model. Traditionally, most models incorporate physical effects such

as mobility reduction, bias-dependent series resistances, velocity saturation, drain-induced barrier

lowering, static feedback, channel length modulation, self-heating and impact ionization. As modern

4
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Figure 1.5: Basic structure of an n-type MOSFET, where all the most important electrical

quantities are indicated: the nodal currents (ID, IS, IG and IB), the channel

current (IDS) and various charge densities (Q inv, Qb and Qg).

CMOS process technology scales down to sub-100nm dimensions, however, certain physical effects,

which did not affect circuit design before, become important. With the downscaling of gate ox-

ide thickness, the gate poly-depletion effect becomes increasingly important. In addition, the gate

tunnelling current is no longer negligible, and quantum-mechanical quantisation effects become im-

portant. Furthermore, the use of pocket implants in order to reduce short-channel effects does affect

the electrical behaviour of MOSFETs. For short-channel devices, the input capacitance is dominated

by the overlap capacitances, which are bias-dependent. All of the above effects should be taken into

account in an advanced compact model, they have been implemented in MM11 [12, 13, 14].

1.4 Outline of Report

In a MOS transistor, we can distinguish three regions: i) the intrinsic channel region, ii) the gate/source

and gate/drain overlap regions, and iii) the drain/bulk and source/bulk junction regions. It should be

pointed out that MM11 only provides a model for the intrinsic channel region and the (gate/source

and gate/drain) overlap regions. Junction charges, junction leakage currents and interconnect capac-

itances are not included. They are covered by separate models, which are not treated in this report.

This report aims at giving a comprehensive physical derivation of the model equations used in MOS

Model 11, Level 1101 [17]. These equations make use of electrical or miniset parameters, which are

valid for a device with a specific geometry and a specific temperature. Since most of these parameters

scale with geometry and with temperature, the process as a whole is characterised by an enlarged set

of scaling parameters, the maxiset. These scaling parameters can be linked to the electrical parame-

ters by physics-based geometrical and temperature scaling rules. In theory, these scaling rules can be

based on physical relations. In practice, however, it is found that the use of semi-empirical scaling

rules result in a more accurate and robust description. As a result, in this report, we will only focus on

the derivation of the model equations based on miniset parameters. The geometrical and temperature

scaling is left out of consideration here.

The MM11 equations give a description of all transistor-action related quantities: nodal currents,
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nodal charges and noise-power spectral densities. Before relations can be derived for these quantities,

we need to derive expressions for surface potential and important electrical quantities such as charge

densities, see Fig. 1.5. This is done in Chapter 2. Next, we focus our attention on the steady-state

(or dc) behaviour of MOSFETs. For ideal MOSFET operation, both bulk current and gate current are

considered zero, and as a result, the drain-source channel current determines the MOSFET behaviour,

see Fig. 1.5. The channel current and all the phenomena that affect it, are discussed in Chapter 3. For

realistic devices, however, the bulk and gate current are not zero, and the modelling of these currents

is treated in Chapter 4 and 5, respectively. In Chapter 6, we turn our attention towards the dynamic

behaviour of MOSFETs, which is described in terms of quasi-static nodal charges. Finally, we derive

the expressions for the noise-power spectral densities in Chapter 7.

The treatment of MOS device physics in this report is rather concise in some parts, the interested

reader is therefore referred to [34]-[36] for a more in-depth discussion. Furthermore, it will be clear

that outlining the physical background of MM11 asks for numerous derivations. In order to keep the

report readable, the more elaborate derivations are given in separate Appendices.

6
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2 MOSFET Basics

As the name Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) suggests, the MOS tran-

sistor consists of a semiconductor substrate on which a thin layer of insulating oxide (SiO2) of thick-

ness tox is grown. A conducting layer (metal or heavily doped silicided polysilicon) called the gate

electrode is deposited on top of the oxide. The basic structure of an n-type MOSFET1 is shown in

Fig. 2.1. The p-type doped silicon region, commonly referred to as the bulk or substrate, is contacted

via the bulk contact. Two heavily n-type doped regions of depth X j, called the source and the drain,

are formed in the substrate on either side of the gate. The gate overlaps slightly with the source and

drain regions. The region between the source and drain junctions is called the channel region, which

has a length L (in the x-direction) and a width W (in the z-direction). Due to the manufacturing toler-

ances the mask length/width differs slightly from the final gate polysilicon length/width, furthermore

the lateral under diffusion of the source and drain junctions also has its effect on the actual channel

length/width. As a result, both L and W may differ from the actual mask dimensions, Lmask and

Wmask, and the gate overlaps both the source and drain extensions, the so-called overlap regions.

Q
�

WR[

:
/PDVN

] 6L2�

Q
�

/
\

[

S�W\SH�6XEVWUDWH���1$��

6RXUFH 'UDLQ

*DWH

96

9*

9'

9%

;M

Figure 2.1: The basic structure of an n-type MOS transistor.

When a voltage VGB is applied between the gate and the bulk, the band structure near the Si-SiO2

interface is changed. For the moment, we assume source and drain are grounded (VSB = VDB = 0), in

this case three different situations can be distinguished (in the channel region): accumulation, deple-

tion or weak inversion and strong inversion, as is shown in Fig.2.2. Note that the gate overlap regions

behave differently than the channel region.

For negative or very low gate voltage values, holes are attracted to the surface and a thin layer with

a positive charge, a so-called accumulation layer, is formed. With increasing gate voltage, the band

bending becomes less, until at a distinct gate voltage value no band bending occurs. This is called the

flat-band voltage VFB.

Beyond this point, the band bending is opposite to the accumulation condition, a negative charge is

being built up. In effect, the positive voltage at the gate will repel the holes from the silicon surface

1With the appropriate change of signs for charge and potential, the following also holds for p-type devices which are

fabricated with an n-type doped substrate or a p-type doped substrate with an implanted n-well.
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Figure 2.2: The charge distribution and the corresponding energy-band diagram along the

indicated dashed line (in y-direction) in an n-MOSFET for the three operation

conditions: accumulation, depletion or weak inversion and strong inversion.

and thus expose the negatively charged (immobile) acceptor ions. This charge is called the depletion

charge. Since holes are depleted at the surface, it is referred to as the depletion condition.

When VGB is increased still more, the downward band bending becomes stronger. In fact, the band

bending may cause the midgap energy Ei to cross over the constant Fermi level EF, see Fig. 2.2. In this

case, the surface behaves like an n-type material as opposed to the original p-type material, hence the

name inversion region. A conducting layer with a negative (mobile) charge Q inv, a so-called inver-

sion layer, is formed. This layer shields the underlying silicon from the gate potential, and as a result

the band bending does not extend deeper into the silicon after the (strong) inversion layer has been

formed.

The inversion charge can be contacted via the source and drain region, and a current, the so-called

channel current, will flow through the inverted area when a potential difference VDS is applied be-

tween drain and source. Since the inversion charge depends heavily on the gate potential, the gate can

be used to control the current through the channel.

In this chapter the so-called surface potential, on which MM11 is based, will be introduced and

treated in depth, and expressions based on surface potential formulations will be derived for the

charge densities and other important quantities such as electric fields. Since MM11 not only takes into

8
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Figure 2.3: (a) The energy-band diagram (in transversal direction) of an n-MOSFET for

VGB > VFB, where ψs is the surface potential, ψp is the potential drop in the

gate due to the poly-depletion effect, V is the quasi-Fermi potential and φF is

the intrinsic Fermi-potential (φB = 2·φF). (b) The surface potential as a function

of gate bias for different values of quasi-Fermi potential V (as calculated from

(2.7) with mS = 1).

account the intrinsic MOS region (where the channel is formed) but also the extrinsic MOS regions

(i.e., the gate-source and the gate-drain overlap regions), this Chapter is split up in two Sections. First

the surface potential and the charge densities in the intrinsic region are treated in Section 2.1, and next

the same is done for the extrinsic regions in Section 2.2.

2.1 Intrinsic Region

In this Section we will discuss the formulation of surface potential in a typical MOS structure (Sec-

tion 2.1.1), followed by a description of the various important charge densities and electric fields

(Section 2.1.2).

2.1.1 Surface Potential

In order to be able to calculate electrical quantities such as currents, charges and noise, we first start

off with the definition of surface potential. The surface potential ψs is defined as the electrostatic

potential at the gate oxide/substrate interface with respect to the neutral bulk (due to band bending,

see Fig. 2.3 (a)). For the moment, it is assumed that the gate is ideal and no depletion occurs in the

polysilicon (i.e., ψp = 0 in Fig. 2.3 (a)). In this case, the surface potential ψs can be calculated using

the following derivation.

In the p-type substrate, a space charge ρ(x, y) is present [35]:

ρ(x, y) = q · [p(x, y) − n(x, y)− NA] (2.1)
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where NA is the net acceptor doping concentration. The electron and hole density, n and p, are given

by Maxwell-Boltzmann statistics:

n(x, y) ≈ NA · exp
(

ψ(x,y)−V(x)−2·φF

φT

)

p(x, y) ≈ NA · exp
(

−ψ(x,y)

φT

)

(2.2)

where ψ is the electrostatic potential with respect to the neutral bulk and φT (= kB ·T/q) is the thermal

voltage. The intrinsic Fermi potential φF (as shown in Fig. 2.3 (a)) is defined by φT · ln(NA/ni), and

V (x) denotes the electron quasi-Fermi potential, which ranges from VSB at the source side (x = 0) to

VDB at the drain side (x = L). The Poisson equation for the electrostatic potential ψ is written as:

∇2ψ = −ρ(x, y)

ǫSi

(2.3)

In order to obtain an approximate analytical solution of (2.3), usually the assumption is made that

∂2ψ/∂x2 ≪ ∂2ψ/∂y2. This is called the gradual channel approximation, which is valid for long-

channel devices. The Poisson equation can now be rewritten as:

∂2ψ

∂y2
≈ q · NA

ǫSi

·
[

1 − exp

(

− ψ

φT

)

+ exp

(

ψ − V − φB

φT

)]

(2.4)

where φB = 2 · φF. As boundary conditions both ψ and ∂ψ/∂y are taken to be equal to zero deep

in the neutral bulk. Using ∂2ψ/∂y2 = 1/2 · ∂(∂ψ/∂y)2/∂y, the total charge Qs per unit area in the

semiconductor can be obtained from Gauss’ law:

Qs = ǫSi · ∂ψ

∂y

∣

∣

∣

y=0

= ±k0 · Cox ·
√

ψs + φT ·
[

exp
(

−ψs

φT

)

− 1
]

+ φT · exp
(

− V+φB

mS·φT

)

·
[

exp
(

ψs

mS·φT

)

− 1
]

(2.5)

where Cox is the gate oxide capacitance per unit area given by ǫox/tox, and k0 is the body factor given

by
√

2 · q · ǫSi · NA/Cox. In the above equation, a new parameter mS has been introduced in order to

take into account short-channel effects as will be discussed in Section 3.2. For the time being, mS is

taken to be its theoretical value of 1. The charge density Qs is negative for VGB > VFB (i.e., inversion)

and positive for VGB < VFB (i.e., accumulation).

Applying Gauss’ theorem at the oxide interface, the above charge can also be related to the applied

gate bias:

Qs = −Cox ·
(

V ∗
GB − ψs

)

(2.6)

where the effective gate-bulk bias V ∗
GB is given by VGB − VFB. Equating (2.5) and (2.6), an implicit

relation for ψs(VGB, V ) is found:

(

V ∗
GB − ψs

k0

)2

= ψs +φT ·
[

exp

(

−ψs

φT

)

− 1

]

+φT · exp

(

−V + φB

mS · φT

)

·
[

exp

(

ψs

mS · φT

)

− 1

]

(2.7)

The surface potential ψs cannot be solved analytically from the above relation, and thus it has to be

solved iteratively. In Fig. 2.3 (b), the surface potential ψs is given as a function of applied gate bias

for different values of quasi-Fermi potential V . Three distinct regions of operation can be observed,

the accumulation region (i.e., ψs < 0 and V ∗
GB < 0), the weak-inversion or depletion region (i.e.,

0 < ψs < φB + V and 0 < V ∗
GB < φB + V + k0 ·

√
φB + V ) and the strong-inversion region (i.e.,

ψs > φB + V and V ∗
GB > φB + V + k0 ·

√
φB + V ).

10
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Figure 2.4: (a) The surface potential ψs (as given by (2.10)) and (b) the total charge density

Qs (as given by (2.8)) as a function of gate bias V ∗
GB for an ideal gate, i.e.,

NP → ∞ (solid line), and for a polysilicon gate with NP = 5 × 1025m−3

(dashed line). (n-MOS, V = 0, NA = 2 × 1023m−3, tox = 3.2nm and mS = 1)

Poly-Depletion Effect: In practice, the polysilicon gate is not an ideal conductor. The use of a

polysilicon gate in modern technologies results in an unwanted effect, the so-called poly-depletion

effect [37, 38]. For high values of normal electric field, a depletion layer is not only formed in

the silicon substrate but in the polysilicon gate as well, resulting in a potential drop ψp across the

polysilicon depletion layer (i.e., the electrostatic potential at the gate/gate-oxide interface with respect

to the neutral gate, see Fig. 2.3 (a)). As a consequence, the above-derived relations become inaccurate.

The poly-depletion effect particularly affects the MOS C-V -characteristics [38], and has to be taken

into account. According to Appendix B.1, the total charge density Qs becomes:

Qs = −Cox ·
(

V ∗
GB − ψs − ψp

)

(2.8)

where the potential ψp is given by:

ψp =











0 for: V ∗
GB ≤ 0

(
√

V ∗
GB − ψs + kP

2
/

4 − kP

/

2
)2

for: V ∗
GB > 0

(2.9)

where kp is the gate body factor given by
√

2 · q · ǫSi · NP/Cox and NP is the net donor doping con-

centration in the polysilicon gate. Including poly-depletion, the implicit relation for surface poten-

tial (2.7) can be rewritten as:

(

V ∗
GB − ψs − ψp

k0

)2

= ψs + φT ·
[

exp

(

−ψs

φT

)

− 1

]

(2.10)

+ φT · exp

(

−V + φB

mS · φT

)

·
[

exp

(

ψs

mS · φT

)

− 1

]

The influence of poly-depletion can be seen in Fig. 2.4, where the surface potential ψs and the total

charge density Qs are shown for an ideal metal gate (i.e., NP → ∞ and consequently ψp = 0) and

c©Koninklijke Philips Electronics N.V. 2003 11



2003/00239— April 2003 Physical Background of MOS Model 11, Level 1101 Unclassified Report

for a typical poly-silicon gate. It is clear that, although it hardly influences the surface potential,

poly-depletion reduces the charge density in the strong inversion region and, as a result, it will affect

the currents and the capacitances in the MOSFET.

The implicit relation (2.10) for surface potential can only be solved iteratively, which is generally

considered to be computationally expensive. This is undesirable for VLSI circuit simulation, and as

such it is a drawback of ψs-based models. Nevertheless, these days it is felt that the extra computation

time is worth the return in accuracy. Moreover, it is possible to reduce the computation time by using

a suitable approximation of ψs [9, 29]. In MM11, an approximate explicit solution of surface potential

is used, see Appendix C, resulting in no increase of computation time as compared to MM9.

Quantum-Mechanical Effects: For modern CMOS technologies, the use of a thinner gate oxide

tox and higher channel doping NA leads to very high normal electric fields at the Si-SiO2 interface.

As a result, quantum-mechanical effects start to play a role [39, 40], and the above calculation of

surface potential no longer holds [37, 41, 42]. Consequently, the above-derived relation (2.10) is

no longer accurate and a modified relation has to be used, see Appendix D. Generally speaking,

quantum-mechanical effects result in an effective increase in intrinsic Fermi potential φF and in an

effective (bias-dependent) increase in oxide thickness. Since the former can be taken into account by

adjusting certain model parameters (such as φB), only the latter effect is taken into account in MM11.

See Appendix D for a more in-depth discussion of quantum-mechanical effects.

2.1.2 Charge Densities

In general, electrical quantities such as currents, charges and noise can be written in terms of the

surface potential at the source side ψs0
(x = 0) and at the drain side ψsL

(x = L), which can both

be calculated from (2.10) using V = VSB and V = VDB, respectively. In order to calculate electrical

quantities, a distinction has to be made between the mobile electron charge supplied by the source

and drain, i.e., the inversion layer charge density Q inv, and the immobile charge modulated by the

bulk, i.e., the bulk charge density Qb. In order to calculate Q inv we need to integrate the electron

density n along the y-direction. Unfortunately this does not result in an analytical expression, and

an approximation is thus needed, see Appendix E. Since the inversion layer in general is much less

thick than the depletion layer, it can be assumed that its thickness can be neglected. This concept is

commonly referred to as the charge sheet approximation [44]. Under this assumption, no potential is

dropped across the inversion layer and, according to (E.5), Qb can simply be written as:

|Qb| = Cox · k0 ·
√

ψs + φT ·
[

exp

(

−ψs

φT

)

− 1

]

(2.11)

In the accumulation region (V ∗
GB < 0), Qb is positive and equal to the accumulation charge density,

and in the inversion region (V ∗
GB > 0), it is negative and equal to the depletion charge density. The

inversion layer charge density Q inv becomes:

Q inv = Qs − Qb = −Cox ·
(

V ∗
GB − ψs − ψp

)

− Qb (2.12)

Since the inversion layer charge is negligible in the accumulation region and the influence of holes is

marginal in the inversion region, Q inv can be approximated by:

Q inv =







0 for: V ∗
GB ≤ 0

−Cox ·
[

V ∗
GB − ψs − ψp − k0 ·

√
ψs +1acc

]

for: V ∗
GB > 0

(2.13)
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Figure 2.5: The inversion-layer charge density Q inv, the bulk charge density Qb and the gate

charge density Qg plotted as a function of gate bias V ∗
GB on a (a) linear and (b)

logarithmic scale. (n-MOS, V = 0 , NA = 2 × 1023m−3, tox = 3.2nm and

mS = 1)

where 1acc is a simple function of V ∗
GB, which approximates the influence of holes in the inversion

region, see Appendix C:

1acc = φT ·
[

exp

(

−Acc · V ∗
GB

φT

)

− 1

]

(2.14)

Here, Acc is defined as:

Acc = ∂ψs

∂VGB

∣

∣

∣

∣

V ∗
GB=0

= 1

1 + k0

/√
2 · φT

(2.15)

Using (2.5) and the above approximation 1acc, we can also write for Q inv (for V ∗
GB > 0):

Q inv = −k0 · Cox ·
[

√

ψs +1acc + φT · e
− V +φB

mS ·φT ·
[

e
ψs

mS ·φT − 1
]

−
√

ψs +1acc

]

(2.16)

The gate charge density Qg is simply given by −Q inv − Qb:

Qg = Cox ·
(

V ∗
GB − ψs − ψp

)

=















Cox ·
(

V ∗
GB − ψs

)

for: V ∗
GB ≤ 0

Cox ·
[

2·(V ∗
GB−ψs)

1+
√

1+4/kP
2·(V ∗

GB−ψs)

]

for: V ∗
GB > 0

(2.17)

The charge densities Q inv, Qb and Qg are shown in Fig. 2.5 as a function of gate bias V ∗
GB. In accumu-

lation, the accumulation layer and consequently both |Qg| and |Qb| as well increase approximately

linearly with V ∗
GB. In weak inversion, the depletion layer increases only weakly with V ∗

GB, and as a

result both Qg and Qb are only weakly dependent on V ∗
GB. On the other hand, Q inv is very small, but

increases exponentially with V ∗
GB. Finally, in strong inversion, the depletion layer is shielded off from

the gate by the inversion layer, and consequently Qb is approximately independent of V ∗
GB, whereas

c©Koninklijke Philips Electronics N.V. 2003 13
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|Q inv| increases almost linearly with V ∗
GB.

Care has to be taken to preserve drain-source symmetry in the model expressions [6, 26], see Sec-

tion 1.2. In order to preserve symmetry, the linearisation of quantities such as currents and charges

should be done with respect to the average surface potential ψ̄ instead of the source or drain poten-

tial [6, 7, 30]. The average surface potential ψ̄ is defined as:

ψ̄ = ψsL
+ ψs0

2
(2.18)

In addition, we can define the surface potential difference 1ψ :

1ψ = ψsL
− ψs0

(2.19)

A first-order Taylor polynomial of (2.13) around ψs = ψ̄ results in (for V ∗
GB > 0):

Q inv ≈ Q̄ inv − Cinv ·
(

ψs − ψ̄
)

(2.20)

where the average inversion-layer charge density Q̄ inv is given by:

Q̄ inv = Q inv

(

ψs = ψ̄
)

= −Cox ·





2 ·
(

V ∗
GB − ψ̄

)

1 +
√

1 + 4/kP
2 ·
(

V ∗
GB − ψ̄

)

− k0 ·
√

ψ̄ +1acc



 (2.21)

and

Cinv = − ∂Q inv

∂ψs

∣

∣

∣

∣

ψs=ψ̄
= −Cox ·





1
√

1 + 4/kP
2 ·
(

V ∗
GB − ψ̄

)

+ k0

2 ·
√

ψ̄ +1acc



 (2.22)

In addition, we can define the inversion-layer charge difference 1Q inv:

1Q inv = QsL
− Qs0

= −Cinv ·1ψ (2.23)

The gate charge density Qg can be approximated in a similar way, taking a first-order Taylor polyno-

mial of (2.17) around ψs = ψ̄ :

Qg ≈ Q̄g − Cg ·
(

ψs − ψ̄
)

(2.24)

where:

Q̄g = Qg

(

ψs = ψ̄
)

=















Cox ·
(

V ∗
GB − ψ̄

)

for: V ∗
GB ≤ 0

Cox ·
[

2·(V ∗
GB−ψ̄)

1+
√

1+4/kP
2·(V ∗

GB−ψ̄)

]

for: V ∗
GB > 0

(2.25)

and

Cg = − ∂Qg

∂ψs

∣

∣

∣

∣

ψs=ψ̄
=















Cox for: V ∗
GB ≤ 0

Cox ·
[

1√
1+4/kP

2·(V ∗
GB−ψ̄)

]

for: V ∗
GB > 0

(2.26)

14
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The bulk charge density Qb is now simply given by:

Qb = −Qg − Q inv ≈ Q̄b − Cb ·
(

ψs − ψ̄
)

(2.27)

where:

Q̄b = Qb

(

ψs = ψ̄
)

= −Q̄g − Q̄ inv (2.28)

and

Cb = − ∂Qb

∂ψs

∣

∣

∣

∣

ψs=ψ̄
= −Cg − Cinv (2.29)

In addition to the above charge densities, we will define here some other important quantities such as

the transversal electric field in the gate oxide Eox:

Eox = Qg

ǫox

(2.30)

and the transversal electric field at the Si/SiO2-interface ESi:

ESi = Qg

ǫSi

(2.31)

which are important in the calculation of gate current.

From a physical point of view, it makes sense to use charge densities and electrical fields in the deriva-

tion of expressions. In the MM11 equations [17], however, for convenience’s sake most variables are

written in terms of voltages. The above-mentioned quantities can be translated into MM11 (auxiliary)

variables. The average surface potential ψ̄ in (2.18) is equal to ψ̄inv in MM11. The inversion layer

charge density Q inv in (2.13) corresponds to the effective gate drive VGT
in MM11:

VGT
= − Q inv

Cox

(2.32)

and equivalently:

V̄GT
= − Q̄ inv

Cox

(2.33)

The average gate charge density Q̄g in (2.25) translates into Vox in MM11:

Vox = Q̄g

Cox

(2.34)

And finally, the quantities Cinv and Cg are translated into ξ and ξox, respectively:

ξ = −φT · Cinv

Cox

(2.35)

ξox = φT · Cg

Cox

(2.36)

c©Koninklijke Philips Electronics N.V. 2003 15
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Figure 2.6: (a) The gate/source or gate/drain overlap region in an n-MOSFET can be ap-

proximately treated as an n+-gate/oxide/n+-bulk MOS capacitance where the

source or drain, respectively, acts as a bulk. (b) The corresponding energy-band

diagram (in transversal direction) of the gate overlap region for VGX > VFBov,

where ψsov is the surface potential and ψpov is the potential drop in the gate due

to the poly-depletion effect.

2.2 Extrinsic Region

In this Section, we will discuss the formulation of surface potential in the gate/source and gate/drain

overlap regions (Section 2.2.1), followed by a description of the charge densities and other important

quantities (Section 2.2.2). In the following general derivation, we denote the source or drain terminal

by X . In order to keep the derivations manageable, the gate overlap region is treated as an n+-

gate/oxide/n+-bulk MOS capacitance where the source or drain acts as a bulk, see Fig. 2.6. Although

the impurity doping concentration in the n+-source/drain extension region is non-uniform in both

lateral and transversal direction, it is assumed that an effective constant donor doping concentration

NOV can be defined for this structure, resulting in an effective flat-band voltage VFBov and body factor

kov (=
√

2 · q · ǫSi · NOV/Cox). Since the source/drain extension is highly n-type doped, VFBov ≈ 0

and kov ≫ k0.

For VGX > VFBov, a negatively charged accumulation layer is formed in the overlapped n+-extension

and a positively charged depletion layer is formed in the overlapping gate, whereas, for VGS < VFBov, a

positively charged depletion layer is formed in the overlapped n+-extension and a negatively charged

accumulation layer is formed in the overlapping gate.

2.2.1 Surface Potential

According to Appendix B.2, assuming that only accumulation and depletion occur in the overlapped

n+-region2, the implicit expression for the surface potential ψsov in the source region is given by:

(

VGX − VFBov − ψpov − ψsov

kov

)2

= −ψsov + φT ·
[

exp

(

ψsov

φT

)

− 1

]

(2.37)

2Since the source/drain extension has a very high doping concentration, an inversion layer in the overlap region will

only be formed at very negative gate bias values VGX. This effect has been neglected, see Appendix B.2.

16
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Figure 2.7: (a) The surface potential ψsov (as given by (2.37)) and (b) the total charge density

Qov (as given by (2.38)) as a function of gate bias VGX − VFBov for an ideal gate,

i.e., NP → ∞ (solid line), and for a polysilicon gate with NP = 5 × 1025m−3

(dashed line). (n-MOS, V = 0, NOV = 1 × 1025m−3, tox = 3.2nm and mS = 1)

where the potential drop in the polysilicon gate material due to the poly-depletion effect ψpov is given

by:

ψpov =















0 for: VGX ≤ VFBov

(

√

VGX − VFBov − ψsov + kP
2/4 − kP/2

)2

for: VGX > VFBov

The surface potential in the overlap region ψsov is plotted as a function of gate bias in Fig. 2.7 (a).

It is clear that, as is the case in the intrinsic region (see 2.4 (a)), poly-depletion hardly affects ψsov .

Again the surface potential ψsov can be explicitly approximated along the same lines as described in

Appendix C.

2.2.2 Charge Densities

The gate overlap regions may contribute significantly to the total gate current, the gate-induced drain

leakage, and the total gate capacitance. In order to be able to calculate these electrical quantities, we

need an expression for the charge density in the overlapped source/drain extension Qov, given by (see

Appendix B.2):

Qov = −Cox ·
(

VGX − VFBov − ψpov − ψsov

)

(2.38)

=















−Cox ·
(

VGX − VFBov − ψsov

)

for: VGX ≤ VFBov

−Cox ·
[

2·(VGX−VFBov−ψsov)
1+

√
1+4/kP

2·(VGX−VFBov−ψsov)

]

for: VGX > VFBov

and for the voltage across the oxide Vov (from gate to source/drain), simply given by:

Vov = −Qov/Cox (2.39)

c©Koninklijke Philips Electronics N.V. 2003 17
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Note that Vov given above corrsponds to the same variable used in MM11.

The charge density Qov can be seen as a function of gate bias in Fig. 2.7 (b). It is clear that, although it

hardly influences the surface potential, poly-depletion reduces the charge density in the accumulation

region and as a result it will affect the overlap capacitance in the MOSFET.

18
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3 Channel Current Modelling

In this Chapter, a general expression for the channel current IDS based on surface-potential formu-

lations will be developed. Starting with an expression for the ideal drain current in Section 3.1,

the attention will be subsequently focussed on the subthreshold region (subthreshold slope and drain-

induced barrier lowering) and on the modelling of physical effects such as mobility reduction, velocity

saturation, series resistance, and conductance effects (channel length modulation, static feedback and

self-heating) in Sections 3.2 through 3.6. Finally, the impact of pocket implants on channel current

will be briefly discussed in Section 3.7.

3.1 Ideal Channel Current

For the calculation of the current that flows from drain to source, the so-called channel current IDS,

it is assumed that the hole current as well as recombination/generation can be neglected. In the ideal

case, it is furthermore assumed that there is a current flow in the x-direction only. In other words, the

bulk current IB and gate current IG are zero. The channel current can simply be written as [43, 44],

see Appendix E.1:

IDS = −µ · W · Q inv · dV

dx
(3.1)

where µ is the carrier mobility. Based on the charge sheet approximation, making some further

assumptions (see Appendix E.1) the channel current can be approximated by [44, 45, 46]:

IDS = Idrift + Idiff (3.2)

where Idrift and Idiff denote a drift and a diffusion current, respectively:

Idrift = −µ · W · Q inv · ∂ψs

∂x
(3.3)

Idiff = µ · W · φT · ∂Q inv

∂x
(3.4)

From the above equations it is clear that ∂V/∂ψs can be written as:

∂V

∂ψs

= 1 − φT

Q inv

· ∂Q inv

∂ψs

= Q∗
inv

Q inv

(3.5)

where the variable Q∗
inv is defined as:

Q∗
inv = Q inv − φT · ∂Q inv

∂ψs

= Q inv + φT · Cinv = Q̄∗
inv − Cinv · (ψs − ψ̄) (3.6)

Here, Q̄∗
inv corresponds to V̄ ∗

GT
in the MM11 expressions (V̄ ∗

GT
= −Q̄∗

inv/Cox), and it is simply given

by:

Q̄∗
inv = Q̄ inv + φT · Cinv (3.7)

Since the mobile charge density Q inv is only non-zero in the inversion region, we will concentrate on

the condition V ∗
GB > 0 for the calculation of IDS. Considering that IDS is constant along the channel

c©Koninklijke Philips Electronics N.V. 2003 19
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Figure 3.1: (a) The calculated surface potential at the source (ψs0
) and the drain (ψsL

) side,

and (b) the corresponding channel current IDS (= Idrift + Idiff) as a function

of effective gate bias V ∗
GB. (n-MOS, β = 140µA/V2, NA = 2 × 1023m−3,

NP → ∞, tox = 3.2nm, VDB = 1V and VSB = 0V)

(i.e., ∂ IDS/∂x = 0), and integrating (3.1) from the source end of the channel (x = 0) to the drain end

(x = L), using (3.5), we can calculate the channel current:

IDS = −W

L
·
∫ ψsL

ψs0

µ · Q∗
inv · dψs (3.8)

Assuming for the moment that the mobility µ is constant along the channel (i.e., µ = µ0), the above

integral can be solved, resulting in:

IDS = −µ0 · W

L
· Q̄∗

inv ·1ψ = −β · Q̄∗
inv

Cox

·1ψ (3.9)

where β is the so-called gain factor given by µ0 · Cox · W/L . Using (3.7), we can again make a

distinction between a drift component:

Idrift = −β · Q̄ inv

Cox

·1ψ (3.10)

and a diffusion component:

Idiff = −β · φT · Cinv

Cox

·1ψ = β · φT · 1Q inv

Cox

(3.11)

The channel current and its components have been plotted as a function of gate bias in Fig. 3.1. At low

gate bias, both source and drain are in weak inversion. In this bias region, the so-called subthreshold

region, the channel current is mainly due to diffusion. On the other hand, at high gate bias, the source

is in strong inversion, and the drift component is dominant. This bias region is commonly referred

to as the superthreshold region. In the transition region between subthreshold and superthreshold

both drift and diffusion are of importance, this region is often referred to as the moderate inversion

region [34].

The channel current and its components have been plotted as a function of drain bias in Fig. 3.2.

20
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Figure 3.2: (a) The calculated surface potential at the source (ψs0
) and the drain (ψsL

) side

as a function of effective gate bias V ∗
GB for various values of drain-source bias

VDS, and (b) the corresponding channel current IDS (= Idrift + Idiff) as a function

of drain-source bias VDS. (n-MOS, β = 140µA/V2, NA = 2 × 1023m−3,

tox = 3.2nm, V ∗
GB = 2V and VSB = 0V)

Here the MOSFET is biased in the superthreshold region, and consequently the source is in strong

inversion. At low drain-source bias VDS, the drain is in strong inversion as well. As a result, 1ψ

is approximately equal to VDS and the channel current IDS increases almost linearly with VDS. In

this case, the MOSFET acts as a (gate-bias dependent) resistor between drain and source, and as a

consequence, this bias region is referred to as the ohmic or linear region. At high VDS, the drain is in

weak inversion. The surface potential at the drain ψsL
is pinned to a value independent of VDS, and as

a consequence, IDS becomes independent of VDS as well. In other words IDS saturates for VDS above

a certain saturation voltage VDSsat∞ , hence the name saturation region for this bias region. Saturation

occurs when the channel at the drain side is pinched off, i.e., the inversion-layer charge density at

the drain Q invL approaches zero3. In the superthreshold region, the saturation voltage VDSsat∞ can be

calculated by approximating ψsL
by φB + VSB + VDSsat∞ at the onset of saturation. As mentioned

above, in the saturation region ψsL
is pinched at its weak-inversion value ψsat, see Appendix C, and

as a result we can simply write:

VDSsat∞ = ψsat − φB − VSB (3.12)

where ψsat is given by (C.10), repeated here for completeness’ sake:

ψsat =





√

PD ·
(

V ∗
GB +1acc

)

+ k0
2/4 − k0/2

PD





2

−1acc (3.13)

where PD = 1 + (k0/kP)
2. Note that ψsat is independent of VDS.

The description of channel current IDS derived in this Section is only valid for an ideal long-channel

MOS transistor. In order to get an accurate description for practical devices, several physical effects

have to be taken into account: short-channel effects in subthreshold such as drain-induced barrier

3In reality, however, as QinvL
approaches zero, the lateral electric field −∂ψs/∂x increases to very high values resulting

in a breakdown of the gradual channel approximation and the occurrence of velocity saturation, see Section 3.3.2
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Figure 3.3: Measured (symbols) and modelled (lines) harmonic distortion in drain current

ID (see Fig. 1.2) for a sinusoidal input signal (vin = v̂ · sin(2 · π · f ) with

f = 1kHz) applied to (a) gate terminal (v̂ = 50mV) as a function of dc gate

bias VGS (n-MOS, W/L = 10µm/1µm, VDS = 0.1V and VSB = 0.0V) and

(b) drain terminal (v̂ = 0.5V) as a function of dc drain bias VDS (n-MOS,

W/L = 10µm/1µm, VGS = 2.5V and VSB = 0.0V). The modelled results are

obtained with MM11. The various physical effects that determine the distortion

behaviour in different regions of operation are indicated.

lowering (DIBL), mobility effects such as mobility reduction and velocity saturation, the influence

of series-resistance and conductance effects, such as channel length modulation, static feedback and

self-heating. In MOS Model 11, special attention has been paid to the implementation of the above

effects so that an accurate description of distortion behaviour is obtained, see Fig. 3.34. In addition,

the implementation requires special attention with regard to drain-source symmetry as well. In the

following Sections, the above-mentioned physical effects will be discussed.

3.2 Subthreshold Current

The diffusion current Idiff, given by (3.11), is dominant in the subthreshold region, where both ψs0

and ψsL
are approximately equal to ψsat, see Fig. 3.1. This implies that even a very small error in the

values of ψs0
and ψsL

will result in a large relative error in the difference 1ψ on which (3.11) relies.

The above difficulty can be circumvented by rewriting Q inv in (2.16) to:

Q inv =
−k0 · Cox · φT · exp

(

− V+φB

mS·φT

)

·
[

exp
(

ψs

mS·φT

)

− 1
]

√

ψs +1acc + φT · exp
(

− V+φB

mS·φT

)

·
[

exp
(

ψs

mS·φT

)

− 1
]

+
√
ψs +1acc

(3.14)

which corresponds to variable Vinv in the MM11 expressions (Vinv = −Q inv/Cox). The diffusion

component Idiff can now simply be written as:

Idiff = β · φT · Q invL
− Q inv0

Cox

(3.15)

4The phenomenon of impact ionisation will be treated in Section 4.1.
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so that simply assuming both ψs0
and ψsL

are equal to ψsat in the subthreshold region leads to accurate

results. An approximate expression of the subthreshold current reads:

IDS ≈ β · φT
2 · k0

2 ·
√
ψsat +1acc

· exp

(

ψsat − VSB + φB

mS · φT

)

·
[

1 − exp

(

− VDS

mS · φT

)]

(3.16)

which clearly shows that IDS has an exponential dependence on ψsat and consequently on VGB, and

that the influence of drain bias VDS is only noticeable at very low values of VDS. A value Vlimit above

which the subthreshold IDS hardly changes with VDS can be defined, the saturation voltage. Its choice

is a bit arbitrary but Vlimit has been chosen to be equal to 4 · φT.

In short-channel devices, the gradual channel approximation no longer holds, i.e., ∂2ψ/∂x2 is no

longer negligible w.r.t. ∂2ψ/∂y2. As a result the subthreshold behaviour starts to deviate from the

ideal long-channel behaviour, this is ascribed to so-called short-channel effects. These effects result

in an increase in the so-called subthreshold swing and an increase in the channel current IDS with

VDS, which cannot be explained by the long-channel expression (3.16). The latter effect is commonly

referred to as the drain-induced barrier lowering (DIBL) effect.

Subthreshold Swing: An important measure in subthreshold is the subthreshold swing Sswing, de-

fined as the change in gate bias VGB required to reduce the subthreshold IDS by one decade [36]:

Sswing = ∂VGB

∂ log (IDS)
≈ ln(10) · IDS

gm

(3.17)

The subthreshold swing gives a measure for how much one can decrease IDS by decreasing the gate

bias. Using (3.16) and assuming the change in 1/
√
ψsat +1acc with VGB is negligible with respect to

the exponential dependence of IDS on VGB, we can write for Sswing:

Sswing = ln(10) · φT · mS · ∂VGB

∂ψsat

(3.18)

In the ideal case, mS = 1 and the subthreshold swing is determined by ∂ψsat/∂VGB, see Fig. 3.4.

As can be seen, the subthreshold swing is bias dependent and always higher than ln(10) · φT ≈
60mV/decade (at room temperature). In short-channel MOSFETs, however, Sswing has been found

to considerably exceed the ideal Sswing, which is due to the breakdown of the gradual channel ap-

proximation. An analytical calculation of the subthreshold behaviour in the short-channel case is

complicated, but, as (3.18) indicates, an increase in Sswing can be empirically incorporated by using

parameter mS (mS > 1), see Fig. 3.4.

Drain-Induced Barrier Lowering: For short-channel devices in subthreshold, an increase in drain

current with drain-source bias VDS is empirically observed that cannot be explained by the long-

channel current expression (3.16). This effect is called drain-induced barrier lowering (DIBL) [47].

It is often explained by the fact that, as VDS increases, the drain depletion region moves closer to the

source depletion region, resulting in a significant field penetration from the drain into the source. Due

to this field penetration, the potential barrier at the source is lowered, resulting in an increased injec-

tion of electrons by the source, giving rise to an increased drain current. The effect is schematically

shown in Fig. 3.5.

In conventional VT-based models, DIBL is often modelled by a linear decrease in threshold voltage

1VTdibl
with VDS. In ψs-based models, however, it is more convenient to replace the gate bias VG by

an effective gate bias VG +1VGdibl
, where 1VGdibl

is positive and equal to 1VTdibl
.

Different models have been developed to calculate the DIBL effect [48]-[50]; these models concen-

trate on the calculation of the surface potential minimum and translating this in an effective decrease
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Figure 3.4: The simulated subthreshold swing Sswing (as given by (3.17)) as a function of

gate bias for the ideal (long-channel) case (mS = 1.0) and for the non-ideal

(short-channel) case (mS = 1.4). (n-MOS, β = 140µA/V2, NA = 2×1023m−3,

NP → ∞, tox = 3.2nm and VDS = 1V)
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Figure 3.5: Surface potential ψs as a function of position along the channel for a MOSFET

biased in the subthreshold region. Only channel length L and drain bias VDS are

varied. The effect of drain-induced barrier lowering (DIBL) is indicated. DIBL

results in an increase of minimum ψs with VDS at constant VGS, it is important

for short-channel transistors.
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of threshold voltage. A pseudo two-dimensional analysis [48] predicts an exponential dependence

of 1VTdibl
on channel length, whereas the voltage doping transformation [49, 50] predicts a 1/L2-

dependence. Especially the latter model appears to give accurate results. Here, the substrate doping

concentration NA is replaced by an effective concentration Neff [49]:

Neff = NA − 2 · ǫSi · V ∗
DS

q · L2
(3.19)

where

V ∗
DS = VDS + 2 · (Vbi − φB)+ 2 ·

√
(Vbi − φB) · (VDS + Vbi − φB)

≈ 2 · VDS + 4 · (Vbi − φB)

(3.20)

Here, Vbi is the built-in potential between the n+-type source/drain extension and the p-type substrate,

given by φT · ln
(

NA · NJ/ni
2
)

, and NJ is the source/drain-extension doping concentration. Note that

V ∗
DS consists of a VDS-dependent part and a VDS-independent part. Introducing (3.19) in the description

of k0, we can calculate the change in threshold voltage 1VT [49, 50]:

1VT = k0 ·
√

VSB + φB ·
(

1 −
√

Neff

NA

)

≈ k0 ·
√

VSB + φB · ǫSi · V ∗
DS

q · NA · L2
(3.21)

The threshold voltage difference consists of a VDS-independent part and a VDS-dependent part. The

former gives a channel length dependence of threshold voltage, and typically results in a sharp de-

crease in threshold voltage for short-channel MOSFETs, the so-called VT roll-off. In MM11, this has

simply been taken into account in the length scaling of body factor k0 and intrinsic potential φB. The

VDS-dependent part of the above 1VT is DIBL, and we can write for 1VGdibl
:

1VGdibl
= 1VTdibl

= k0 ·
√

VSB + φB · 2 · ǫSi · VDS

q · NA · L2
= σdibl ·

√

VSB + φB · VDS (3.22)

where σdibl is a channel length dependent empirical parameter. Note that, at higher back bias values

VSB, the influence of the DIBL effect becomes more important.

It should be noted that in a compact model the denotations S and D are interchanged for VDS < 0 V,

and as a result 1VGdibl
given by (3.22) is effectively dependent on the absolute value |VDS|. In other

words, when using (3.22), symmetry with respect to source and drain at VDS = 0 V is not preserved.

Realizing that the influence of DIBL is only noticeable at high drain bias, we can replace VDS in (3.22)

by an effective drain-source bias VDSeff
:

VDSeff
= VDS

4

(

Vlimit
2 + VDS

2
)3/2

(3.23)

The above expression has been chosen in such a way that ∂ i1VGdibl
/∂VDS

i = 0 at VDS = 0 V up to

i = 3. As a result, it ensures continuity of IDS at VDS = 0 V up to the third-order derivative.

3.3 Mobility Effects

Up till now, the expressions for the channel current have been derived under the assumption that the

carrier mobility in the inversion layer is constant. In reality, however, this is not true. Carriers in the
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channel undergo increased scattering with increasing fields when they move under the influence of

the normal electric field Ey (i.e., −∂ψ/∂y) and the lateral electric field Ex (i.e., −∂ψ/∂x) due to the

gate bias VGS and the drain bias VDS, respectively. The dependence of mobility on normal electric

field is often referred to as mobility reduction, whereas the dependence on lateral electric field is often

referred to as velocity saturation.

3.3.1 Mobility Reduction

Although the mobility reduction model of MM11 has already been extensively treated in [4]-[7], in

this section, for completeness’ sake, a brief overview of the model derivation underlying the mobility

reduction model will be given. For a more extensive and general overview of inversion layer mobility,

the reader is referred to the large bulk of literature published on this matter [51]-[70].

In a MOSFET structure, the normal electric field restricts the channel to a sheet layer in which two-

dimensional confinement effects and scattering cause the mobility to depend on bias conditions. It

has been found that the inversion layer mobility follows a universal curve independent of the substrate

bias VSB, the substrate impurity concentration NA or the gate oxide thickness tox when plotted as a

function of the effective normal electric field Eeff, defined by [54]-[62]:

Eeff = − Qb + η · Q inv

ǫSi

(3.24)

In most papers for an inversion layer on a (100) oriented surface, η is taken to be 1/2 for electrons

and 1/3 for holes. Generally, however, η is dependent on device process technology (e.g., doping

profile, threshold voltage implant) [54], temperature [58] and surface orientation [62].

With the scaling down of MOS transistors towards the requisite deep submicron dimensions, which

involves the use of thinner gate oxide and higher substrate doping, the thickness of the inversion

layer becomes in the order of a few Å, which is smaller than the De Broglie wavelength of the

carriers [40]. As a result, channel mobility has to be treated quantum-mechanically, [52, 55, 60].

Quantum-mechanical self-consistent calculations show that energy subbands of electrons and holes

are formed in the different energy valleys. The spacing of these subbands increases with increasing

normal electric field, see Appendix D. Actual modelling of scattering processes in the inversion layer

is very complex due to the quantum-mechanical nature of these processes and the fact that in most

cases more than one subband is filled. Therefore for mobility, a simplified semi-empirical approach

has been adopted. As has been done elsewhere [51]-[70], mobility can be described by considering

three mechanisms which dominate the scattering of charge carriers in the inversion layer at the Si-

SiO2 interface, see Fig. 3.6:

Coulomb Scattering (µCµCµC): Charged centres near the Si-SiO2 interface can be of the same charge

type as the mobile inversion charge leading to Coulomb repulsion. This results in scattering, which

is important for lightly inverted surfaces, high surface-charge densities or substrate doping concen-

trations, and less important for heavily inverted surfaces because of carrier screening. Empirically, it

was found that Coulomb scattering limited mobility µC is given by [61, 70]:

µC ∝ − Q inv

NA

(3.25)

It is obvious that Coulomb scattering is not governed by a universal relation on Eeff, therefore at low

Q inv-values the universal law does not hold. The above type of scattering is mostly of influence in the

subthreshold region. Here, IDS is dominated by the exponential dependence of Q inv on gate bias, and

Coulomb scattering is therefore neglected for the purpose of this work.
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Figure 3.6: Electron mobility µ as a function of effective normal electric field Eeff on a dou-

ble logarithmic scale. Three scattering mechanisms which determine mobility

are indicated: Coulomb scattering (µC), phonon scattering (µph) and surface

roughness scattering (µsr).

Phonon Scattering (µphµphµph): Surface phonons from the quantum vibrations of the crystal lattice scatter

the mobile charge carriers. Under the assumption that carriers in the inversion layer only occupy the

lowest subband, the mobility determined by acoustic phonon scattering is given by [60, 62]:

µph ∝
(

−11/32 · Q inv + Qb

ǫSi

)−1/3

(3.26)

Experimentally, it was found for both holes and electrons that:

µph ∝ Eeff
−1/3 (3.27)

For electrons where η = 1/2 in (3.24), expression (3.27) deviates slightly from (3.26), which is as-

cribed to the fact that electrons occupy several subbands at intermediate values of Eeff [60]. The

assumption of single subband occupation in this case does not hold. The lowest hole subband com-

pared to the lowest electron subband quickly reaches a high occupancy at lower field strength.

Surface Roughness Scattering (µsrµsrµsr): The interface between the silicon crystal and the gate oxide

is not atomically smooth. The above interface roughness scatters the mobile charge carriers. This

type of scattering is especially important under strong inversion conditions, because the strength of

the interaction is governed by the distance of the carriers from the surface; the closer the carriers

are to the surface, the stronger the scattering due to surface roughness will be. For electrons, it was

found experimentally that the mobility limited by surface roughness scattering µsr has the following

dependence on effective field:

µsr ∝ Eeff
−2 (3.28)

For holes, on the other hand, it was found experimentally that:

µsr ∝ Eeff
−1 (3.29)
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The difference between (3.28) and (3.29) for electrons and holes, respectively, is often ascribed to

the fact that, at high transverse fields, holes tend to congregate further away from the interface than

electrons do. The larger average distance leads to a reduced influence of the interface roughness and

thus to less surface roughness scattering for holes.

In theory the above-described mechanisms can be incorporated into one channel mobility (µeff), using

Matthiessen’s rule:

1

µeff

= 1

µ0

+ 1

µsr

+ 1

µph

(3.30)

where µ0 is the carrier mobility limited by ionized impurity scattering and acoustic phonon scattering

in the bulk material. Equation (3.30) leads to:

µeff = µ0

1 +
(

θ∗
ph · Eeff

)1/3

+
(

θ∗
sr · Eeff

)n
= µ0

Gmob

(3.31)

where θ∗
ph and θ∗

sr are empirical parameters, and n = 2 for electrons and n = 1 for holes. Strictly

speaking, Matthiessen’s rule is not valid, because it tacitly assumes that the momentum relaxation

times due to the different scattering mechanisms have the same energy dependence. In order to

correctly account for the various scattering sources, a weighted statistical averaging of the relaxation

times should be performed. In [4]-[7] it has been found experimentally, based on 3rd-order distortion

measurements in the linear region, that a more accurate description of mobility reduction is given by:

µeff = µ0

Gmob

= µ0

1 +
[

(

θ∗
ph · Eeff

)ν/3

+
(

θ∗
sr · Eeff

)2·ν
]1/ν

for electrons, (3.32)

and:

µeff = µ0

Gmob

= µ0
[

1 +
(

θ∗
ph · Eeff

)ν/3

+
(

θ∗
sr · Eeff

)ν

]1/ν
for holes. (3.33)

In the above two equations, ν = 2 at room temperature. Note that both (3.32) and (3.33) are variations

on the Matthiessen’s rule based expression (3.31), which goes to say that they both reproduce the

Eeff
−1/3 dependence at low values of Eeff and the Eeff

−n at high values of Eeff.

For an accurate implementation of the mobility reduction effect in the channel current expression,

mobility µ in (3.10) and (3.11) has to be replaced by µeff as given by (3.32) or (3.33) for n-MOS and

p-MOS, respectively. However, since the effective electric field Eeff is dependent on the inversion

layer charge density Q inv and bulk charge density Qb, both Eeff and µeff are not constant along the

channel. As a result, the integrals in (3.10) and (3.11) cannot be solved analytically. For reasons of

simplicity, Eeff is assumed to be constant along the channel at the average surface potential ψs = ψ̄ ,

reducing (3.24) to:

Eeff = −
(

Q̄b + η · Q̄ inv

)

ǫSi

(3.34)
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Figure 3.7: Electron drift velocity v versus lateral electric field Ex on a double logarithmic

scale. The velocity is proportional to Ex at low Ex and approaches a constant

value vsat at high Ex. This type of behaviour is generally referred to as veloc-

ity saturation. The empirical relations (3.36) and (3.39) for electron velocity

saturation are also shown.

The above method ensures preservation of drain-source symmetry at VDS = 0. In both (3.10)

and (3.11), we can now replace the constant mobility µ0 (incorporated in gain factor β) by the effec-

tive mobility µeff:

IDS = − β

Gmob

· Q̄∗
inv

Cox

·1ψ (3.35)

where Gmob is given by (3.32) and (3.33) in the case of n-type and p-type MOSFETs, respectively.

In order to obtain the MM11 expression for mobility reduction, we need to replace the effective field

Eeff in (3.34) by an effective voltage Veff = ǫSi · η · Eeff/Cox. In addition, we can write for the MM11

mobility-parameters ηmob = 1/η, θsr = θ∗
sr/η · Cox/ǫSi and θph = θ∗

ph/η · Cox/ǫSi.

3.3.2 Velocity Saturation

With an increase in lateral electric field Ex, carriers gain sufficient energy to be scattered by optical

phonons, resulting in a decrease of mobility µeff and eventually resulting in the saturation of drift

velocity v. This limiting high-field drift velocity is referred to as the saturation velocity vsat. Ideally,

the carrier velocity can be described by µeff · Ex at low values of Ex and by vsat at high values of Ex,

see Fig. 3.7. In most compact MOS models, the following empirical relation for velocity saturation

is used [71]:

v =
µeff · ∂ψs

∂x

1 + µeff

vsat
·
∣

∣

∣

∂ψs

∂x

∣

∣

∣

(3.36)

The use of this relation, however, does not result in a symmetrical description w.r.t. source and

drain (at VDS = 0), and it furthermore does not give an accurate description of MOSFET distortion

behaviour [6, 7]. For a more accurate and symmetrical description of velocity saturation, an adjusted
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form of the Scharfetter-Gummel expression [72, 73] can be used [6, 7]:

v =
µeff · ∂ψs

∂x
√

√

√

√1 +
[

(

µeff

vc
· ∂ψs

∂x

)2

/

√

G2 +
(

µeff

vc
· ∂ψs

∂x

)2

]

+
(

µeff

vsat
· ∂ψs

∂x

)2

(3.37)

where vc is a parameter corresponding to the velocity of the longitudinal acoustic phonons and G

is a fitting parameter. Equation (3.37) is valid for both electrons and holes; the second term in the

denominator describes the hole velocity behaviour (i.e., µeff/vsat ≈ 0 for holes):

v =
µeff · ∂ψs

∂x
√

√

√

√1 +
(

µeff

vc
· ∂ψs

∂x

)2

/

√

G2 +
(

µeff

vc
· ∂ψs

∂x

)2

for holes (3.38)

whereas the third term describes the electron velocity behaviour (i.e., µeff/vc ≈ 0 for electrons):

v =
µeff · ∂ψs

∂x
√

1 +
(

µeff

vsat
· ∂ψs

∂x

)2
for electrons (3.39)

For the moment, let us concentrate on the influence of velocity saturation on IDS in n-MOSFETs.

Using (3.39), we can rewrite eqs. (3.2)-(3.4) to:

IDS = − µeff · W · Q∗
inv

√

1 +
(

µeff

vsat
· ∂ψs

∂x

)2
· ∂ψs

∂x
(3.40)

The above differential equation can be solved analytically, which results in an implicit relation for

IDS, see Appendix F.1. Here, however, we will use a simplified yet accurate method to solve (3.40).

Integrating from source to drain, we can rewrite (3.40) to:

IDS ·
∫ L

0

√

1 +
(

µeff

vsat

· ∂ψs

∂x

)2

· dx = −µeff · W ·
∫ ψsL

ψs0

Q∗
inv · dψs (3.41)

where the integral in the right-hand side has already been solved in Section 3.1. The impact of velocity

saturation on IDS can now be described by:

IDS = − β

Gvsat

· Q̄∗
inv

Cox

·1ψ (3.42)

where:

Gvsat = Gmob

L
·
∫ L

0

√

1 +
(

µeff

vsat

· ∂ψs

∂x

)2

· dx (3.43)

A first-order approximation of the integral in (3.43) can be obtained by assuming that the lateral

electric field −∂ψs/∂x is constant along the channel and equal to 1ψ/L [6, 7, 26]. In this case, Gvsat

is simply written as:

Gvsat =
√

Gmob
2 + (θsat ·1ψ)2 (3.44)
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Figure 3.8: Velocity saturation expression Gvsat as a function of potential drop 1ψ for var-

ious values of θsat. Solid lines and dashed lines indicate results given by (3.44)

and (3.45), respectively. For the sake of implicity, the influence of Gmob has

been neglected, i.e., Gmob = 1.

where parameter θsat is equal to µ0/(vsat · L) in theory, but is considered as an empirical parameter for

practical puproses. The above description of velocity saturation has been found to give an accurate

description of drain-induced third-order harmonic distortion [6, 7]. Still, a slightly better approxima-

tion of (3.43) is obtained by assuming that the lateral electric field −∂ψs/∂x increases linearly along

the channel from 0 at the source to 2 · 1ψ/L at the drain (i.e., −∂ψs/∂x = 2 · 1ψ/L2 · x). In this

case, Gvsat is given by:

Gvsat = Gmob

2
·





√

1 + Ŵ2 +
ln
(

Ŵ +
√

1 + Ŵ2

)

Ŵ



 (3.45)

where:

Ŵ = 2 · θsat ·1ψ
Gmob

(3.46)

In Fig. 3.8, the difference between (3.45) and (3.44) is shown. It is clear that the difference is only

marginal, nevertheless, the use of (3.45) results in a slightly better description of transconductance at

high drain bias. In addition, it has been found empirically that a further improvement in accuracy can

be obtained by replacing (3.46) by:

Ŵ = 2 · θsat ·1ψ√
Gmob

(3.47)

which results in a slightly different gate bias dependency. In MM11, the channel current expression

including velocity saturation is given by (3.42), where the electron velocity saturation expression is

given by (3.45) and (3.47).
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For p-type MOSFETs, we have to use (3.38) instead of (3.39). In this case, the integration along the

channel is less straightforward. For simplicity’s sake, we approximate (3.38) by:

v =
µeff · ∂ψs

∂x
√

√

√

√1 +
(

µeff

vc
· ∂ψs

∂x

)2

/

√

G2 +
(

µ0

vc
· 1ψ

L

)2

for holes (3.48)

and as a consequence, for holes we can simply use (3.45) where:

Ŵ = 2 · θsat ·1ψ
√

Gmob ·
[

G2 + θsat
2 ·1ψ2

]
1
4

(3.49)

Here, parameter θsat is equal to µ0/(vc · L) in theory, but is considered as an empirical parameter for

practical purposes. Parameter G has been found to be of minor influence, and is taken equal to 1.

In other words, the n-type MOSFET equations can simply be used for a p-type MOSFET when θsat

is replaced by θsat/(1 + θsat
2 ·1ψ2)1/4.

In very short-channel devices, the channel length may become comparable to the mean free path of the

carriers, the carrier transport may become quasi-ballistic and as a result, carrier velocity may locally

reach a value larger than the saturation velocity vsat. This effect is called velocity overshoot [74]. In

this case, the maximum velocity vsat becomes dependent on the device structure, particularly on the

channel length L [75]. Consequently, the channel length dependence of parameter θsat will differ from

the theoretical 1/L-dependence. As a result, a more robust length-scaling relation is used for θsat in

MM11 [17].

A more physical way of modelling the quasi-ballistic transport would be to use a scattering matrix

based model [76]. However, this seems to be important only for very short channel lengths (L <

10nm) [76], and has therefor so far been left out of account in MM11.

3.4 Series Resistance

The source and drain junction portion of a MOSFET are parasitic components. These n+-p-junction

region form a resistive and a capacitive element. Since source and drain are an essential part of the

device, these parasitic elements cannot be eliminated. The capacitive element is taken into account in

the junction diode model (JUNCAP), and as a consequence, attention will be focused on the resistive

element. In general, the resistive element of the source/drain junction is assumed to be caused by

a contact resistance, the sheet resistance of the heavily doped source/drain diffusion region and a

spreading resistance due to current crowding. In this case, the element can be modelled by a constant

resistance, which is inversely proportional with channel width W , although the above proportionality

may no longer hold for narrow-width MOSFETs [77].

As the drain current may reach large values, especially for short-channel devices, the voltage drop

across the source and drain series resistance is no longer negligible and has to be taken into account.

The effect of the source and drain resistance RS and RD, respectively, on the channel current can be

taken into account by using the equivalent circuit given in Fig. 3.9. From a viewpoint of computational

efficiency, however, this is not a good solution, since two additional nodes per transistor have to be

used in this case for circuit simulation. As a consequence, it is much more practical to include

these resistances directly into the MOSFET device equations without adding additional nodes. Under
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Figure 3.9: Equivalent circuit for a MOS transistor taking into account source (RS) and

drain (RD) series resistance.

the assumption that source and drain resistance are equal (i.e., RS = RD), the general drain-source

channel current expression becomes, see Appendix G:

IDS = − β

G tot

· Q̄∗
inv

Cox

·1ψ (3.50)

where:

G tot = Gvsat + GR

2
·
[

1 +
√

1 − 4 · GR/Gvsat

(Gvsat + GR)
2

·
(

Gvsat
2 − Gmob

2
)

]

(3.51)

and:

GR = −2 · β · Q̄∗
inv/Cox · RS (3.52)

In addition, neglecting the influence of the diffusion component (i.e., Q̄∗
inv ≈ Q̄ inv), we can write:

GR = −θR · Q̄ inv

/

Cox (3.53)

where θR is a model parameter, theoretically given by 2 ·β · RS. The impact of source/drain resistance

is found in a reduction of the transconductance gm and the device current driving capability.

In most compact MOSFET models, the series resistance is considered to be bias independent. In drain

engineered devices such as Lightly Doped Drain (LDD) MOSFETs, however, the source and drain se-

ries resistance depends heavily on drain and gate bias5 even for moderately doped junctions [80, 81].

For a correct description of distortion behaviour, this bias dependence has to be implemented in the

drain current expression [5]. As can be seen in Fig. 3.10, the series resistance in the drain/source

region consists of four components: a contact resistance Rco, a sheet resistance Rsh, a spreading re-

sistance Rsp due to current crowding in the vicinity of the channel end, and an accumulation layer

resistance Racc [81]. In modern MOSFETs, both the sheet resistance Rsh and the spreading resistance

Rsp are quite small due to the use of silicide. The accumulation layer resistance Racc is due to over-

lap of the polysilicon gate on the drain/source region, where an accumulation layer is formed. The

accumulation layer charge density Qov increases with increasing gate voltage, this results in a gate

voltage dependent resistance Rac. The contact resistance, sheet resistance and spreading resistance

are independent of terminal voltages and can be written in terms of the device parameters; they are,

5Sometimes both series resistance and channel length are considered to be bias dependent [78], where the latter is the

result of the channel broadening effect [79]. Since it is not possible to distinguish the series resistance from this broadening

effect, here channel length is assumed to be constant and all bias dependency is included in the series resistance.

c©Koninklijke Philips Electronics N.V. 2003 33



2003/00239— April 2003 Physical Background of MOS Model 11, Level 1101 Unclassified Report

&217$&7

:,1'2: *$7(

5FR 5VK 5VS 5DFF

6285&(�'5$,1

Figure 3.10: Schematic diagram showing current pattern in the source/drain region of a

MOS transistor and the representative resistance components, consisting of

a contact resistance Rco, a sheet resistance Rsh, a spreading resistance Rsp due

to current crowding in the vicinity of the channel end, and an accumulation

layer resistance Racc [81].

furthermore, inversely proportional to channel width W . The complete gate-voltage dependent source

resistance RS can roughly be given by [82]:

RS = RS0
·
(

1 + θR1

θR2 − Q̄ inv/Cox

)

(3.54)

where RS0
is the bias-independent part of the series resistance inversely proportional to W , and param-

eters θR1 and θR2 determine the bias-dependent part. Using the above expression, we can rewrite (3.52)

into:

GR = −θR ·
(

1 + θR1

θR2 − Q̄ inv/Cox

)

· Q̄ inv

Cox

(3.55)

where θR is now equal to 2·β · RS0
. Finally, the MM11 expression for series resistance can be obtained

by replacing −Q̄ inv/Cox by V̄GT
.

3.5 Saturation Voltage

The calculation of surface potential so far has been based on ideal MOSFET operation, in which case

the channel at the drain end pinches off when ψsL
= ψsat, in other words when the inversion-layer

charge density at the drain Q invL approaches zero6. Above threshold, this corresponds to an ideal

drain-source saturation voltage VDSsat∞ = ψsat − φB − VSB. This so-called pinch-off behaviour is

automatically included in a ψs-based model. For short-channel devices, however, the description of

pinch-off is no longer realistic, owing to the fact that carriers reach velocity saturation even before

the pinch-off condition is fulfilled. Furthermore, part of the drain-source voltage is dropped across

the series resistances at both drain and source side, which has its effect on saturation voltage as well.

In the non-ideal case, the saturation voltage VDSsat may thus deviate significantly from the ideal case

6In reality, however, as QinvL
approaches zero, the lateral electric field −∂ψs/∂x increases to very high values resulting

in a breakdown of the gradual channel approximation and the occurence of velocity saturation, even for an infinitely long

device.
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VDSsat∞ . The saturation voltage VDSsat is derived in Appendix H and is given by (H.17).

For the calculation of surface potential ψsL
, the difference in saturation voltage (i.e., VDSsat − VDSsat∞)

can be taken into account by clamping the drain-bulk voltage VDB at an effective drain-bulk voltage

VDSx + VSB [26]. Here, VDSx is a function which changes smoothly from VDS in the ohmic region (i.e.,

for VDS < VDSsat) to VDSsat in the saturation region (i.e., for VDS > VDSsat ). The smooth transition from

ohmic to saturation region can be obtained by using the smoothing function VDSx as defined in [26],

see Appendix A.2:

VDSx = VDS · VDSsat

[

VDS
2·m + VDSsat

2·m] 1
2·m

(3.56)

where m is an empirical fitting parameter which determines the smoothness of the transition. In

practice, m is taken equal to 8 for a long-channel device (i.e., L = 10µm), equal to 2 for a minimum

channel length device (i.e., L = Lmin), and 1/m is taken to scale linearly with channel length L . The

surface potential at the drain end ψsL
can now simply be evaluated from the implicit relation (2.10)

by replacing V by VDSx
+ VSB.

3.6 Effects on Conductance

As was mentioned in Section 3.5, the transistor is in the saturation mode for a drain voltage VDS

larger than VDSsat . Here, the drain end of the channel is weakly inverted as opposed to the source end,

resulting in a channel current IDS that ideally is independent of drain voltage and a conductance gds

(= ∂ IDS/∂VDS) that is equal to zero. As the inversion layer charge density Q invL at the drain end

becomes very small, the lateral electric field Ex increases to very high values owing to the continuity

of current flow. This results in a saturation of carrier velocity and a breakdown of the gradual channel

approximation at the drain end. Hence, two-dimensional effects such as channel length modulation

and static feedback become apparent at the drain end, and as a result the channel current becomes

dependent on drain voltage and the conductance gds becomes non-zero. Another phenomenon that

results in a non-zero conductance in saturation, is self-heating.

In typical MOSFET amplifier structures, the MOS transistors are biased in saturation, and the am-

plification is determined by the ratio of transconductance over conductance gm/gds. An accurate

modelling of conductance is thus essential.

3.6.1 Channel Length Modulation

When VDS is increased beyond VDSsat , the velocity saturation point moves towards the source, causing

effectively that the channel length L is shortened by a length 1L . This movement is referred to as

channel length modulation7 , and it effectively causes the conductance to be non-zero in the saturation

region. The so-called electrical channel length Lelec is given by:

Lelec = L ·
(

1 − 1L

L

)

= L · G1L (3.57)

Replacing L by Lelec in (3.50) and (3.52), we can rewrite G tot so that it includes channel length

modulation:

G tot = Gvsat · G1L + GR

2
·
[

1 +
√

1 − 4 · GR/Gvsat

(Gvsat · G1L + GR)
2

·
(

Gvsat
2 − Gmob

2
)

]

(3.58)

7As a matter of fact, the definition of channel length modulation and saturation voltage VDSsat
is a consequence of the

use of the gradual channel approximation, i.e., a one-dimensional solution of a two-dimensional system.
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An exact calculation of 1L is needed, but this is not easily accomplished, since it requires a two-

dimensional solution of Poisson’s equation for the channel saturation region at the drain end. This

equation can only be solved using numerical techniques. Several methods have been proposed to

circumvent this problem, but nowadays the pseudo two-dimensional model [83] has been widely

accepted, since it has been shown to describe the channel length modulation accurately.

The pseudo two-dimensional analysis is based on the application of Gauss’ law to a specific area

at the drain end of the channel. Making some assumptions for this area the 2-D Poisson equation

reduces to a one-dimensional differential equation, which can be solved analytically. The analysis is

worked out in more detail in Appendix I. The channel length modulation can now be written as:

G1L = 1 − 1L

L
= 1 − α · ln





VDS − VDSsat +
√

(

VDS − VDSsat

)2 + VP
2

VP



 (3.59)

where, in view of the numerous simplifications made to obtain this equation, α and VP are considered

as empirical parameters, and α is inversely proportional with channel length L . As a result, α will

increase with decreasing channel length L , and the impact of channel length modulation will become

more important. A smooth transition from the ohmic region (where G1L = 1) to the saturation region

can be obtained by replacing VDSsat in (3.59) by the smoothing function VDSx :

G1L = 1 − 1L

L
= 1 − α · ln





VDS − VDSx +
√

(

VDS − VDSx

)2 + VP
2

VP



 (3.60)

This is the expression for channel length modulation as used in MM11.

3.6.2 Static Feedback

When the average distance between the conducting drain and the channel becomes small, an increase

of the drain bias beyond saturation induces some excess mobile charge in the inversion layer. This

electrostatic coupling between drain and channel region is often referred to as static feedback [84]-

[87]. The increase of mobile charge can be estimated analytically by assuming that the field lines

originating from the drain follow a cylindrical path [85]. This results in a linear increase of Q inv with

drain voltage VDS, which is supported by two-dimensional device simulations [7]. This behaviour

cannot be explained by equation (2.13). However, abandoning the gradual channel approximation and

using again a pseudo two-dimensional analysis, the inversion layer charge Q inv can be approximated

by [88]:

Q inv(x) = −Cox ·
[

V ∗
GB − ψs − ψp − k0 ·

√

ψs +1acc + κ · ǫSi

Cox

· Xdep · ∂
2ψs

∂x2

]

(3.61)

where Xdep is the depletion layer width and κ is a parameter determined by the distribution of

∂2ψs/∂x2 over y. As the gradient of the electric field along the channel ∂2ψs/∂x2 is no longer

negligible, its inclusion in (3.61) leads to an increase of inversion-layer charge density 1Qsf with

increasing drain voltage VDS. The channel current should be calculated from (3.1) introducing (3.61).

Unfortunately, the resulting expression cannot be solved analytically, and as a result it is difficult to

give a quantitative description of the static feedback effect.

It has been found, though, that the above increase 1Qsf can be modelled by an increase in effec-

tive gate bias 1VGsf
along the same lines as was done for the DIBL effect. The effective gate bias
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shift 1VGsf
is determined by 1Qsf/Cox averaged along the channel. Empirically, it has been found

that 1VGsf
is given by [6, 7]:

1VGsf
= σsf ·

√

VDSsat · VDS ≈ σsf ·
√

VDSsat∞ · VDS (3.62)

where, in theory, σsf depends on oxide thickness, drain doping profile and substrate doping, but, in

practice, it is considered as an empirical parameter. Experimentally it has been found that σs f is

inversely proportional to the channel length L [86, 87]. Note that the effective gate bias shift 1VGsf

increases with gate bias.

Again, as in the case of the DIBL effect, the straightforward implementation of (3.62) would result

in the breakdown of the model symmetry w.r.t. drain and source (at VDS = 0 V). In order to preserve

symmetry, VDS can be replaced by the effective drain-source bias VDSeff
given by (3.23). To some

extent, the static feedback phenomenon is similar to the DIBL effect, compare (3.22) and (3.62).

Nevertheless, physically it is different since mobile carriers are induced instead of modifying the

fixed depletion charge, therefore DIBL only occurs in the subthreshold region. Both effects can be

combined in a single gate-bias shift 1VG, which is determined by a transition from DIBL in weak

inversion to static feedback in strong inversion:

1VG =







1VGdibl
for: 1VGdibl

> 1VGsf

1VGsf
for: 1VGdibl

≤ 1VGsf

(3.63)

The above expression can be made C∞-continuous by using hyp-smoothing functions, see Appendix A.

DIBL and static feedback can now simply be taken into account by replacing the gate bias VG in all

model equations by the effective gate bias VG +1VG.

3.6.3 Self-Heating

Although self-heating is more common in SOI devices, where conductance may even become negative

due to this effect, it may also significantly affect the channel current IDS in bulk submicron MOSFETs

at high gate bias. The effective working temperature T in the inversion layer increases linearly with

the dissipated power Pdis [89]-[91]:

T = Tamb + RTh · Pdis (3.64)

where Tamb is the ambient temperature, and RTh is the thermal resistance of the device, dependent on

the device geometry8. The dissipated power Pdis is given by:

Pdis = IDS · VDS (3.65)

From (3.64), it is clear that an increase in drain bias results in an increase in intrinsic temperature,

which naturally influences all kinds of electrical parameters. The parameter which is mostly affected,

is the carrier mobility µ0, while all other electrical parameters change much less with temperature.

The thermal dependence of mobility is given by [36]:

µ0(T ) = µ0(Tamb) ·
(

T

Tamb

)−ηβ
(3.66)

8In theory, the thermal resistance RTh decreases with increasing channel area W · L
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where ηβ is different for electrons and holes and has a value between 1.5 and 2.0. Now, insert-

ing (3.64) into (3.66) and making a first-order Taylor-series, we get:

µ0(VDS) ≈ µ0(Tamb) ·
(

1 − ηβ · RTh · IDS · VDS

Tamb

)

(3.67)

This equation can be incorporated into the channel current expression (3.50), using (3.58):

IDS = −
µ0(Tamb) · W/L · Q̄∗

inv ·1ψ ·
(

1 − ηβ ·RTh·IDS·VDS

Tamb

)

Gvsat·G1L+GR

2
·
[

1 +
√

1 − 4·GR/Gvsat

(Gvsat·G1L+GR)
2 ·
(

Gvsat
2 − Gmob

2
)

] (3.68)

which can be rewritten to a simple expression for IDS:

IDS = − β

G tot

· Q̄∗
inv

Cox

·1ψ (3.69)

Here, G tot has been redefined so that it includes self-heating:

G tot = GTh + Gvsat · G1L + GR

2
·
[

1 +
√

1 − 4 · GR/Gvsat

(Gvsat · G1L + GR)
2

·
(

Gvsat
2 − Gmob

2
)

]

(3.70)

The function GTh describes the self-heating effect, and is given by:

GTh = −θTh · Q̄∗
inv

Cox

·1ψ · VDS (3.71)

where θTh is theoretically given by µ0 · Cox · W · ηβ · RTh/Tamb but is more practically considered as a

geometry-dependent empirical parameter. From (3.69)-(3.71), it is clear that, like the effect of series

resistance, self-heating results in a reduction of transconductance, particularly at high drain and gate

bias. Finally, approximating Q̄∗
inv by Q̄ inv and replacing −Q̄ inv/Cox by variable V̄GT

, we obtain the

expression for GTh as used in MM11.

It should be mentioned here that the model for self-heating introduced above is quasi-static and is

therefore only valid for frequencies below 1/τTh. Here, τTh is the thermal relaxation time of the de-

vice, which is equal to (2 · π · RTh · CTh)
−1, where CTh is the thermal capacitance. The thermal

relaxation time τTh is independent of device geometry, and is in the order of 10 to 100 ns. The above

self-heating model will thus be valid for frequencies up to approximately 10 to 100 MHz.

In most circuit simulators, thermal effects can be described by an external equivalent network consist-

ing of the thermal resistance RTh and the thermal capacitance CTh in parallel. This network is driven

by the input Pdis, which is calculated using the MOSFET model, and generates the output 1T , which

is subsequently used in recalculating the channel current. In this way, the frequency dependency of

self-heating can be taken into account.

3.7 Impact of Pocket Implants

In present-day CMOS technologies, pocket implants are widely used to reduce short-channel effects

such as threshold-voltage roll-off and punch-through [92], see Fig. 3.11. These pocket implants are

regions of high doping concentration of the same type as the channel near the source and drain ex-

tensions. As a result, the impurity doping concentration at the Si/SiO2-interface is no longer uniform
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Figure 3.11: In modern MOSFETs, extra doping is implanted in the channel near the source

and drain extensions in order to reduce short-channel effects. These implants

result in regions of high doping concentration of the same type as the channel,

commonly referred to as pocket implants. The impurity doping concentration

N(x) (at the Si/SiO2-interface) is no longer uniform along the channel.

along the channel. Furthermore, as the channel length is decreased, the pockets occupy a relatively

larger part of the channel and consequently their impact increases. In other words, the average channel

doping N̄A (=
∫ L

0
NA(x) · dx/L) increases with decreasing channel length L . Since several physical

quantities such as charge densities, electrical fields and carrier mobility are dependent on the channel

doping, the use of pocket implants may affect the electrical behaviour of MOSFETs considerably.

Pocket implants have been found to affect the threshold voltage [93, 94, 95], the output conduc-

tance [96, 97] and the mobility [98]. For a physical implementation of the impact of pocket implants,

we should solve (3.1) using a position-dependent channel doping NA(x). The resulting equation is,

however, not analytically solvable. In practice, it has been found that the model based on uniform

channel doping (as derived in this Chapter) still gives an accurate description for a device with a

specific geometry. This basically implies that the use of pocket implants merely affects the length

scaling of certain electrical parameters. The impact of pocket implants on threshold voltage can

therefore be taken into account in the length scaling of the body factor k0 and the intrinsic potential

φB. Furthermore, the impact on output conductance can be taken into account in the length scaling

of the DIBL parameter σdibl, the static feedback parameter σsf and the channel length modulation

parameter α. Finally, the impact on mobility µ0 can be taken into account in the length scaling of

the gain factor β [13]. As most conventional extraction methods of effective channel length L are

based on the assumption that µ0 is channel length independent, the latter unfortunately means that

these methods are no longer valid for pocket-implanted devices [98]-[100]. New methods for effec-

tive channel length extraction, either based on capacitance measurements [13, 101] or on gate current

measurements [14, 102], have to be used.
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4 Bulk Current Modelling

Up till here, it has been assumed that the bulk current in a MOSFET is equal to zero. In the MOSFET

channel and overlap regions, however, a bulk current may be generated between drain and bulk or

between source and bulk due to the so-called effects of impact ionisation and gate-induced drain

leakage (GIDL). These effects will be discussed in this Chapter. In addition to the above effects, a

bulk current may be generated between gate and bulk due to tunnelling through the gate oxde. This

effect, however, will be covered in Chapter 5.

The drain-bulk and source/bulk n+/p-junctions act as diodes, and as a result they will also contribute

to the bulk current. As mentioned before, the steady-state and capacitive behaviour of these junctions

is not taken into account in MOS Model 11, but is taken into account in a separate junction diode

model JUNCAP instead. The bulk current due to junction leakage is thus left out of consideration in

this Chapter.

4.1 Impact Ionisation

For a MOSFET biased in saturation, the electric field Ex at the drain side may reach very high values.

In this case, electrons travelling through the channel from source to drain are accelerated and gain

so much energy that they can create extra electron-hole pairs by exciting electrons from the valence

band into the conduction band, see Fig. 4.1. The latter is commonly referred to as impact ionisation.

In this way, an avalanche of free carriers may arise and the initial flux of carriers is multiplied, until,

possibly, complete breakdown occurs. In a typical MOSFET, however, only low-level avalanche

multiplication or weak-avalanche occurs. Impact ionisation may result in a significant bulk current

IB [103], assuming that all the generated holes are collected by the bulk terminal9. As a consequence,

the drain current ID is no longer equal to the channel current IDS:
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Figure 4.1: Schematic illustration of impact ionisation in an n-MOS transistor. Electrons

travelling through the channel from source to drain are accelerated and gain so

much energy that they can create extra electron-hole pairs by exciting electrons

from the valence band into the conduction band. The generated electrons and

holes are collected by the drain and bulk terminal, respectively.

9In practice, a large part of the generated hole current is collected by the bulk terminal and a small part recombines with

electrons which are supplied by the source terminal [7]. The latter part is neglected in this report.
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ID = IDS + IB (4.1)

The bulk current is formed by an avalanche current Iavl. For low-level avalanche multiplication, the

avalanche current can be expressed as [36]:

Iavl = IDS ·
∫ L

0

αn · dx (4.2)

where IDS is given by the general channel current expression (3.69), and αn is the electron impact

ionisation coefficient per unit length. Since this coefficient is higher for electrons (αn) than for holes

(αp), the effect of bulk current is more severe in n-channel than in p-channel MOSFETs. The impact

ionisation coefficient is a strong function of the lateral electric field Ex [104]:

αn = Ai · exp

(

− Bi

Ex

)

(4.3)

where Ai and Bi are called the impact ionisation constants. Due to the exponential dependence of

αn on electric field, the impact ionisation will dominate at the position where the electric field is

maximum, i.e., at the drain end. Using a pseudo two-dimensional calculation, as was done for channel

length modulation in Appendix I, the avalanche current can be approximated by [36]:

Iavl ≈ a1 · IDS · exp

(

− b

ExL

)

(4.4)

where a1 and b are parameters and ExL
is the peak value of the lateral drain field. In Appendix I, an

expression for ExL
is found that is approximately equal to (VDS−VDSsat)/ lc, where lc is a characteristic

length. Equation (4.4) can be rewritten to:

Iavl ≈ a1 · IDS · exp

(

− a2

VDS − VDSsat

)

(4.5)

where a2 = b · lc. The above approximation, however, is somewhat oversimplified and leads to

substantial errors. In practice, this deficiency can be corrected by modifying the voltage dependence

of ExL
with an experimental term (VDS − a3 · VDSsat)/ lc, in which a3 is a technology dependent fitting

parameter. The avalanche current now becomes:

Iavl =











0 for: VDS ≤ a3 · VDSsat

a1 · IDS · exp
(

− a2

VDS−a3·VDSsat

)

for: VDS > a3 · VDSsat

(4.6)

The use of a smoothing function is superfluous here, because Iavl and its higher-order derivatives go

to zero for VDS → a3 · VDSsat . The results of equation (4.6) are close to experimental data as can be

seen in Fig. 4.2.

Over the years, the constant downward scaling of device dimensions in CMOS technologies has re-

sulted in a reduction of gate oxide thickness tox, a reduction of junction depth X j and an enhancement

of channel implant NA. Up till about 1998, CMOS technologies were scaled down according to the

so-called constant-voltage scaling strategy, which meant that the supply voltage did not scale with

each technology generation [105]. For this strategy, the peak electric field increases with downscal-

ing of minimum channel length at comparable drain bias, and as a result the impact ionisation effect
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Figure 4.2: Measured (symbols) and modelled (lines) bulk current IB as a function of gate

bias VGS for different values of drain bias VDS, using (4.6). (n-MOS, W/L =
10µm/0.5µm, tox = 5.0nm and VSB = 0.0V)

becomes more and more important with each technology generation.

Since about 1998, however, CMOS technologies have been and continue to be scaled down according

to the so-called constant-field scaling strategy [105]. In this strategy, the supply voltage is also scaled

down with each technology generation, so that the lateral and transversal electric fields in the devices

remain approximately the same. For modern CMOS technologies, the supply voltage is so low that

carriers can hardly obtain energy enough to be able to ionise electron-holes pairs10. As a result, the

effect of impact ionisation will no longer play an important role in modern and future CMOS tech-

nologies, and other effects such as junction leakage or gate-induced drain leakage will determine the

bulk current.

4.2 Gate-Induced Drain Leakage

When the MOSFET is in off-state, a significant leakage current flowing from drain to bulk can be

detected at a drain voltage much lower than the breakdown voltage [106]. This drain leakage current

is caused by the gate-induced high electric field in the gate-to-drain overlap region, and as a result it

has been named gate-induced drain leakage (GIDL). Since off-state leakage in MOSFETs is one of

the major issues for retention time degradation in dynamic random access memories (or DRAMs),

GIDL has been subject to intensive research [106]-[115].

The physical explanation of the GIDL phenomena is depicted in Fig. 4.3. For negative gate-drain bias

VGD, a depletion region is formed underneath the gate-to-drain overlap region and a high transversal

field is created in the depletion region. Electron-hole pairs are generated by the tunnelling of valence

band electrons into the conduction band (as indicated in Fig. 4.3 (b)) and collected by the drain and

bulk separately. The above-mentioned tunnelling can either occur via band-to-band tunnelling (BBT)

or via trap-assisted tunneling (TAT). Band-to-band tunnelling has a stronger dependence on electric

field than trap-assisted tunneling, and hence, it is generally assumed that the band-to-band tunnelling

10In a 0.12µm CMOS technology, for example, the supply voltage is 1.2 V, whereas the energy bandgap Eg is approxi-

mately equal to 1.12 eV.
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Figure 4.3: (a) Cross-section of gate-drain overlap region, and (b) corresponding energy-

band diagram along the y-direction (as indicated in (a)). Electron-hole pairs

are generated by tunnelling of valence band electrons into the conduction band

resulting in a leakage current between drain and bulk. This effect is called gate-

induced drain leakage (GIDL), although the same effect can also occur at the

source side (gate-induced source leakage or GISL).

mechanism is dominant. Nevertheless, trap-assisted tunneling may become dominant for specific

conditions, such as low field and low temperatures [111, 112, 114]. Since the drain leakage current

is typically dominated by other phenomena (e.g., subthreshold current or junction leakage) for these

specific conditions, the influence of trap-assisted tunnelling is neglected in MOS Model 11.

According to Appendix J, the band-to-band tunnelling current density JBBT in the overlap region can

be approximated by:

JBBT ∝ EtovL

2 · exp

(

− B#
GIDL

EtovL

)

(4.7)

where B#
GIDL is considered as an empirical parameter, theoretically proportional to Eg

3/2. The maxi-

mum electric field EtovL
at the Si/SiO2-interface in the overlapped drain extension consists of a (domi-

nant) transversal component (equal to Cox ·VovL
/ǫSi) and a lateral component empirically proportional

to VDB. The maximum electric field EtovL
can be written as:

EtovL = Cox

ǫSi

·
√

VovL

2 + (CGIDL · VDB)
2 (4.8)

where CGIDL is an empirical parameter. In most cases, the transversal component will be much larger

than the lateral component, consequently CGIDL will be very small and EtovL
is approximately equal

to the transversal field Cox ·VovL
/ǫSi. The total gate-induced drain leakage current IGIDL between drain

and bulk can be calculated by integrating JBBT over the total area of the overlapped drain extension.

Assuming that the maximum field EtovL is constant over this area, we can simply write:

IGIDL ∝ W ·1Lov · EtovL

2 · exp

(

− B#
GIDL

EtovL

)

(4.9)
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Figure 4.4: Measured (symbols) and simulated (lines) drain and bulk current as a function

of VGS at high drain bias (VDS = 1.2V). GIDL becomes dominant for neg-

ative values of VGS, it is accurately described by (4.11). (n-MOS, W/L =
10µm/0.13µm, tox = 2.0nm and VSB = 0.0V)

where 1Lov is the length of the (gate-source or gate-drain) overlap region.

In the derivation of IGIDL, it has been assumed that all electron-hole pairs generated by tunnelling are

collected by the drain and bulk separately. This implies that even at zero drain-bulk bias (VDB = 0), a

current will be flowing between drain and bulk (i.e., IGIDL 6= 0), which is not physical. In order to have

a more physical description of IGIDL that goes to zero for VDB = 0, all tunnelling components in the

overlapped drain-bulk junction should be taken into account, i.e., not only the transversal component

but also the lateral component. This would, however, lead to a very complex expression. In order to

ensure that IGIDL = 0 for VDB = 0 and that IGIDL changes sign when VDB changes sign, the following

simple empirical expression is used instead of (4.9):

IGIDL ∝ W ·1Lov · VDB · EtovL

2 · exp

(

− B#
GIDL

EtovL

)

(4.10)

The empirical addition of VDB in (4.10) w.r.t. (4.9) is allowed as the bias dependency of IGIDL is all but

determined by the exponential term exp(−B#
GIDL/EtovL

). Finally, we can write the MM11-equation:

IGIDL = AGIDL · VDB · VtovL

2 · exp

(

− BGIDL

VtovL

)

(4.11)

where AGIDL is an empirical parameter proportional to W · 1Lov · Cox/ǫSi, BGIDL is equal to ǫSi ·
B#

GIDL/Cox and VtovL
is given by:

VtovL
=
√

VovL

2 + (CGIDL · VDB)
2 (4.12)

Equation (4.11) has been found to accurately describe the gate-induced drain leakage behaviour of

MOSFETs, see Fig. 4.4.

In the above derivation, we have focussed on the gate-induced drain leakage. The same phenomenon,
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however, can also occur at the source side, in which case it is referred to as gate-induced source

leakage (GISL). The electric field in the overlapped source region is typically not as high as the field

in the drain region, and as a result, GISL will not really impact the source leakage. Nonetheless, it is

still important to include GISL in the model in order to preserve drain-source symmetry. Analogous

to the derivation of GIDL, we can write the GISL current IGISL between source and bulk as:

IGISL = AGIDL · VSB · Vtov0

2 · exp

(

− BGIDL

Vtov0

)

(4.13)

where Vtov0
is given by:

Vtov0
=
√

Vov0

2 + (CGIDL · VSB)
2 (4.14)
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5 Gate Current Modelling

Up till here, it has been assumed that the gate current in a MOSFET is equal to zero. From a classical

point of view, this assumption holds true, since carriers in the inversion layer cannot cross the poten-

tial barrier of the gate oxide, see Fig. 5.1 (a). From a quantum-mechanical point of view, however,

carriers may tunnel through the potential barrier resulting in a non-zero gate current density JG. The

probability of tunnelling increases exponentially with decreasing oxide thickness tox, resulting in an

exponentially increasing JG, see Fig. 5.1 (b). With CMOS technology scaling, tox is constantly scaled

down, and consequently gate current can no longer be neglected for modern and future CMOS tech-

nologies as it may start to affect circuit performance [116, 117].
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Figure 5.1: (a) The energy-band diagram of an n-MOS structure in inversion (V ∗
GB >

0), where χB is the oxide potential barrier, i.e., the difference between the

conduction-band levels in SiO2 and Si at the interface. Electrons in the inversion

layer may tunnel to the gate resulting in a non-zero gate current density JG. (b)

The gate current density JG as a function of gate bias VGS for different values

of oxide thickness tox; JG increases exponentially with decreasing tox (n-MOS,

VDS = VSB = 0 V).

Over the years, the gate tunnelling current has been subject to extensive research [118]-[131]. Nev-

ertheless, the compact modelling of gate current still is a relatively unexplored field [132]-[135],

although it is receiving increasingly more attention [136, 137]. In MM11, a new physics-based gate

leakage model is used [14], which is at least as accurate as other models [2, 134], but much simpler.

This model will be treated in this Chapter.

According to Appendix K.1, the gate current density JG can generally be written as:

JG = q · N · Ptunnel (Vox, χB, A, B) (5.1)

where N is the number of mobile carriers per unit area and Ptunnel is the transmission probability of a

carrier tunnelling:

Ptunnel (Vox, χB, A, B) = A · Vox · exp

(

− B

Vox

·
[

1 −
(

1 − Vox

χB

)3/2
])

(5.2)
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Figure 5.2: The gate tunnelling components in the different operation regions. The intrin-

sic (channel) region behaves differently from the gate overlap regions. In the

intrinsic region, electrons (n-MOS) or holes (p-MOS) tunnel from the channel

to the gate in inversion, whereas in accumulation electrons tunnel from the gate

to the substrate (n-MOS) or vice-versa (p-MOS). In the overlap regions, elec-

trons (n-MOS) or holes (p-MOS) tunnel from the source/drain-extension to the

gate or vice-versa, depending on the bias conditions. Overall three gate current

components can be distinguished: the gate-to-channel current, the gate-to-bulk

current and the gate overlap current.

Here Vox is the oxide voltage (= Qg/Cox). In addition, the prefactor A and the probability factor B

are physical constants given by (K.8) and (K.6), respectively, but in view of the approximations made

A and B are treated as empirical parameters. In Fig. 5.1 (b) it can be seen that (5.1) gives an accurate

description of JG for different values of tox.

In a typical MOSFET structure we can distinguish different gate current components, see Fig. 5.2

and Tab. 5.1. In general, three main gate current components can be distinguished: the gate-to-

channel IGC, the gate-to-bulk IGB and the gate overlap component IGov , see Fig. 5.3. The above-

mentioned components will be subsequently treated in the following Sections.

5.1 Gate-to-Channel Current

According to Appendix K.1, the gate-to-channel current density JGC can be written as:

JGC = −Q inv · Pinv (5.3)
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Table 5.1: The type of carriers that contribute to the gate tunnelling components as indi-

cated in Fig. 5.2. The type of carriers determine the value of oxide energy barrier

χB that has to be used (χBN
= 3.1V for electrons, χBP

= 4.5V for holes). Fur-

thermore, the probability factor B is different for electrons and holes. In the last

row, the direction of gate current is indicated.

Type Intrinsic MOSFET Overlap Regions

Accumulation Inversion

n-MOS electrons electrons electrons

p-MOS electrons holes holes

IGB IGS / IGD IGS / IGD
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Figure 5.3: (a) The different gate current components in a MOSFET. One can distinguish

the intrinsic components, i.e., the gate-to-channel current IGC (= IGS + IGD) and

the gate-to-bulk current IGB, and the extrinsic components, i.e., the gate/source

and gate/drain overlap components IGov . (b) Measured and modelled gate cur-

rent as a function of gate bias VGS at VDS = VSB = 0 V, the different gate current

components are also shown. n-MOS, W/L = 10/0.6µm, tox = 2nm.

where the tunnelling probability Pinv is equal to Ptunnel (Vox, χB, Ainv, Binv), Ainv is the probability

prefactor and Binv is the probability factor for carriers in the inversion layer tunnelling to the gate.

In order to calculate the total gate-to-channel current IGC, the current continuity equation has to be

solved:

∂ IDS(x)

∂x
= −W · JGC(x) (5.4)

where IDS is given by (3.1) and is no longer constant along the channel. Differential equation (5.4)

cannot be solved analytically, and as a consequence it needs to be approximated. The current continu-

ity equation is solved under the assumption that JGC only induces a small perturbation of the potential

distribution along the channel (i.e., ∂ IDS/∂x ≈ 0). Note that this assumption implies that IDS is (ap-

proximately) constant along the channel and all equations derived in Chapter 3 are still valid. The
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total gate-to-channel current IGC is obtained by integrating JGC along the channel:

IGC = W ·
∫ L

0

JGC · dx (5.5)

As a further approximation the exponential term in the tunnelling probability Pinv is linearised:

Pinv = Ainv · Vox · exp

(

− Binv

Vox

·
[

1 −
(

1 − Vox

χB

)
3
2

])

≈ A#
inv · Vox · exp

(

B#
inv · Vox

)

(5.6)

where:

A#
inv = Ainv · exp

(

−3

2
· Binv

χB

)

(5.7)

B#
inv = 3

8
· Binv

χB
2

(5.8)

Neglecting the influence of velocity saturation, dx in (5.5) can be replaced by (L.2). Furthermore

defining φ = ψs − ψ̄ and dφ = dψs, eq. (5.5) can be rewritten in:

IGC = − A#
inv · W · L

Q̄∗
inv ·1ψ

·
∫ 1ψ/2

−1ψ/2
Q inv · Q∗

inv · Vox · exp
(

B#
inv · Vox

)

· dφ (5.9)

where Q inv and Q∗
inv are given by (2.20) and (3.6), respectively, and the oxide voltage Vox in the

channel region is simply given by:

Vox = Qg

Cox

= Q̄g − Cg · φ
Cox

= V̄ox − ∂Vox · φ (5.10)

It is straightforward to solve the integral (5.9), although it results in a lengthy equation. In order to

simplify the result, we take a third-order Taylor polynomial around 1ψ = 0, which results in:

IGC = −A#
inv · W · L · Q̄ inv · V̄ox · exp

(

B#
inv · V̄ox

)

· PGC (5.11)

where:

PGC = 1 + rB
2 + 2 · rB · (r + r∗ + rox)+ 2 · (r · r∗ + r · rox + r∗ · rox)

24
·1ψ2 (5.12)

Here r , r∗, rox and rB are dimensionless variables defined by:

r = Cinv/Q̄ inv (5.13)

r∗ = Cinv/Q̄∗
inv (5.14)

rox = ∂Vox/V̄ox (5.15)

rB = B#
inv · ∂Vox (5.16)

In the strong inversion region where IGC is important, equation (5.12) can be further simplified by

assuming r∗ ≈ r , which results in:

PGC = 1 +
rB

2 + 2 · rB · (2 · r∗ + rox)+ 2 ·
(

r∗2 + 2 · r∗ · rox

)

24
·1ψ2 (5.17)
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Figure 5.4: Gate current as a function of VGS for two values of VSB. Quantum-mecha-

nical lowering of potential barrier χB is taken into account. (n-MOS, W/L =
10µm/10µm, tox = 1.7nm, VDS = 50mV)

Finally, we can revert the term A#
inv · exp(B#

inv · V̄ox) in (5.11) back to the original tunnel probability

Ptunnel

(

V̄ox, χB, Ainv, Binv

)

, resulting in:

IGC = −IGINV · Q̄ inv

Cox

· V̄ox · PGC · exp



− Binv

V̄ox

·



1 −
(

1 − V̄ox

χB

)

3
2







 (5.18)

where parameter IGINV is theoretically equal to Ainv ·W · L ·Cox, but is used as an empirical parameter.

The gate-to-channel current IGC can be seen in Fig. 5.3 (b) as a function of gate bias for a typical n-

MOS transistor at VDS = 0.

Carriers at the oxide interface are confined to a narrow potential well, quantum-mechanically resulting

in a splitting of the conduction energy band into discrete subbands and in a displacement of the

inversion-layer carrier distribution from the interface, see Appendix D. This affects the effective oxide

potential barrier [118]. Owing to these quantum-mechanical effects, the electrons in the inversion

layer are not situated at the bottom of the conduction band but in an energy level which effectively

lies 1χB above the conduction band. Assuming that only the lowest energy subband is occupied by

electrons and using (D.10), the value of 1χB can be given by:

1χB = QMψ ·
(

ǫSi · Ēeff

Cox

)2/3

(5.19)

where QMψ is equal to QM · Cox
2/3, and QM is a physical constant (QMN = 5.951993 Vm4/3/C2/3

for electrons and QMP = 7.448711 Vm4/3/C2/3 for holes). As a result, the effective oxide potential

barrier χBeff
is lowered by an amount of 1χB:

χBeff
= χB −1χB (5.20)
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In order to take this quantum-mechanical barrier lowering into account, Binv in the above equations

has to be replaced by:

Beff = Binv ·
(

χBeff

χB

)3/2

(5.21)

The resulting model gives in an accurate description of the quantum effects at various VSB, see Fig. 5.4.

Source/Drain Partitioning: The carriers tunnelling from the inversion layer to the gate contributing

to IGC are supplied by both source (IGS) and drain (IGD). The partitioning of IGC into IGS and IGD can

simply be given by, see Appendix K.2:

IGD = W ·
∫ L

0

x

L
· JGC · dx (5.22)

IGS = W ·
∫ L

0

(

1 − x

L

)

· JGC · dx = IGC − IGD (5.23)

Neglecting the influence of velocity saturation, x and dx in (5.22) can be replaced by (L.4) and (L.2),

respectively. Using linearisation (5.6), we obtain:

IGD = A#
inv · W · L

2 · Q̄∗
inv ·1ψ

·
∫ 1ψ/2

−1ψ/2

Q∗
inv

2 − Q∗
inv0

2

Cinv · Q̄∗
inv ·1ψ

· Q inv · Q∗
inv · Vox · exp

(

B#
inv · Vox

)

· dφ (5.24)

The straightforward solution of this integral results in a lengthy equation. In order to simplify the

result, we take a third-order Taylor polynomial around 1ψ = 0, which results in:

IGD = −A#
inv · W · L · Q̄ inv · V̄ox · exp

(

B#
inv · V̄ox

)

·
(

PGC

2
− PGD

)

(5.25)

where:

PGD = [rB + r + rox] · 1ψ
12

+
[

rB
3 + rB

2 ·
(

3 · r + 2 · r∗ + 3 · rox

)

(5.26)

+ 2 · rB ·
(

2 · r · r∗ + 3 · r · rox + 2 · r∗ · rox − r∗2
)

+4 · r · r∗ · rox − 2 · r · r∗2 − 2 · r∗2 · rox

]

· 1ψ
3

480

Equation (5.26) can be further simplified by assuming r∗ ≈ r , which results in:

PGD =
[

rB + r∗ + rox

]

· 1ψ
12

+
[

rB
3 + rB

2 ·
(

5 · r∗ + 3 · rox

)

(5.27)

+2 · rB ·
(

r∗2 + 5 · r∗ · rox

)

+ 2 · r∗2 · rox − 2 · r∗3
]

· 1ψ
3

480

Finally, we can revert the term A#
inv · exp(B#

inv · V̄ox) in (5.25) back to the original tunnel probability

Ptunnel

(

V̄ox, χB, Ainv, Beff

)

, resulting in:

IGD = −IGINV · Q̄ inv

Cox

· V̄ox ·
(

PGC

2
− PGD

)

· exp



− Beff

V̄ox

·



1 −
(

1 − V̄ox

χB

)

3
2







 (5.28)
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Figure 5.5: Modelled partition of IGS and IGD current components as a function of drain

bias are verified using a segmentation model (N = 10). (n-MOS, W/L =
10µm/0.6µm, tox = 2nm)

The resulting IGS/IGD partition cannot be verified using measurements. In Fig. 5.5, it is therefore

verified by breaking down the MOSFET into N = 10 equal segments, each described by the above

model, similar to [138]. The partition, which follows naturally from the segmentation model, is

accurately reproduced by (5.23) and (5.25) adding no parameters.

In the above derivations, only electrons tunnelling from the inversion layer to the gate have been taken

into account. In reality, electrons in the gate will also tunnel to the inversion layer, resulting in a small

tunneling component. The two tunnelling components have opposite signs and cancel out when zero

bias is applied (i.e., VGS = VDS = VSB = 0). The above-derived expressions for IGC, IGD and IGS,

however, do not become zero for this zero bias condition11 . This is not physical. For a more physical

description, the electrons tunnelling from gate to channel have to be taken into account, which results

in a complex expression. A simple method which forces IGC to zero for zero bias condition (and

hardly affects the accuracy at other bias conditions), is to subtract a bias-independent value equal to

IGC at VGS = VDS = VSB = 0 from IGC. An even simpler method is used in MM11. Realising

that V̄ox is approximately equal to VGS − VDSx/2 in the inversion region, this method replaces V̄ox by

VGS − VDSx/2 in the prefactor of the expressions (5.18) and (5.28) for IGC and IGD, respectively.

Furthermore, to arrive at the MM11-expressions, we need to replace r∗, rox and rB by the MM11-

variables ξ ∗, ∂Vox and B∗
inv, respectively. Finally, in order to obtain an accurate source/drain partition-

ing in subthreshold, we replace the term −Q̄ inv · r∗ ·1ψ/Cox (≈ −Q̄ inv · r ·1ψ/Cox = 1Q inv/Cox)

in (5.28) by the MM11-variable Vinv0
− VinvL .

5.2 Gate-to-Bulk Current

For an n-type MOS transistor operating in accumulation, an accumulation layer of holes is formed in

the p-type substrate and an accumulation layer of electrons is formed in the n+-type polysilicon gate.

11Expressions (5.18) and (5.28) for IGC and IGD, respectively, only become zero for V ∗
GB

= 0.
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Since the oxide energy barrier for electrons (χBN
= 3.1V) is considerably lower than that for holes

(χBP
= 4.5V), the gate current will mainly consist of electrons tunnelling from the gate to the bulk

silicon, where they are swept to the bulk terminal. In this case the (intrinsic) gate current density JGB

can be written as:

JGB =







0 for: VGB > VFB

−Qb · Ptunnel (−Vox, χB, Aacc, Bacc) for: VGB ≤ VB

(5.29)

where Aacc is the probability prefactor and Bacc is the probability factor for carriers in the accumula-

tion layer tunnelling to the gate. For n-type MOSFETs, both the gate-to-channel and the gate-to-bulk

currents consist of electrons tunnelling, and as a result Binv = Bacc. For p-type MOSFETs, however,

this is not the case, see Tab. 5.1, and consequently Binv 6= Bacc. The total gate-to-bulk current can be

obtained by integrating JGB along the channel:

IGB = W ·
∫ L

0

JGB · dx (5.30)

Since no channel current is flowing, the solution of IGB is straightforward. In accumulation, ∂ψs/∂x ≈
0 and ψs0

= ψsL
, and as a result we can simply write (for V ∗

GB < 0):

IGB = IGACC · Q̄b

Cox

· V̄ox · exp

(

Bacc

V̄ox

·
[

1 −
(

1 + V̄ox

χB

)3/2
])

(5.31)

where parameter IGACC is theoretically equal to Aacc ·W ·L ·Cox, but is used as an empirical parameter.

Again, the influence of quantum-mechanical quantization can be taken into account by making use of

an effective oxide barrier lowering. However, in order to limit calculation time, quantum-mechanical

oxide barrier lowering is neglected in this case. The gate-to-bulk current IGB can be seen in Fig. 5.3 (b)

as a function of gate bias for a typical n-MOS transistor at VDS = 0.

In the above derivations, only electrons tunnelling from the gate to the channel region have been taken

into account. In reality, electrons in the channel region will also tunnel to the gate, resulting in a small

tunneling component. The two tunnelling components have opposite signs and cancel out when zero

bias is applied (i.e., VGS = VDS = VSB = 0). The above-derived expressions for IGB, however, does

not become zero for this zero bias condition12. This is not physical. In order to force IGB to zero at

VGS = VDS = VSB = 0, in MM11, we simply replace V̄ox by VGB in the prefactor of expression (5.31)

for IGB.

5.3 Gate Overlap Current

Apart from the intrinsic components IGC and IGB, considerable gate current can be generated in

the gate/source- and gate/drain-overlap regions. The overlap regions are considered as two-terminal

MOS-structures with different flat-band voltage VFBov and body factor kov, see Section 2.2. In the

following general discussion, we denote the source or drain by X . For VGX > VFBov a negatively

charged accumulation layer is formed in the overlapped n+-source/drain extension and a positively

charged depletion layer is formed in the overlapping gate. In this case the overlap gate current will

mostly consist of electrons tunnelling from the source/drain accumulation layer to the gate, it is simply

given by:

IGov = W ·1Lov · Qov · Ptunnel (Vov, χB, Ainv, Binv) (5.32)

12Expression (5.31) for IGB becomes zero for V ∗
GB

= 0.

54
c©Koninklijke Philips Electronics N.V. 2003



Unclassified Report Physical Background of MOS Model 11, Level 1101 April 2003 — 2003/00239

where Qov and Vov are given by (2.38) and (2.39), respectively, and 1Lov is the length of the

gate/source or gate/drain overlap region.

For VGX < VFBov, the situation is reversed, a positively charged depletion layer is formed in the

overlapped n+-source/drain extension and a negatively charged accumulation layer is formed in the

overlapping gate. In this case, the overlap gate current will mostly consist of electrons tunnelling

from the gate accumulation layer to the source/drain, it is given by:

IGov = W ·1Lov · Qov · Ptunnel (−Vov, χB, Ainv, Binv) (5.33)

Adding up (5.32) and (5.33), we obtain for the total gate overlap current:

IGov = IGOV · Vov
2 ·
{

exp

(

− Binv

Vov

·
[

1 −
(

1 − Vov

χB

)3/2
])

(5.34)

− exp

(

Binv

Vov

·
[

1 −
(

1 + Vov

χB

)3/2
])}

where the parameter IGOV is theoretically equal to Ainv · W · 1Lov · Cox, but is used as an empirical

parameter. Physically IGov should be zero for VGX = 0, this is, however, not the case. Along the

same lines as in Sections 5.1 and 5.2, we simply replace one of the Vov’s in the prefactor of (5.34) by

VGX In order to force IGov to zero for VGX = 0. The resulting expression is the MM11 expression.

In Fig. 5.3 (b), the gate overlap current IGov is shown as a function of gate bias for a typical n-MOS

transistor at VDS = 0 (i.e. IGovL = IGov0
).

5.4 Total Gate Current

Including all the above components, the model gives an accurate description of IG over the whole

operation region, see Figs. 5.1 (b) and 5.3 (b), using only 5 adjustable parameters: IGINV, IGACC,

IGOV, Binv and Bacc. Similar accuracy is obtained for the VDS dependence, see Figs. 5.6 and 5.7.
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Figure 5.6: Gate current as a function of gate bias for various values of drain bias (n-MOS,

W/L = 10µm/0.6µm, tox = 1.4nm).
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Figure 5.7: Gate current as a function of drain bias for various values of gate bias (n-MOS,

W/L = 10µm/10µm, tox = 2.2nm).
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6 Charge modelling

The dynamic behaviour of a MOSFET is not only determined by the time dependence of the steady-

state currents, but also by the time dependence of the various charges in the transistor. These charges

give rise to a capacitive behaviour of the MOSFET. In a typical MOS structure, we can distinguish

intrinsic and extrinsic charges. The latter are due to the gate/source and gate/drain overlap regions.

The drain/source junctions also contribute to the capacitive behaviour of the MOSFET, but this is not

taken into account here. As mentioned before, it is described by a separate junction diode model.

6.1 Intrinsic Charges

In the intrinsic MOS transistor, charges can be attributed to the four terminals, see Fig. 6.1.
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Figure 6.1: Cross-section of an n-MOSFET structure (biased in the inversion region). In

a quasi-static approximation, charges can be attributed to the four terminals as

indicated, where the total inversion-layer charge QINV is partitioned in a source

(QS) and drain (QD) charge.

The total gate charge QG can be calculated by integrating Qg along the channel:

QG = W ·
∫ L

0

Qg · dx (6.1)

The total inversion-layer charge is split up in a source QS and a drain QD charge, which can be

calculated using the Ward-Dutton charge partitioning scheme [139]:

QS = W ·
∫ L

0

(

1 − x

L

)

· Q inv · dx (6.2)

QD = W ·
∫ L

0

x

L
· Q inv · dx (6.3)

This partitioning scheme results in a bias-dependent or dynamic charge partitioning as opposed to a

fixed partitioning as used in, e.g., BSIM4. Since charge neutrality holds for the complete transistor,
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the total bulk charge QB is simply given by:

QB = W ·
∫ L

0

Qb · dx = −QS − QD − QG (6.4)

Using the 4 above-mentioned charges, we can define 16 capacitances Cij:

Cij =











∂Q i

∂Vj
for: i = j

− ∂Q i

∂Vj
for: i 6= j

(6.5)

where i and j denote the terminal S, D, G or B13. Owing to charge neutrality and to the fact that the

4 terminal voltages can be reduced to 3 voltage differences without losing information, the 16 above

capacitances consist of 9 independent capacitances and 7 capacitances which can be written in terms

of the 9 independent capacitances (e.g., CGG = CDG + CSG + CBG = CGD + CGS + CGB).

It should be noted here that in general Cij 6= Cji, in other words the capacitances are non-reciprocal.

This non-reciprocity is a direct consequence of the charge conversation law and the non-linear mul-

tiple terminal nature of the MOS device. Only at VDS = 0, as the device is passive, the capacitances

are reciprocal (i.e., Cij = Cji) and symmetrical w.r.t. source and drain (i.e., CiD = CiS or CDj = CSj).

It can be shown, however, that owing to the use of the charge sheet approximation, the capacitances

are not exactly reciprocal at VDS = 0, see Appendix E.2. The latter effect is nonetheless negiligible

when compared to the non-reciprocity (at VDS = 0) that occurs in VT-based models.

The total charges as defined by (6.1)-(6.4) have to be calculated. In the following derivation, we will

neglect the influence of velocity saturation, which is allowed as pointed out in Appendix F.2. Starting

with the source and drain charge, equations (6.2) and (6.3) can be solved using (2.20). Using (L.2)

and (L.4), see Appendix L, one can rewrite (6.3) to:

QD = W · L

2
·
∫ Q∗

invL

Q∗
inv0

(

Q∗
inv − φT · Cinv

)

·
(

Q∗
inv

2 − Q∗
inv0

2
)

· Q∗
inv

(

Q̄∗
inv ·1Q∗

inv

)2
· dQ∗

inv (6.6)

which yields:

QD = W · L

2
·
(

3 · Q∗
invL

3 + 6 · Q∗
inv0

· Q∗
invL

2 + 4 · Q∗
inv0

2 · Q∗
invL

+ 2 · Q∗
inv0

3

15 · Q̄∗
inv · Q̄∗

inv

− φT · Cinv

)

(6.7)

Applying the same approach, one can calculate QS using (6.2):

QS = W · L

2
·
(

2 · Q∗
invL

3 + 4 · Q∗
inv0

· Q∗
invL

2 + 6 · Q∗
inv0

2 · Q∗
invL

+ 2 · Q∗
inv0

3

15 · Q̄∗
inv · Q̄∗

inv

− φT · Cinv

)

(6.8)

Bearing in mind that Q∗
invL

= Q̄∗
inv +1Q∗

inv/2 and Q∗
invL

= Q̄∗
inv −1Q∗

inv/2, and defining:

Fj = −1

2
· 1Q∗

inv

Q̄∗
inv

(6.9)

13For certain bias conditions and certain combinations of i and j , the capacitance defined in (6.5) may be negative.

Therefore, and to avoid confusion, the partial derivative Cij is sometimes referred to as transcapacitance or capacitive

coefficient.
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it can be shown that (6.7) and (6.8) reduce to:

QD = 1

2
· COX

Cox

·
[

Q̄∗
inv − 1Q∗

inv

6
·
(

Fj + Fj
2

5
− 1

)

− φT · Cinv

]

(6.10)

QS = 1

2
· COX

Cox

·
[

Q̄∗
inv − 1Q∗

inv

6
·
(

Fj − Fj
2

5
+ 1

)

− φT · Cinv

]

(6.11)

where COX is the total oxide capacitance given by Cox · W · L . The above two equations form the

basis for the QD and QS equations used in MM11.

In order to calculate QG using (6.1), we can use (2.24). Furthermore, using (L.2) and bearing in mind

that ∂Q∗
inv/1Q∗

inv = ∂ψs/1ψ , one can rewrite (6.1) to:

QG = W · L ·
∫ ψsL

ψs0

[

Q̄g − Cg ·
(

ψs − ψ̄
)]

·
[

Q̄∗
inv − Cinv ·

(

ψs − ψ̄
)]

Q̄∗
inv

· dψs

1ψ
(6.12)

which yields:

QG = COX

Cox

·
(

Q̄g + 1

12
· Cg · Cinv

Q̄∗
inv

·1ψ2

)

= COX

Cox

·
(

Q̄g − Cg

Cinv

· 1Q∗
inv

6
· Fj

)

(6.13)

The total bulk charge QB is simply calculated from (6.4):

QB = −COX

Cox

·
[

Q̄ inv + Q̄g − 1Q∗
inv

6
· Fj ·

(

1 + Cg

Cinv

)]

(6.14)

The presence of source and drain resistance also affects the above charge model. In order to take the

effect of series resistance into account, as pointed out in Appendix G.2, we simply replace 1Q∗
inv in

(6.9)-(6.14) by:

1Q∗
inv ≈ 1Q inv

1 + GR

G tot

(6.15)

Note that the above-defined 1Q∗
inv corresponds to the variable 1VGT

(= 1Q∗
inv/Cox) as used in

MM11.

Following the above approach, an accurate description of the accumulation region and the poly-

depletion effect are automatically included in the charge model, see Fig. 6.2. Note, however, that an

electrical oxide thickness has to be used which is larger than the physical oxide thickness. This is due

to the negligence of quantum-mechanical effects.

Quantum-mechanically, the inversion/accumulation charge concentration is not maximum at the Si-

SiO2-interface (as it would be in the classical case), but reaches a maximum at a distance 1y from

the interface [39]. This quantum-mechanical effect can be taken into account by an effective oxide

thickness toxeff
, which is bias-dependent, see Appendix D:

toxeff
= tox ·

[

1 + QMtox ·
(

Cox

ǫSi · Eeff

)1/3
]

(6.16)

c©Koninklijke Philips Electronics N.V. 2003 59



2003/00239— April 2003 Physical Background of MOS Model 11, Level 1101 Unclassified Report

�

���

���

���

�� �� �� � � � �

9 *6����9�

&
*
*
��
��
Q
)
�

Z�R�SRO\�

GHSOHWLRQ

ZLWK�SRO\�

GHSOHWLRQ

0HDVXUHPHQWV

026�0RGHO��� :�/ ���
�������mP

9 '6 � ���9

W R[ � ����QP

Figure 6.2: Input capacitance CGG as a function of gate bias for a long-channel p-MOSFET.

The influence of the poly-depletion effect is also shown. The used electrical

tox is 3.6nm, which differs from the physical tox of 3.2nm due to quantum-

mechanical effects.

where QMtox is equal to 2/5 · QM · Cox
2/3, and QM is a physical constant (QMN = 5.951993

Vm4/3/C2/3 for electrons and QMP = 7.448711 Vm4/3/C2/3 for holes). The quantum-mechanical

carrier displacement can be taken into account in the above-derived charge model by replacing the

total oxide capacitance COX by an effective oxide capacitance COXeff
given by:

COXeff
= COX

1 + QMtox ·
(

Cox

ǫSi·Eeff

)1/3
(6.17)

In order to obtain the MM11 expression, we need to replace the effective field Eeff in (6.17) by an

effective voltage Veff = ǫSi · η · Eeff/Cox and replace η by 1/ηmob. Using no extra parameters, the

implementation of COXeff
results in an accurate charge description using the physical oxide thickness,

see Fig. 6.3.

Non-Quasi-Static Effects: It should be noted here that the charge model as described above is

quasi-static. The quasi-static approach assumes that a charge QX can be attributed to a terminal X

and that this charge changes instantaneously with a changing voltage VX. In other words, it assumes

that the channel transit time is infinite, which is not physical. A finite transit time results, for exam-

ple, in a phase shift (or delay) between channel current and gate voltage. This phase-shift is not taken

into account in the quasi-static approach. This implies that for applications at high frequencies ap-

proaching the cut-off frequency, errors have to be expected due to non-quasi-static (NQS) effects. An

accurate description of NQS-effects requires the solution of the continuity equation along the channel,

which can only be obtained under certain approximations. Several methods to include NQS-effects

have been proposed [140]-[143]. These methods are generally computation time intensive, do not

include short-channel effects and in some cases consider the transient and ac small-signal behaviour

separately, which can lead to inconsistent simulation results in the time domain and frequency do-

main. Another, less complex method is based on the small-signal approximation [144]-[147], the

resulting models are not applicable to large-signal, transient and harmonic-balance simulations. An

alternative simple and large-signal method makes use of the relaxation time approach [148], which
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Figure 6.3: Same measurement results as used in Fig. 6.2. Quantum-mechanical effects

have been included in the model, resulting in an electrical oxide thickness of

3.2nm, which corresponds to the physical oxide thickness.

is, however, inaccurate for certain bias conditions.

A simple yet accurate NQS-method that avoids most of the above-mentioned drawbacks, makes use

of a so-called segmentation model [138]. In this method, the continuity equation is solved by breaking

down the MOSFET channel into N equal segments in series, each described by a conventional quasi-

static model. The resulting segmentation model is very accurate and consistent for dc steady-state, ac

small-signal, large-signal and transient simulations. Of course, the use of N segments for each MOS-

FET will result in an increase in computation time. Bearing in mind, however, that in RF-circuits only

a limited number of transistors are crucial for the high-frequency performance, the trade-off between

the high accuracy and the computational penalty is nonetheless very positive.

6.2 Extrinsic Charges

For short-channel transistors, a major part of the total input capacitance CGG will be determined by the

gate-to-source and gate-to-drain overlap capacitances. An accurate modelling of these bias-dependent

overlap capacitances is thus important. As discussed in Section 2.2, the overlap regions can be treated

as n+-gate/oxide/n+-bulk MOS capacitances, where the source or drain acts as bulk terminal. The

total charge in the overlap region QOV can simply be given by:

QOV = −COV · Vov (6.18)

where Vov is given by (2.39), COV is the oxide capacitance of the overlap region given by Cox · W ·
1Lov, and 1Lov is the length of the gate/source or gate/drain overlap region. Again, the influence

of quantum-mechanical effects could be taken into account in the overlap charge by making use of a

bias-dependent effective oxide thickness. However, in order to limit calculation time, the quantum-

mechanical effects are neglected in this case. Equation (6.18) gives an accurate description of the

bias-dependent overlap capacitance, as is shown in Fig. 6.4. Replacing Vov and COV in (6.18) by Vov0

and CGSO, respectively, we obtain the MM11-expression for QOV0
. In the same way, replacing Vov

and COV by VovL
and CGDO, respectively, we obtain the MM11-expression for QOVL

.
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Figure 6.4: Drain-to-gate capacitance CDG as a function of gate bias for a short-channel

n-type transistor. The total CDG consists of the intrinsic CDG and the bias-

dependent overlap capacitance.
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7 Noise Modelling

So far, it has been assumed that the currents of a MOSFET vary with time only if one or more of

the terminal voltages vary with time. However, irrespective of the presence of externally applied

signals, a MOSFET shows spontaneous fluctuations in the terminal currents, referred to as noise.

Such fluctuations can interfere with weak signals when the MOSFET is part of an analogue or RF

circuit, and as a consequence, an accurate modelling of noise behaviour in circuit simulation is thus

essential.

In a MOSFET, generally three different types of noise can be observed, see Fig. 7.1: 1/ f -noise,

thermal noise and induced gate noise. These types of noise are all related to the channel current. In

reality, the gate tunnel current and the bulk avalanche current will also exhibit noisy behaviour (due

to shot noise), however, this has been neglected in MOS Model 11, Level 1101.

��� ��� ��� ��� ����
�

�

��

��

��I�QRLVH

WKHUPDO�
QRLVH

LQGXFHG�
JDWH�QRLVH

�
�
W
�Q
R
LV
H�
IL
J
X
UH
��
�G
%
�

IUHTXHQF\���+]�

Figure 7.1: The 50� noise figure as a function of frequency for a typical MOSFET. Three

different types of noise with different frequency dependence can be observed:

1/ f -noise, thermal noise and induced gate noise.

7.1 1/ f -Noise

At low frequencies, flicker or 1/ f -noise becomes dominant in MOSFETs. In the past, this type of

noise was interpreted either in terms of trapping and detrapping of charge carriers in the gate oxide

or in terms of mobility fluctuations. Nowadays, a general 1/ f -noise model by Hung et al which

combines both number and mobility fluctuations [149, 150], has found wide acceptance in the field

of MOS modelling. The model assumes that the carrier number in the channel fluctuates due to

trapping/detrapping in the gate oxide, see Fig. 7.2, and that these number fluctuations also affect the

carrier mobility resulting in (correlated) mobility fluctuations. The model was originally formulated

for VT-based models, but it can easily be derived in terms of ψs resulting in an accurate expression

for all operating regions. As a starting point we use eq. (22) in [150]:

SID
( f ) = kB · T · IDS

2

γox · f · W · L2
·
∫ L

0

nt (Efn) ·
[

R

N(x)
± αs · µeff

]2

· dx

(7.1)

= kB · T · q · IDS · µeff

γox · f · L2
·
∫ VDB

VSB

nt (Efn) · R2

N
·
[

1 ± αs · µeff · N

R

]2

· dV
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Figure 7.2: (a) Flicker or 1/ f -noise in MOSFETs is attributed to the trapping/detrapping

of carriers in the gate oxide, resulting in carrier number fluctuations and corre-

lated mobility fluctuations. (b) The fluctuations caused by a single trap result

in a Lorentzian-type noise spectral density. A distribution of traps in the ox-

ide result in a distribution of Lorentzians. The addition of only 5 Lorentzians

(dashed lines) already leads to a 1/ f -like spectrum (solid line) over a consider-

able frequency range. For reference, the dotted line represents true 1/ f noise

(corresponding to a spatially unifrom distribution of traps).

where nt (Efn) is the approximated distribution of oxide traps over energy, γox is the attenuation

coefficient of the electron wave function in the oxide, αs is a scattering coefficient responsible for the

mobility fluctuations, N is the number of channel carrier per unit area, N = −Q inv/q, and R is the

ratio of the fluctuations in carrier number (1N) to fluctuations in occupied trap number (1Nt):

R ≡ ∂1N

∂1Nt

(7.2)

If 1Nt fluctuates by an amount ∂1Nt, then in strong inversion ∂1N = −∂1Nt (i.e., R = −1), and

in weak inversion |∂1N | ≪ |∂1Nt| (i.e., |R| ≪ 1). In order to find an expression for R in weak

inversion, we note that when the trapped charge Q t fluctuates, this produces fluctuations in the gate

charge ∂Qg, the inversion charge ∂Q inv and the bulk charge ∂Qb. Charge conservation requires:

∂Qg + ∂Q inv + ∂Qb + ∂Q t = 0 (7.3)

or:

R ≡ ∂1N

∂1Nt

= − ∂Q inv

∂Qg + ∂Qb + ∂Q inv

(7.4)

≈
Q inv

/

φT

Cg + Cb − Q inv

/

φT

where ∂Q inv/∂ψs in weak inversion has been approximated by −Q inv/φT. Eq. (7.4) can be rewritten

as:

R = − N

N + N∗ (7.5)
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with

N∗ = φT

q
·
[

Cg + Cb

]

≈ −φT

q
· Cinv (7.6)

wheNote that, although (7.5) is valid in weak inversion, R approaches the theoretical value of −1 in

strong inversion. As a result, we can use (7.5) over the whole operation region.

To further proceed in solving (7.1), one needs to know the bias dependency of αs, µeff and nt (Efn).

In order to keep things mathematically feasible, the following parametrisation is made:

n∗
t (Efn) = nt (Efn) ·

[

1 ± αs · µeff · N

R

]2

= A + B · N + C · N 2 (7.7)

where A, B and C are treated as empirical parameters. Furthermore dV can be written in terms of

dN :

dV = ∂V

∂ψs

· ∂ψs

∂N
· dN = q

Cinv

· ∂V

∂ψs

· dN (7.8)

where ∂V/∂ψs is given by (3.5), which can be approximated by, using

partial Qinv/∂ψs ≈ −Cinv:

∂V

∂ψs

≈ N + N∗

N
(7.9)

Now using (7.7), (7.8) and (7.9), we can rewrite (7.1) as:

SID
= −φT

2 · q2 · IDS · µeff

γox · f · L2 · N∗ ·
∫ NL

N0

N + N∗

N
· R2

N
·
[

A + B · N + C · N 2
]

· dN (7.10)

which results in the following equation:

SID
= φT

2 · q2 · IDS · µeff

γox · f · L2 · N∗ ·
{

A · ln

(

N0 + N∗

NL + N∗

)

+ B ·
[

N0 − NL − N∗ · ln

(

N0 + N∗

NL + N∗

)]

+C ·
[

N0
2 − NL

2

2
− N∗ · (N0 − NL)+ N∗2 · ln

(

N0 + N∗

NL + N∗

)]}

(7.11)

In the saturation operation region, channel length modulation may affect the noise density. In order

to take this effect into account, we rewrite (7.1):

SID
= kB · T · IDS

2

γox · f · W · L2
·
[∫ L−1L

0

n∗
t (Efn) · R2

N2
· dx +

∫ L

L−1L

n∗
t (Efn) · R2

N2
· dx

]

(7.12)

where the first term results in (7.11) and the second term is due to channel length modulation. In

order to calculate the latter, we assume that both the electron quasi-Fermi level and carrier density are

uniform in the saturation region 1L and equal to those at the saturation point (in other words N = NL

and V = VSB + VDSsat
). In this case, it is straightforward to show that the total noise power becomes:

SID
= φT

2 · q2 · IDS · µeff

γox · f · L2 · N∗ ·
{

A · ln

(

N0 + N∗

NL + N∗

)

+ B ·
[

N0 − NL − N∗ · ln

(

N0 + N∗

NL + N∗

)]
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+C ·
[

N0
2 − NL

2

2
− N∗ · (N0 − NL)+ N∗2 · ln

(

N0 + N∗

NL + N∗

)]}

(7.13)

+1L · kB · T · IDS
2

γox · f · W · L2
· A + B · NL + C · NL

2

(NL + N∗)2

In order to simplify (7.13), the following parameters are defined:

NFA = q · A

γox · L · W
(7.14)

NFB = q · B

γox · L · W
(7.15)

NFC = q · C

γox · L · W
(7.16)

Replacing µeff by µ0/Gvsat in order to take into account both mobility reduction and velocity satura-

tion, equation (7.13) can now be rewritten as:

SID
= q · φT

2 · β · IDS

f · Cox · Gmob · N∗ ·
[

(

NFA − N∗ · NFB + N∗2 · NFC

)

· ln

(

N0 + N∗

NL + N∗

)

+
(

NFB − N∗ · NFC

)

· (N0 − NL)+ NFC

2
·
(

N0
2 − NL

2
)

]

(7.17)

+ φT · IDS
2

f
· (1 − G1L) ·

[

NFA + NFB · NL + NFC · NL
2

(NL + N∗)2

]

Equation (7.17) is the expression for the 1/ f -noise spectral density Sfl as used in MM11 [17].

7.2 Thermal Noise

Thermal (or Nyquist) noise is caused by the random thermal (or Brownian) motion of carriers. In a

MOSFET, the channel current IDS exhibits thermal noise. As can be shown, see Appendix M.1, the

thermal-noise spectral density of a MOSFET is given by [35, 152, 153]:

SID
( f ) = 4 · kB · T

IDS · L2
·
∫ VDB

VSB

g2(V ) · dV (7.18)

where g(V ) is the channel conductance at a specific point along the channel, given by:

g(V ) = −µ(V ) · W · Q inv(V ) (7.19)

For n-type transistors, the mobility µ(V ), including velocity saturation, is given by:

µ(V ) = µeff
√

1 +
(

µeff

vsat
· ∂ψs

∂x

)2
(7.20)
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where the effective mobility µeff is given by (3.32). Using eqs. (3.5) and (7.20), we can rewrite the

expression (3.1) for channel current into:

IDS = − µeff · W · Q∗
inv

√

1 +
(

µeff

vsat
· ∂ψs

∂x

)2
· ∂ψs

∂x
(7.21)

Solving ∂ψs/∂x in (7.21) yields an explicit expression:

∂ψs

∂x
= IDS
√

µeff
2 · W 2 · Q∗

inv
2 −

(

µeff

vsat
· IDS

)2
(7.22)

Now, we can evaluate g(V ) by inserting the above equation into (7.20) and then next into (7.19),

which results in:

g(V ) =

√

µeff
2 · W 2 · Q∗

inv
2 −

(

µeff

vsat

· IDS

)2

· Q inv

Q∗
inv

(7.23)

For an evaluation of the thermal noise according to (7.18), we need to find an analytical expression

for g2(V ) · dV . Using (7.23) for g(V ) and (3.5) for dV , we can write:

g2(V ) · dV = g2(ψs) · Q∗
inv

Q inv

· dψs

=
[

µeff
2 · W 2 · Q inv · Q∗

inv −
(

µeff

vsat

· IDS

)2

· Q inv

Q∗
inv

]

· dψs (7.24)

The last term of the above equation is determined by the effect of velocity saturation, and is thus

only of importance in the strong inversion region, where drift current is dominant. Simplifying the

influence of diffusion on the velocity saturation term, eq. (7.24) can be approximated by:

g2(V ) · dV ≈
[

µeff
2 · W 2 · Q inv · Q∗

inv −
(

µeff

vsat

· IDS

)2

· Q̄ inv

Q̄∗
inv

]

· dψs (7.25)

The integration in (7.18) can now simply be performed:

SID
= 4 · kB · T

IDS · L2
· µeff

2 · W 2 ·
∫ ψsL

ψs0

[

Q inv · Q∗
inv −

(

IDS

vsat · W

)2

· Q̄ inv

Q̄∗
inv

]

· dψs (7.26)

= 4 · kB · T

IDS · L2
· µeff

2 · W 2 ·
[

Q̄ inv · Q̄∗
inv + Cinv

2

12
·1ψ2 −

(

IDS

vsat · W

)2

· Q̄ inv

Q̄∗
inv

]

·1ψ

Using µeff = µ0/Gmob and θsat = µ0/(vsat · L), we obtain:

SID
= 4 · kB · T

Gmob
2

·
[

(

β

Cox

)2

· Q̄ inv · Q̄∗
inv + Cinv

2/12 ·1ψ2

IDS

− θsat
2 · IDS · Q̄ inv

Q̄∗
inv

]

·1ψ (7.27)

The above equation can further be developed by inserting the drain current expression, neglecting the

influence of series resistance and self-heating for the moment:

IDS = − β

Gvsat

· Q̄∗
inv

Cox

·1ψ (7.28)
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Figure 7.3: The 50� noise figure F50 as a function of gate bias for n-type MOSFETs in

0.35µm technology and for a short-channel n-type MOSFET in 0.18µm tech-

nology [8] (VDS = VDD, W = 16 × 10µm).

Expression (7.27) can now be simplified to:

SID
= 4 · kB · T

Gmob
2

·
[

− β

Cox

· Gvsat ·
(

Q̄ inv + Cinv
2 ·1ψ2

12 · Q̄∗
inv

)

− θsat
2 · IDS ·1ψ

]

(7.29)

For an accurate description of the total thermal noise spectral density, we need to include the influ-

ence of series resistance14 as well. Using the derivation as outlined in Appendix M.2, the following

expression for the spectral density SID
including the impact of series resistance can be derived:

SID
≈ 4 · kB · T

Gmob
2

·
[

− β

Cox

· Gvsat
2

G tot

·
(

Q̄ inv + Cinv
2 ·1ψ2

12 · Q̄∗
inv

)

− θsat
2 · IDS ·1ψ

]

(7.30)

This basically is the expression for the thermal noise spectral density Sth as used in MM11, where

the term 4 · kB · T has been replaced by parameter NT. This thermal noise model, making use of

the appropriate equation for velocity saturation, has been found to accurately describe experimental

results for various CMOS technologies [8, 15], see Fig. 7.3. Some publications [154, 155] have

reported an increased thermal noise in submicron MOSFETs with respect to long-channel thermal

noise predictions, which has been ascribed to hot-carrier effects. The above noise model, nevertheless,

gives an accurate description for all channel lengths without having to invoke carrier heating effects.

The above derivation for thermal noise holds for n-type MOSFETs. For p-type MOSFETs, a different

expression (3.38) for velocity saturation has to be used. Using (3.38) complicates the derivation of

thermal noise, but it can be simplified, along the same lines as was done in Section 3.3.2. In other

words, the n-type MOS equations can simply be used for p-type MOS equations when θsat is replaced

by θsat/(1 + θsat
2 ·1ψ2)1/4, resulting in an accurate expression for thermal noise [8].

14The thermal noise contributed by the drain and the source series resistance is neglible, and both series resistances are

consequently considered noiseless.
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Figure 7.4: The fluctuating channel current induces noise in the gate current SIG
owing to

the capacitive coupling between gate and channel. Since the thermal noise in

the channel is frequency independent, the resulting induced gate noise SIG
is

proportional to f 2 and consequently only becomes important at high frequen-

cies.

7.3 Induced Gate Noise Modelling

Owing to capacitive coupling between the gate and the channel, the fluctuating channel current (as

calculated in Section 7.2) induces a noise current in the gate terminal at high frequencies, see Fig. 7.4.

This type of noise is generally referred to as induced gate noise. Hence, apart from the channel

current thermal noise spectral density SID
, the high-frequency noise also consists of the induced gate

noise spectral density SIG
. Unfortunately the calculation of this component from first principles is

too complicated to provide a result applicable to circuit simulation. It is more practical to derive

the desired result from an equivalent circuit presentation given in Fig. 7.5. Owing to the mentioned

capacitive coupling, a part of the channel is present as a resistance in series with the gate input

capacitance. In saturation, this resistance is approximately equal to:

Ri = 1

3 · gm

(7.31)

where gm is the transconductance. It can be easily shown that the latter resistance produces an input

noise current with a spectral density given by:

SIG
= 4 · kB · Ri · ω2 · COX

2 (7.32)

where ω is the angular frequency (= 2 ·π · f ), and COX is the total oxide capacitance (Cox · W · L . In

addition, since 1id and 1ig have the same physical source, both spectral densities are correlated. In

saturation, it can be shown that the correlation ρIG·ID
is approximately equal to [152]:

ρIG·ID
= 0.4 · j (7.33)

The cross-correlation spectral density SIG·ID
is simply expressed as:

SIG·ID
= ρIG·ID

·
√

SIG
· SID

(7.34)

In order to obtain the MM11-expressions for induced gate noise, we need to replace the variables SIG
,

ρIG·ID
and SIG·ID

by Sig, ρigth and Sigth, respectively.
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Figure 7.5: Noise current sources in the electrical scheme of the MOS transistor: id is the

thermal noise current, ig is the correlated induced gate noise current, and Ri is

the intrinsic channel resistance.

The induced gate noise basically is a non-quasi static (NQS) effect. As a result, the use of an NQS

segmentation model [138] (see Section 6.1) where each segment solely includes the channel-current

thermal noise description, automatically results in a correct description of induced gate noise for all

bias conditions [15]. For this purpose, the induced gate noise SIG
can be made equal to zero by using

parameter GATENOISE in MM11.
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Appendices
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A Smoothing Functions

In this Appendix, the various mathematical smoothing functions used in MOS Model 11 are defined.

These smoothing functions are used to obtain a continuous transition from one mathematical function

to the other at a certain transition point. Not only the smoothing function should be continuous at the

transition point, but its higher-order derivatives as well. In other words, it should be C∞-continuous.

A.1 Hyp Functions

In some cases, it is essential to use a function f (x) which changes C∞-continuously from zero for

x < 0 to x for x < 0. This can be realized using a so-called hyp-function:

hyp1 {x; ǫ} = 1

2
·
(

x +
√

x2 + 4 · ǫ2

)

(A.1)

where ǫ is a parameter that determines the smoothness of the transition, see Fig. A.1.

Figure A.1: The hyp-function hyp1 {x; ǫ} realizes a C∞-continuous transition from zero for

x < 0 to x for x < 0. Parameter ǫ determines the smoothness of the transition.

A.2 Ohmic/Saturation Smoothing Function

For analog circuit simulation the transition from the ohmic region to the saturation region should not

only be continuous for drain current, but it should also be C∞-continuous. In most compact MOSFET

models a smooth transition is obtained by using an empirical function, a so-called smoothing function.

This smoothing function VDSx
is ideally equal to VDS in the ohmic region and to VDSsat

in the saturation

region. In order to preserve model symmetry at VDS = 0, the smoothing function VDSx should ensure

that i) ∂VDSx/∂VDS = 1 at VDS = 0 and ii) ∂nVDSx/∂VDB
n = −∂nVDSx/∂VSB

n at VDS = 0 for n = 2

and higher [7, 26]. A smoothing function that satisfies the above requirements has been introduced

in [26]:

VDSx = VDS · VDSsat

[

VDS
2·m + VDSsat

2·m] 1
2·m

(A.2)
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where m is an empirical parameter, which determines the smoothness of the transition, see Fig. A.2.
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Figure A.2: Smoothing function VDSx realizes a C∞-continuous transition from VDS in the

ohmic region (i.e., for VDS < VDSsat) to VDSsat in the saturation region (i.e., for

VDS > VDSsat). Parameter m determines the smoothness of the transition.
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B Calculation of Surface Potential

B.1 Poly-Depletion Effect

The use of a polysilicon gate results in the formation of a depletion layer at the gate/SiO2-interface

(for VGB > VFB). A potential drop ψp falls across this polysilicon depletion layer (i.e., the electrostatic

potential at the gate/gate-oxide interface with respect to the neutral gate, see Fig. 2.3 (a)) affecting the

calculation of surface potential ψs. Including the poly-depletion potential drop ψp, equation (2.6) can

be written as:

Qs = −Cox ·
(

V ∗
GB − ψs − ψp

)

(B.1)

In order to calculate ψp, the same derivations as above can be done for the n+-type polysilicon gate.

Since the gate is very highly n-type doped, we assume that the hole density p′ in the gate can be

neglected for practical bias conditions15 . In this case, the gate space charge ρ ′(x, y) in the polysilicon

gate is given by:

ρ ′(x, y) = q ·
[

NP − n′(x, y)
]

(B.2)

where NP is the net donor doping concentration in the polysilicon gate, and the polysilicon electron

density n′ is given by Maxwell-Boltzmann statistics16:

n′(x, y) ≈ NP · exp
(

−ψ ′(x,y)
φT

)

(B.3)

Here ψ ′ is the electrostatic potential with respect to the neutral gate. Under the gradual channel

approximation, the 1-D Poisson equation for the gate is written as:

∂2ψ ′

∂y2
≈ q · NP

ǫSi

·
[

1 − exp
(

−ψ ′φT

)]

(B.4)

Again as boundary conditions both ψ ′ and ∂ψ ′/∂y are taken to be equal to zero deep into the neutral

gate. From Gauss’ law the gate charge density Qg is given by:

Qg = ǫSi · ∂ψ ′

∂y

∣

∣

∣

y=−tox

= ±kP · Cox ·
√

ψp + φT ·
[

exp
(

−ψp

φT

)

− 1
]

(B.5)

where kp is the gate body effect coefficient given by
√

2 · q · ǫSi · NP/Cox.

Due to charge neutrality Qg = −Qs, and as a result (2.5), (2.8) and (B.5) can be equated, resulting in

two implicit equations from which both ψs and ψp can be calculated. In order to simplify matters a

bit, a distinction is made between the accumulation (i.e., V ∗
GB < 0) and the inversion (i.e., V ∗

GB > 0)

operation region. In the accumulation region, an accumulation layer of holes is formed in the substrate

15In other words it is assumed that only depletion and accumulation can occur in the polysilicon gate. The possibility of

strong inversion is neglected. This implies that no inversion layer is formed in the polysilicon gate, which holds true for

practical operation conditions.
16In practice the polysilicon gate is degenerately doped and as a result Fermi-Dirac statistics should be used.
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and an accumulation layer of electrons is formed in the gate. In this case both ψs and ψp are negative,

and consequently (2.5) can be approximated by:

Qs ≈ −k0 · Cox ·
√

ψs + φT ·
[

exp

(

−ψs

φT

)

− 1

]

(B.6)

Equating (B.5) and (B.6), and bearing in mind that the polysilicon gate is much more highly doped

than the silicon subtrate, in other words k0 ≪ kP, it is easily seen that |ψs| ≫ |ψp|. In the accumula-

tion region ψp is thus approximately equal to zero.

In the inversion region, an inversion layer of electrons and a depletion layer of ionized acceptor atoms

is formed in the substrate, and a depletion layer of ionized donor atoms is formed in the gate. In this

case both ψs and ψp are positive, and consequently (B.5) can be approximated by:

Qg ≈ kP · Cox ·
√

ψp (B.7)

The potential ψp can now be solved by equating (2.6) and (B.7), which results in the following simple

expression for ψp valid over all operation regions:

ψp =











0 for: V ∗
GB ≤ 0

(
√

V ∗
GB − ψs + kP

2
/

4 − kP

/

2
)2

for: V ∗
GB > 0

(B.8)

Note that in the ideal case (e.g., metal gate) kP → ∞, and ψp = 0; no poly-depletion occurs.

Rewriting (2.7), the implicit relation for ψs including poly-depletion becomes:

(

V ∗
GB − ψs − ψp

k0

)2

= ψs + φT ·
[

exp

(

−ψs

φT

)

− 1

]

(B.9)

+ φT · exp

(

−V + φB

mS · φT

)

·
[

exp

(

ψs

mS · φT

)

− 1

]

where theoretically mS = 1.

B.2 Gate Overlap Region

In order to be able to calculate the surface potential in the gate/source and gate/drain overlap regions,

the overlap regions are treated as n+-gate/oxide/n+-bulk MOS capacitances where the source and

drain, respectively, act as bulk, see Fig. 2.6. In the following derivation, we denote the source or drain

terminal by X.

Although the impurity doping concentration in the n+-source/drain extension region is non-uniform

in both lateral and transversal direction, it is assumed that an effective donor doping concentration

NOV can be defined for this structure. In this case, the gate space charge ρ(x, y) in the extension is

given by:

ρ(y) = q · [NOV − n(y)] (B.10)
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where it has been assumed that only accumulation and depletion occur in the n+ overlapped region17,

and as a result the influence of holes has been neglected. The electron density n is given by Maxwell-

Boltzmann statistics:

n(y) ≈ NOV · exp
(

ψ(y)

φT

)

(B.11)

Here, ψ is the electrostatic potential with respect to the neutral overlap region. Under the gradual

channel approximation, the 1-D Poisson equation for this region is written as:

∂2ψ

∂y2
≈ −q · NOV

ǫSi

·
[

1 − exp

(

ψ ′

φT

)]

(B.12)

Again, as boundary conditions both ψ and ∂ψ/∂y are taken to be equal to zero deep in the neutral

source region. From Gauss’ law, the charge density Qov in the overlapped source extension is given

by:

Qov = ǫSi · ∂ψ
∂y

∣

∣

∣

∣

y=0

= ±kov · Cox ·
√

φT ·
[

exp

(

ψsov

φT

)

− 1

]

− ψsov (B.13)

where kov is the body effect coefficient of the overlap region given by
√

2 · q · ǫSi · NOV/Cox. Apply-

ing Gauss’ theorem, Qov can also be related to the applied gate bias:

Qov = −Cox ·
(

VGX − VFBov − ψpov − ψsov

)

(B.14)

where VFBov is the effective flat-band voltage of the source extension and ψpov is the potential drop in

the polysilicon gate due to the poly-depletion effect. The latter can be derived along the same lines as

equations (B.1) through (B.8), resulting in:

ψpov =















0 for: VGX ≤ VFBov

(

√

VGX − VFBov − ψsov + kP
2/4 − kP/2

)2

for: VGX > VFBov

Finally, equating (B.13) and (B.14), an implicit expression for the surface potential ψsov can be deter-

mined:

(

VGX − VFBov − ψpov − ψsov

kov

)2

= −ψsov + φT ·
[

exp

(

ψsov

φT

)

− 1

]

17Since the source/drain extension has a very high doping concentration, an inversion layer in the overlapped region will

only be formed at very negative gate bias VGX. For practical bias conditions, this will not occur and therefore this effect

has been neglected.
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C Explicit Approximation of Surface Potential

The implicit relation (2.10) for surface potential ψs cannot be solved analytically. It can only be

solved iteratively, which is generally considered to be computationally expensive. In order to reduce

computation time, an accurate approximation of ψs is required. In this Appendix, the explicit approx-

imation for ψs as used in MOS Model 11 is discussed. It has already partly been treated in [9].

Three distinct regions of operation can be observed: the accumulation region, the weak-inversion or

depletion region and the strong-inversion region. Different approximations of surface potential can

be made in the various operation regions.

Accumulation Region: Accumulation occurs when the influence of holes is dominant. In other

words, when ψs < 0, which corresponds to V ∗
GB < 0. In this case, neglecting the influence of

electrons, the implicit relation (2.10) can be approximated by:

V ∗
GB − ψs ≈ −k0 ·

√

ψs + φT ·
[

exp

(

−ψs

φT

)

− 1

]

(C.1)

Bearing in mind the exponential term is dominant for ψs < 0, it is convenient to rewrite this equation

into:

ψs = −φT · ln





(

V ∗
GB − ψs

)2
/

k0
2 − ψs + φT

φT



 (C.2)

Since ψs is almost equal to zero in accumulation, the surface potential can be approximated by:

ψs ≈ −φT · ln

[

(

V ∗
GB

/

k0

)2 + φT

φT

]

(C.3)

From the above, it is clear that ψs is independent of quasi-Fermi potential V , and only weakly depen-

dent on gate bias V ∗
GB. For an explicit calculation of ψs, the use of a constant value of zero in (C.3)

does not give accurate results. In Fig. 2.3 (b) at negative values of V ∗
GB, the surface potential seems

to saturate at a value which is several φT lower than 0, and which is about −4 · φT for conventional

MOSFETs. For ψs < 0, the surface potential changes from 0 at V ∗
GB = 0 to −4 · φT at V ∗

GB ≪ 0. A

simple empirical function ψ∗
acc can be defined which realizes this change:

ψ∗
acc = Acc · V ∗

GB
√

1 +
(

Acc·V ∗
GB

4·φT

)2
(C.4)

where Acc is given by:

Acc = ∂ψs

∂VGB

∣

∣

∣

∣

V ∗
GB=0

= 1

1 + k0

/√
2 · φT

(C.5)

ensuring that ∂ψ∗
acc/∂V ∗

GB = ∂ψs/∂V ∗
GB at V ∗

GB = 0. Equation (C.2) can now be rewritten as:

ψs ≈ −φT · ln





(

V ∗
GB − ψ∗

acc

)2
/

k0
2 − ψ∗

acc + φT

φT



 (C.6)

As can be seen in Fig. C.1 (a), the above expression gives an accurate description of ψs in the whole

accumulation region.
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Figure C.1: The surface potential ψs calculated from the implicit relation (2.10) (solid line)

as a function of gate bias V ∗
GB in (a) the accumulation region and (b) the inver-

sion region. The approximations used (dashed lines) are (C.6) in accumulation,

(C.10) in weak inversion and (C.16) in strong inversion. (n-MOS, V = 0,

NA = 2 × 1023m−3, NP → ∞, tox = 3.2nm and mS = 1)

Weak-Inversion or Depletion Region: Weak inversion (or depletion) occurs when the influence of

ionized acceptor atoms is dominant, in other words when 0 < ψs < φB + V . In this case, neglecting

the influence of electrons, the implicit relation (2.10) can be approximated by:

V ∗
GB − ψs − ψp ≈ k0 ·

√

ψs +1acc (C.7)

where 1acc is a function which takes into account the influence of holes:

1acc = φT ·
[

exp

(

−ψs

φT

)

− 1

]

(C.8)

The function 1acc is equal to 0 at V ∗
GB = 0 and it approaches a value of −φT for V ∗

GB ≫ 0. An

approximate expression which ensures these conditions and which is no longer dependent on ψs, is

given by:

1acc ≈ φT ·
[

exp

(

−Acc · V ∗
GB

φT

)

− 1

]

(C.9)

Note that the above approximate expression not only gives the exact value but also the exact derivative

∂1acc/∂VGB at V ∗
GB = 0 as given by (C.8). Solving ψs from (C.7) results in a simple expression:

ψs ≈





√

PD ·
(

V ∗
GB +1acc

)

+ k0
2/4 − k0/2

PD





2

−1acc = ψsat (C.10)

where PD = 1 + (k0/kP)
2. From the above expression, it is clear that ψs is independent of quasi-

Fermi potential V , and approximately proportional to gate bias V ∗
GB. From (C.10), we can furthermore

determine the boundaries of the weak inversion region in terms of V ∗
GB: 0 < V ∗

GB < PD · (φB + V −
φT) + k0 ·

√
φB + V − φT + φT = V ∗

GBT
. As can be seen in Fig. C.1, the above expression gives an

accurate description of ψs in the whole weak-inversion region.
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Strong-Inversion Region: Strong inversion occurs when the influence of electrons is dominant, i.e.,

whenψs > φB+V , which corresponds to V ∗
GB > PD ·(φB+V −φT)+k0·

√
φB + V − φT+φT = V ∗

GBT
.

In this case, the implicit relation (2.10) can be approximated by (assuming that φB + V ≫ φT):

V ∗
GB − ψs − ψp ≈ k0 ·

√

ψs + φT · exp

(

ψs − φB − V

mS · φT

)

+1acc (C.11)

Bearing in mind the exponential term is dominant for ψs > φB + V , it is convenient to rewrite this

equation into:

ψs = φB + V + mS · φT · ln











[

2/k0·(V ∗
GB−ψs)

1+
√

1+4/kP
2·(V ∗

GB−ψs)

]2

− ψs −1acc

φT











(C.12)

It is clear that ψs is strongly dependent on quasi-Fermi potential V and only weakly dependent on

gate bias V ∗
GB. In a first-order approximation we can assume that ψs remains constant and equal to

φB + V . Replacing ψs in the right-hand side of (C.12) by φB + V , we obtain:

ψs ≈ φB + V + mS · φT · ln











[

2/k0·(V ∗
GB−φB−V)

1+
√

1+4/kP
2·(V ∗

GB−φB−V)

]2

− φB − V −1acc + φT

φT











(C.13)

where the extra φT in the logarithm has been added so that (C.13) equals (C.10) for the threshold

condition V ∗
GB = V ∗

GBT
, nonetheless, its influence overall is negligible. For an explicit calculation of

ψs, however, the use of a constant value of φB + V in (C.13) does not give accurate results [9]. In

Fig. C.1 (b) at high values of V ∗
GB, the surface potential seems to saturate at a value which is several

φT higher than φB + V , and which is about 4 · φT for conventional MOSFETs. For ψs > φB + V , the

surface potential changes from φB + V at threshold to φB + V + 4 · φT at high gate bias values. A

simple empirical function ψ∗ can be defined which realizes this change:

ψ∗ = φB + V + ψsat − φB − V
√

1 +
(

ψsat−φB−V

4·φT

)2
(C.14)

Here ψsat is given by (C.10). In the logarithmic term in (C.13), φB + V can now be replaced by the

above function ψ∗:

ψs ≈ φB + V + mS · φT · ln











[

2/k0·(V ∗
GB−ψ∗)

1+
√

1+4/kP
2·(V ∗

GB−ψ∗)

]2

− ψ∗ −1acc + φT

φT











(C.15)

where the quadratic term in the logarithm is dominant, and as a result, the above expression can be

further approximated by:

ψs ≈ φB + V + mS · φT · ln











[

2/k0·(V ∗
GB−ψ∗)

1+
√

1+4/kP
2·(V ∗

GB−ψ∗)

]2

− φB − V −1acc + φT

φT











(C.16)
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As can be seen in Fig. C.1 (b), the above expression gives an accurate description of ψs in the whole

strong inversion region.

The above-derived approximate relations are only valid in their respective operation regions. An

accurate and C∞-continuous transition from accumulation to weak inversion and from weak inversion

to strong inversion is needed.

The accumulation approximation (C.6) is only valid for V ∗
GB ≤ 0, and in order to ensure it smoothly

goes to zero for V ∗
GB > 0, we replace V ∗

GB by V ∗
GB − VGBeff

in the derivation of the accumulation

approximation. Here, the function VGBeff
smoothly changes from V ∗

GB for V ∗
GB < 0 to 0 for V ∗

GB > 0

by using a hyp-smoothing function, see Appendix A:

VGBeff
= hyp1

{

V ∗
GB; ǫ1

}

(C.17)

where ǫ1 is a smoothing factor, fixed at a value of 2 × 10−2. Using the above method, we obtain:

ψ∗
acc =

Acc ·
(

V ∗
GB − VGBeff

)

√

1 +
(

Acc·(V ∗
GB−VGBeff)
4·φT

)2
(C.18)

ψsacc = −φT · ln





(

V ∗
GB − VGBeff

− ψ∗
acc

)2
/

k0
2 − ψ∗

acc + φT

φT



 (C.19)

In addition, to ensure that approximation (C.10) smoothly goes to zero for V ∗
GB < 0, we replace V ∗

GB

by VGBeff
in the derivation of the weak-inversion approximation, resulting in:

ψsat =





√

PD ·
(

VGBeff
+1acc

)

+ k0
2/4 − k0/2

PD





2

−1acc (C.20)

A continuous transition from weak to strong inversion can be acquired by replacing φB + V in (C.14)

and (C.16) by a smoothing function f1 that changes from ψsat in weak inversion to φB + V in strong

inversion:

f1 = ψsat − hyp1 {ψsat − φB − V ; ǫ1} (C.21)

Using the above method, we obtain:

ψ∗ = f1 + ψsat − f1
√

1 +
(

ψsat− f1

4·φT

)2
(C.22)

ψsinv
= f1 + mS · φT · ln











[

2/k0·(V ∗
GB−ψ∗)

1+
√

1+4/kP
2·(V ∗

GB−ψ∗)

]2

− f1 −1acc + φT

φT











(C.23)
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Figure C.2: (a) Surface potential ψs (dashed line) and corresponding absolute deviation be-

tween the explicit solution (C.24) and the implicit solution (2.10) of surface

potential 1ψs (solid line) as a function of gate bias VGS (n-MOS, V = 0V,

NA = 5 × 1023m−3, NP → ∞, tox = 2nm and mS = 1). (b) Channel cur-

rent IDS (dashed line) and corresponding relative deviation between the explicit

(approximate) and the implicit calculation (solid line) as a function of gate bias

VGS (W/L = 10µm/10µm, VSB = 0V and VDS = 0.1V).

The resulting expression is valid in both the weak and the strong inversion region, and goes to zero in

the accumulation region. The explicit approximation of surface potential can now be written as:

ψs = ψsacc + ψsinv
(C.24)

As can be seen in Fig. C.2 (a), the above explicit formulation of ψs typically results in a maximum

absolute error of 2 mV with respect to the implicit solution (2.10). This, in turn, leads to a max-

imum relative error in channel current IDS of about 1.5% around threshold. Considering that the

statistical variation in electrical behaviour of transistors on different batches, wafers or even dies is

typically higher than this maximum value of 1.5%, we can conclude that the accuracy of the explicit

approximation is sufficient.
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D Quantum-Mechanical Effects

In modern CMOS technologies, the combination of a thinner gate oxide tox and a higher channel dop-

ing NA results in a very high normal field at the Si-SiO2-interface, which in turns leads to a significant

bending of the energy bands at the interface. The resulting potential well can become sufficiently nar-

row so that the motion of carriers in the direction perpendicular to the interface is quantized. This

gives rise to i) splitting of the conduction energy band into discrete subbands and ii) a displacement

of the inversion-layer carrier distribution from the interface [39]-[42], see Fig. D.1.
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Figure D.1: (a) Energy-band diagram (in transversal direction) of an n-type MOS transistor

for VGB > VFB. In the quantum-mechanical picture, the energy specrum con-

sists of a discrete set of energy levels in the potential well (formed by the band

bending at the Si-SiO2-interface). The first energy level E0 does not coincide

with the bottom of the conduction band resulting in an energy difference 1E .

(b) Electron density n(y) as a function of transversal position y for the classical

(dashed line) and the quantum-mechanical (solid line) case. In the quantum-

mechnical case, the average distance to the interface 〈y〉 is larger by an amount

of 1y compared to the classical case.

Concerning the first effect, quantum-mechanical self-consistent calculations show that energy sub-

bands of electrons and holes are formed in the different energy valleys. As indicated in Fig. D.1, the

energy spectrum consists of a set of discrete energy levels, where the first allowed energy level E0

does not coincide with the bottom of the conduction band EC , resulting in an energy difference 1E .

Under the approximation of a triangular potential well, the energy difference 1E can be solved from

the Schrödinger equation resulting in [39]:

1E =
(

h̄2

2 · mSi

)1/3

·
(

9

8
· π · q · ESi

)2/3

= Z0 ·
(

h̄ · q · ESi√
2 · mSi

)2/3

(D.1)

where mSi is the effective electron mass in silicon normal to the interface, Z0 is the zero of the zero-

order Airy function (i.e., Z0 ≈ 2.32) and ESi is the normal electric field at the Si/SiO2-interface.

From the above expression, it is clear that the spacing between the energy levels increases with in-

creasing normal electric field. As a result, in the weak inversion region, the splitting of the energy
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levels is small compared to the thermal voltage φT, many subbands are occupied and quantum effects

are washed out. In the strong inversion region, on the other hand, the spacing of energy levels is large,

only a few subbands are occupied and consequently quantum-mechanical effects become important.

The energy difference 1E effectively widens the bandgap for all temperatures, a larger surface po-

tential is needed for a given channel charge and hence the threshold voltage increases with respect to

the classical case.

The second quantum-mechanical effect to be taken into account is the different shape of the wave

function. The electron density n(y) has to vanish at the Si-SiO2-interface and the average distance

〈y〉 to the interface increases by an amount of 1y compared to the classical solution, see Fig. D.1.

Assuming that only the first subband is occupied, we can write for 1y [39]:

1y = 2

3
· 1E

q · ESi

− φT

ESi

≈ 2

3
· 1E

q · ESi

(D.2)

It is clear that 1y decreases with increasing normal field ESi. The displacement of the electron

distribution effectively increases the oxide thickness:

toxeff
= tox + ǫox

ǫSi

·1y (D.3)

which results in a bias-dependent reduction of gate capacitance, especially for thin gate oxides.

Both of the above effects should be taken into account self-consistently in Poisson’s equation and

Gauss’ law. This is, however, quite complicated, and in order to simplify matters, both effects are

generally incorporated in the modelling of an effective bandgap widening 1Eg [37]:

1Eg = 1E + q · ESi ·1y (D.4)

The QM effects are accounted for by using a correction for the intrinsic carrier density:

n
Q M

i = ni · exp

(

−1Eg/q

2 · φT

)

(D.5)

Using the above, the implicit surface potential expression (B.9) can be rewritten to (assuming that

mS = 1 for simplicity’s sake):

(

V ∗
GB − ψs − ψp

k0

)2

= ψs + φT ·
[

exp

(

−1Eg/q

2 · φT

)

· exp

(

−ψs

φT

)

− 1

]

(D.6)

+ φT · exp

(

−V + φB

φT

)

·
[

exp

(

−1Eg/q

2 · φT

)

· exp

(

ψs

φT

)

− 1

]

The impact of the quantum-mechanical effects on surface potential ψs and on total charge Qs can be

seen in Fig. D.2. QM-effects result in an increase in |ψs| and a decrease in |Qs|, particularly in the ac-

cumulation and the strong-inversion region. It is clear that QM-effects cannot be neglected. Although

the above method results in an accurate implementation of QM-effects18, its implementation is not

straightforward. It has been found that the increase in |ψs| can simply be compensated by adjusting

certain model parameters (such as k0 and φB). In this case, the implementation of QM-effects can be

18Although the inclusion of both 1E and 1y in an effective Eg results in an accurate description of surface potential ψs,

it nevertheless results in a slight overestimation of the depletion charge in the strong inversion (Qb ≈ −k0 · √
ψs). This

does not lead to a significant inaccuracy.
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Figure D.2: (a) The surface potential ψs and (b) the total charge density Qs as a function of

gate bias V ∗
GB with (solid line) and without (dashed line) quantum-mechanical

effects (calculated by (D.6)). (n-MOS, V = 0, NA = 2 × 1023m−3, NP =
1 × 1026m−3, tox = 3.2nm and mS = 1)

limited to the inclusion of the effective oxide thickness toxeff
in the model [41], which will affect both

I -V and CV characteristics. The I -V characteristics may still be compensated by adjusting certain

parameters (such as the mobility parameters), errors in gate capacitances, however, will still remain.

For an accurate charge modelling, we need to include the effective oxide thickness toxeff
.

In the above derivation, it was assumed that the potential well has a triangular shape, which is a

somewhat crude approximation. A more accurate approximation can be found under the assumption

that only the first allowed subband has carriers in it. In this case, the energy difference 1E can be

calculated to be [39]:

1E = 3

2
·
(

3 · q · h̄

2 · ǫSi ·
√

mSi

)2/3

·
Qb + 55

96
· Q inv

(

Qb + 11
32

· Q inv

)1/3

≈ 3

2
·
(

3 · q · h̄ · Eeff

2 · √mSi

)2/3

= q · 3

5
· QM · (ǫSi · Eeff)

2/3 (D.7)

where QM is a physical constant (QMN = 5.951993 V·m4/3/C2/3 for electrons and QMP = 7.448711

V·m4/3/C2/3 for holes) and Eeff is the effective normal field in the potential well, given by:

Eeff = −
Qb + 1

3
· Q inv

ǫSi

(D.8)

Note that Eeff is less dependent on inversion charge Q inv than ESi, resulting in a slightly different

dependence of the QM-effects on back and gate bias. The effective oxide thickness increase 1tox

(= toxeff
− tox) can be obtained from (D.2) and (D.3) replacing ESi by Eeff:

1tox

tox

= 2

3
· 1E

q
· Cox

ǫSi · Eeff

= QMtox ·
(

Cox

ǫSi · Eeff

)1/3

(D.9)
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where QMtox is equal to 2/5 · QM · Cox
2/3. The above equation is used in the charge description as

used in Section 6.1.

For this case, the effective bandgap widening 1Eg can be recalculated according to (D.4):

1Eg = 1E + q · Eeff ·1tox · ǫSi

ǫox

= q · QMψ ·
(

ǫSi · Eeff

Cox

)2/3

(D.10)

where QMψ is equal to QM · Cox
2/3. In case of gate tunnelling, see Chapter 5, the bandgap widening

can also be interpreted as an effective decrease in the oxide potential barrier 1χB simply given by

1Eg/q.
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E Charge Sheet Approximation and Its Impact

The total charge density Qs in the semiconductor, as given by (2.5) and (2.8), is the sum of the

inversion-layer charge density Q inv consisting of electrons and the bulk charge density Qb consisting

of holes and (positively charged) ionized impurity atoms. In order to find an accurate expression for

Q inv, we need to integrate the electron density n as given by (2.2) over transversal coordinate y from

deep into the neutral bulk to the Si/SiO2-interface:

Q inv = −q ·
∫

n · dy (E.1)

Bearing in mind that the transversal field Ey is given by −∂ψ/∂y and using (2.2) for n, we can write:

Q inv = −q · NA ·
∫ ψs

0

exp
(

[ψ − φB − V ]
/

φT

)

Ey(ψ, V )
· dψ (E.2)

where, according to (2.5), Ey is given by (for V ∗
GB > 0):

Ey = k0 · Cox

ǫSi

·
√

ψ + φT ·
[

exp

(

− ψ

φT

)

− 1

]

+ φT · exp

(

−V + φB

mS · φT

)

·
[

exp

(

ψ

mS · φT

)

− 1

]

(E.3)

Unfortunately expression (E.2) cannot be solved explicitly. In order to obtain an explicit yet approxi-

mate expression for Q inv, often use is made of the so-called charge sheet approximation. In the charge

sheet approximation, it is assumed that the inversion layer is infinitesimally thin, in other words, it

is confined to a (charge) sheet. Under this assumption, the bulk charge density can be calculated

using (2.4) where the influence of electrons is neglected:

∂2ψ

∂y2
≈ q · NA

ǫSi

·
[

1 − exp

(

− ψ

φT

)]

(E.4)

Integrating the above, Qb can be obtained from Gauss’ law:

Qb = ǫSi ·
∂ψ

∂y

∣

∣

∣

∣

y=0+
= ±k0 · Cox ·

√

ψs + φT ·
[

exp

(

−ψs

φT

)

− 1

]

(E.5)

where Qb is negative for V ∗
GB > 0 (i.e., inversion) and positive for V ∗

GB < 0 (i.e., accumulation). The

inversion-layer charge density Q inv is now simply given by (for V ∗
GB > 0):

Q inv = Qs − Qb = −Cox ·
(

V ∗
GB − ψs − ψp − k0 ·

√

ψs + φT ·
[

exp

(

−ψs

φT

)

− 1

]

)

(E.6)

The above expressions for Qb and Q inv can be subsequently used to derive expressions for the channel

current IDS, see Section 3, and the intrinsic charges, see Section 6.1. The impact of the use of the

charge sheet approximation on the calculation of channel current IDS and the intrinsic charges will be

discussed in Sections E.1 and E.2, respectively.
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E.1 Impact on Channel Current

Under the assumptions that the hole current as well as recombination/generation can be neglected and

that the current flow is limited to the x-direction only, the current equation and the continuity equation

in the MOSFET can be written as:

Jn = −q · n · µ · ∂V

∂x
(E.7)

∂ Jn

∂x
= 0 (E.8)

where Jn is the current density in the x-direction, and µ is the carrier mobility. From the above,

integrating over y and z, it follows that the drain-source channel current IDS can be written as:

IDS = −
∫ ∫

Jn · dy · dz = q · W ·
∫

n · µ · ∂V

∂x
· dy (E.9)

For the moment, µ is supposed to be bias and position independent, so that we can rewrite:

IDS = −W · µ · Q inv · ∂V

∂x
(E.10)

Using the accurate expression (E.2) for Q inv and integrating along the channel from source to drain,

we obtain:

IDS = −q · W

L
· µ · NA ·

∫ VDB

VSB

∫ ψs

0

exp
(

[ψ − φB − V ]
/

φT

)

Ey(ψ, V )
· dψ · dV (E.11)

This double integral equation for IDS is commonly referred to as the Pao-Sah model [43], it can only

be solved numerically. The double integral can be rewritten into a completely equivalent single inte-

gral [46]. This single integral, nevertheless, still has to be solved numerically, making the Pao-Sah

model unsuitable for use in circuit simulators.

The use of numerical integration is circumvented by reverting to the charge sheet approximation [44,

45], where Qb and Q inv are given by (E.5) and (E.6), respectively. In order to be able to inte-

grate (E.10) along the channel, we need to find a relation between dV and dψs. This can be done

using the implicit relation (2.10):

(

Vox

k0

)2

= ψs + φT ·
[

exp

(

−ψs

φT

)

− 1

]

+ φT · exp

(

−V + φB

mS · φT

)

·
[

exp

(

ψs

mS · φT

)

− 1

]

(E.12)

where Vox = V ∗
GB − ψs − ψp and ψp is given by (2.9). The above expression can be differentiated

with respect to V resulting in:

∂ψs

∂V
=

k0
2

mS
· exp

(

ψs−V−φB

mS·φT

)

k0
2 ·
[

1 + 1
mS

· exp
(

ψs−V−φB

mS ·φT

)

− exp
(

−ψs

φT

)]

− 2 · Vox · ∂Vox

∂ψs

(E.13)

Using the implcit relation (E.12), we can rewrite the above into:

∂V

∂ψs

≈ 1 + mS · φT ·
k0

2 ·
[

1 − exp
(

−ψs

φT

)]

− 2 · Vox · ∂Vox

∂ψs

Vox
2 − k0

2 ·
(

ψs + φT ·
[

exp
(

−ψs

φT

)

− 1
]) (E.14)
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which in terms of Q inv and Qb becomes:

∂V

∂ψs

≈ 1 + mS · φT · Cox

Q inv

·





∂Vox

∂ψs

+
Q inv · ∂Vox

∂ψs
+ k0

2 · Cox ·
[

1 − exp
(

−ψs

φT

)]

Q inv + 2 · Qb



 (E.15)

This expression is still rather complex, but it can be simplified by noting that the second term between

the round brackets only becomes important when Qinv becomes very small. As a result, the above

expression can be approximated by setting Q inv = 0 in the round bracket term [44, 45]:

∂V

∂ψs

≈ 1 + mS · φT · Cox

Q inv

·





∂Vox

∂ψs

+
k0

2 · Cox ·
[

1 − exp
(

−ψs

φT

)]

2 · Qb





≈ 1 + mS · φT · Cox

Q inv

·
(

∂Vox

∂ψs

− 1

Cox

· ∂Qb

∂ψs

)

= 1 − mS · φT

Q inv

· ∂Q inv

∂ψs

(E.16)

Finally, replacing dV in (E.10) by dψs and using the ideal value mS = 1, we obtain:

IDS = −µ · W · Q inv · ∂ψs

∂x
+ µ · W · φT · ∂Q inv

∂x
= Idrift + Idiff (E.17)

where we can distinguish a drift component Idrift and a diffusion component Idiff. The above expres-

sion (E.17) for IDS is often reffered to as the charge-sheet model, and it is used throughout this report.

It has been found that the charge-sheet model predicts IDS within 1% of that calculated using the

Pao-Sah model under most operating conditions [44].

E.2 Impact on Charge Model

In general, the dynamic capacitances Cij of a MOSFET, defined by (6.5), are non-reciprocal, i.e.,

Cij 6= Cji. However, at VDS = 0, the MOSFET is a passive device, and as a consequence its dynamic

capacitances Cij are reciprocal (i.e., Cij = Cji) for this specific condition. Since at VDS = 0, V =
VSB = VDB and ψsL

= ψs0
, we can simply write for the total inversion charge QINV:

QINV = QS + QD = W · L · Q inv (E.18)

and for the total gate charge QG:

QG = W · L · Qg = W · L · Cox · Vox (E.19)

Making use of the accurate expression (E.2) for Q inv and the implicit relation (E.12), it can be shown

that indeed:

CCG = −∂QINV

∂V ∗
GB

= −∂QG

∂V
= CGC (E.20)

where CCG (= CSG + CDG) is the channel-to-gate capacitance and CGC (= CGS + CGD) is the gate-to-

channel capacitance. The same can be shown for CGB = CBG and CCB = CBC. The capacitances are

indeed reciprocal at VDS = 0.
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Figure E.1: (a) The gate-to-bulk capacitance CGB and bulk-to-gate capacitance CBG, and (b)

the gate-to-channel capacitance CGC and channel-to-gate capacitance CCG as a

function of gate bias VGB for VSB = VDB = 0 as calculated with the charge sheet

approximation, cf. (E.5) and (E.6). The capacitances are not exactly reciprocal,

particularly in the stong inversion region, due to the use of the charge sheet

approximation. (n-MOS, NA = 2 × 1023m−3, NP → ∞, tox = 3.2nm and

mS = 1)

Making use of the charge sheet approximation (E.6) instead of the accurate expression (E.2), how-

ever, a slight difference occurs between Cij and Cji, see Fig. E.1. This difference particularly occurs in

the strong inversion region where Q inv becomes non-negligible. The use of the charge sheet approx-

imation thus results in non-reciprocal capacitances at VDS = 0, nevertheless, the difference between

Cij and Cji is almost negligible and as a result it is generally felt that the use of the charge sheet

approximation is allowed.
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F Impact of Velocity Saturation

In this Appendix, the impact of velocity saturation on channel current and on the charge model are

investigated in Section F.1 and F.2, respectively.

F.1 Impact on Channel Current

In an n-type MOSFET, the influence of velocity saturation is given by (3.40), repeated here for the

sake of completeness:

IDS = − µeff · W · Q∗
inv

√

1 +
(

µeff

vsat
· ∂ψs

∂x

)2
· ∂ψs

∂x
(F.1)

This equation can be rewritten to:

IDS · dx =
√

(

µeff · W · Q∗
inv

)2 −
(

µeff

/

vsat · IDS

)2 · dψs (F.2)

Bearing in mind that dQ∗
inv = −Cinv · dψs, the above becomes:

IDS · dx = −
√

(

µeff · W · Q∗
inv

)2 −
(

µeff

/

vsat · IDS

)2 · dQ∗
inv

Cinv

(F.3)

which can be integrated from source to drain, resulting in:

IDS = − 1

2 · Cinv · L
·



Q∗
inv ·

√

(

µeff · W · Q∗
inv

)2 −
(

µeff

vsat

· IDS

)2

(F.4)

+

(

µeff

vsat
· IDS

)2

µeff · W
· ln



−µeff · W · Q∗
inv +

√

(

µeff · W · Q∗
inv

)2 −
(

µeff

vsat

· IDS

)2











∣

∣

∣

∣

∣

∣

∣

Q∗
invL

Q∗
inv0

The above relation gives an exact description of the impact of velocity saturation on the channel

current IDS. Unfortunately IDS is only given implicitly, and it cannot be calculated analytically. In

order to simplify (F.4), we define 1Q∗
inv = Q∗

invL
− Q∗

inv0
= 1Q inv. Next, using Q∗

inv0
= Q̄∗

inv −
1Q∗

inv/2 and Q∗
invL

= Q̄∗
inv + 1Q∗

inv/2, we can develop a third-order Taylor series of the right-hand

side of (F.4) around IDS = 0:

IDS ≈ µeff · W

L
· Q̄∗

inv · 1Q∗
inv

Cinv

+

(

µeff

vsat
· IDS

)2

2 · Cinv · µeff · W · L
· ln

(

2 −1Q∗
inv/Q̄∗

inv

2 +1Q∗
inv/Q̄∗

inv

)

(F.5)

from which IDS can be solved:

IDS ≈ −
2 · µeff · W

L
· Q̄∗

inv ·1ψ

1 +
√

1 − 2 ·
(

µeff

vsat·L

)2

· Q̄∗
inv

Cinv
· 1Q∗

inv

Cinv
· ln

(

2−1Q∗
inv/Q̄∗

inv

2+1Q∗
inv/Q̄∗

inv

)

(F.6)
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The above equation can be further simplified by approximating the logarithmic term:

ln

(

2 −1Q∗
inv/Q̄∗

inv

2 +1Q∗
inv/Q̄∗

inv

)

≈ −1Q∗
inv

Q̄∗
inv

− 1

12
·
(

1Q∗
inv

Q̄∗
inv

)3

(F.7)

resulting in:

IDS ≈ −
2 · µeff · W

L
· Q̄∗

inv ·1ψ

1 +
√

1 + 2 ·
(

µeff

vsat·L ·1ψ
)2

·
[

1 + 1
12

·
(

1Q∗
inv

Q̄∗
inv

)2
]

(F.8)

≈ − 2 · β · Q̄∗
inv/Cox ·1ψ

Gmob +
√

Gmob
2 + 2 · (θsat ·1ψ)2 ·

[

1 + 1
12

·
(

1Q∗
inv

Q̄∗
inv

)2
]

where θsat is defined as µ0/(vsat · L).

F.2 Impact on Charge Model

In order to study the influence of velocity saturation on the overall charge model, we study the impact

on the total inversion-layer charge QINV (= QS + QD):

QINV = W ·
∫ L

0

Q inv · dx (F.9)

Using (F.3), the above integral can be rewritten to:

QINV = −W ·
∫ L

0

(

Q∗
inv − φT · Cinv

)

·

√

(

µeff · W · Q∗
inv

)2 −
(

µeff

vsat

· IDS

)2

· dQ∗
inv

Cinv · IDS

(F.10)

Although the above integral can be analytically solved, it does not result in a transparent equation.

Therefore, we simplify the integral by developing the square root in a second-order Taylor series

around IDS = 0:

QINV ≈ W

IDS

·
∫ L

0

(

Q∗
inv − φT · Cinv

)

·






µeff · W · Q∗

inv −

(

µeff

vsat
· IDS

)2

2 · µeff · W · Q∗
inv






· dQ∗

inv

Cinv

(F.11)

This integral can be easily solved, resulting in:

QINV ≈ W

2 · Cinv

·
(

µeff · W · Q∗
inv ·

[

2 · Q∗
inv − 3 · Cinv · φT

]

3 · IDS

(F.12)

−

[

µeff

vsat

]2

· IDS ·
[

Q∗
inv − φT · Cinv · ln

(

Q∗
inv

)]

µeff · W







∣

∣

∣

∣

∣

∣

∣

Q∗
invL

Q∗
inv0
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Using Q∗
inv0

= Q̄∗
inv − 1Q∗

inv/2 and Q∗
invL

= Q̄∗
inv + 1Q∗

inv/2, and replacing IDS by (F.6), we can

develop a fifth-order Taylor series of (F.12) around 1Q∗
inv = 0:

QINV ≈ W · L ·
[

Q̄∗
inv − φT · Cinv + 1

12
· 1Q∗

inv
2

Q̄∗
inv

+ 1

12
·
(

µeff

vsat · L

)2

· 1Q∗
inv

4

Cinv
2 · Q̄∗

inv

]

(F.13)

The impact of velocity saturation only appears in the fourth-order term, and can thus be neglected.

Using (6.9), the above equation reduces to:

QINV ≈ W · L ·
[

Q̄∗
inv − φT · Cinv − 1Q∗

inv

6
· Fj

]

= W · L ·
[

Q̄ inv − 1Q∗
inv

6
· Fj

]

(F.14)

which is exactly equal to the summation of eqs. (6.10) and (6.11), where velocity saturation has been

neglected.
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G Implementation of Series Resistance

In this Appendix, the impact of series resistance on the channel current and on the charge model are

investigated in Section G.1 and G.2, respectively.

G.1 Impact on Channel Current

In the presence of source (RS) and drain (RD) resistance, the internal bias VGB is unaffected, but the

internal bias values VSB and VDB are changed by a voltage drop across these respective resistors and

have to be replaced by:

VSB → VSB + IDS · RS

VDB → VDB − IDS · RD
(G.1)

Since a MOSFET is a symmetrical device with respect to source and drain, it is valid to assume that

source and drain resistance are equal (i.e., RS = RD). In order to determine the impact of series

resistance on channel current IDS given by (3.42), the surface potentials ψs0
and ψsL

have to be recal-

culated using (G.1). This results in an implicit relation for IDS. To simplify the solution of IDS, we

will focus on the superthreshold region where IDS and consequently the voltage drop across the series

resistance can be significant. In the subthreshold region, on the other hand, IDS will be small and the

above-mentioned voltage drop can be neglected.

In strong inversion, the surface potentials ψs0
and ψsL

are in a zero-order approximation (see Ap-

pendix C) equal to φB + VSB + IDS · RS and φB + VDB − IDS · RS, respectively. Neglecting higher-order

effects, we can thus replace ψs0
and ψsL

by:

ψs0
→ ψs0

+ IDS · RS

ψsL
→ ψsL

− IDS · RS
(G.2)

In terms of variables ψ̄ and 1ψ , we can write:

ψ̄ → ψ̄

1ψ → 1ψ − 2 · IDS · RS
(G.3)

This implies that variables such as, e.g., Q̄ inv, Cinv and Eeff, which are only dependent on ψ̄ , are not

affected by series resistance. Equation (G.3) can now be introduced in the expression (3.42) for IDS:

IDS = −β · Q̄∗
inv/Cox · (1ψ − 2 · IDS · RS)

G∗
vsat

(G.4)

where G∗
vsat is the velocity saturation expression where the impact of series resistance has been taken

into account. In order to keep the derivation manageable, we use the simplified expression (3.44) for

Gvsat
19 and take a first-order Taylor expansion around IDS · RS = 0:

G∗
vsat =

√

Gmob
2 + θsat

2 · (1ψ − 2 · IDS · RS)
2

≈
√

Gmob
2 + (θsat ·1ψ)2 − 2 · θsat

2 ·1ψ · IDS · RS
√

Gmob
2 + (θsat ·1ψ)2

(G.5)

19The small difference between (3.44) and (3.45) is neglected here, see Fig. 3.8.
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≈ Gvsat − 2 · θsat
2 ·1ψ · IDS · RS

Gvsat

Equation (G.4) can now be rewritten to a second-order polynomial:

−2 · θsat
2 · RS ·1ψ
Gvsat

· IDS
2 + [GR + Gvsat] · IDS + β · Q̄∗

inv

Cox

·1ψ = 0 (G.6)

where:

GR = −2 · β · Q̄∗
inv

Cox

· RS (G.7)

The solution to (G.6) of IDS is simply given by:

IDS = − β

G tot

· Q̄∗
inv

Cox

·1ψ (G.8)

where:

G tot = Gvsat + GR

2
·



1 +

√

1 − 4 · GR

Gvsat

·
(

θsat ·1ψ
Gvsat + GR

)2



 (G.9)

Using (3.44), we can rewrite θsat
2 ·1ψ2 as Gvsat

2 − Gmob
2, and as a consequence G tot becomes:

G tot = Gvsat + GR

2
·
[

1 +
√

1 − 4 · GR/Gvsat

(Gvsat + GR)
2

·
(

Gvsat
2 − Gmob

2
)

]

(G.10)

For reasons of simplicity, Gvsat can simply be replaced by (3.45) instead of (3.44).

Note that, when the impact of series resistance on velocity saturation is neglected, equation (G.10)

reduces to:

G tot = Gvsat + GR (G.11)

This approximate expression will be used in the calculation of the saturation voltage, see Appendix H.

G.2 Impact on Charge Model

The presence of source and drain resistance not only affects the (steady-state) channel current but also

has an impact on the charge model. We need to determine the impact of series resistance on the total

(intrinsic) charges QD, QS, QG and QB given by (6.10), (6.11), (6.13) and (6.14), respectively. The

total charges can be written as a function of average charge densities, such as Q̄∗
inv and Q̄g, and the

inversion-layer charge difference 1Q∗
inv. The average charge densities are only dependent on ψ̄ , and

consequently, as pointed out in Section G.1, they are not affected by series resistance. Only 1Q∗
inv is

affected by series resistance. Using (G.3), we can write:

1Q∗
inv = −Cinv · (1ψ − 2 · IDS · RS) (G.12)
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which can be simplified using (G.7) and (G.8):

1Q∗
inv = −Cinv ·1ψ ·

(

1 + 2 · β · Q̄∗
inv · RS

Cox · G tot

)

= 1Q inv ·
(

1 − GR

G tot

)

(G.13)

In MM11, we have approximated the function 1 − x by 1/(1 + x), resulting in:

1Q∗
inv ≈ 1Q inv

1 + GR

G tot

(G.14)

Finally, to incorporate the impact of series resistance on the charge model, we replace 1Q∗
inv in

eqs. (6.10), (6.11), (6.13) and (6.14) by the above expression for 1Q∗
inv.
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H Calculation of Saturation Voltage

In literature [35], the saturation voltage for short-channel transistors is usually calculated by defining

the saturated drain-source channel current to be equal to the product of the free carrier concentration

at the drain end and the saturated drift velocity:

IDSsat = −W · Q invL · vsat

Here, Q invL
is given by (2.13) where ψs = ψsL

and 1acc is neglected:

Q invL = −Cox ·





2 ·
(

V ∗
GB − ψsL

)

1 +
√

1 + 4/kP
2 ·
(

V ∗
GB − ψsL

)

− k0 ·
√

ψsL



 (H.1)

In order to take into account the impact of series resistance on Q invL
, ψsL

has to be replaced by

ψsL
− IDSsat · RS in the above relation along the same lines as done in Appendix G. Taking a first-order

Taylor series around IDSsat · RS = 0, we can write:

Q invL
= −Cox ·





2 ·
(

V ∗
GB − ψsL

)

1 +
√

1 + 4/kP
2 ·
(

V ∗
GB − ψsL

)

− k0 ·
√

ψsL



+ CinvL
· IDSsat · RS (H.2)

where:

CinvL
= − ∂Q inv

∂ψs

∣

∣

∣

∣

ψs=ψsL

= −Cox ·





1
√

1 + 4/kP
2 ·
(

V ∗
GB − ψsL

)

+ k0

2 ·
√

ψsL



 (H.3)

The saturated channel current becomes:

IDSsat =
W · Cox ·

[

2·(V ∗
GB−ψsL)

1+
√

1+4/kP
2·(V ∗

GB−ψsL)
− k0 ·

√

ψsL

]

· vsat

1 + W · CinvL
· vsat · RS

(H.4)

=
β ·
[

2·(V ∗
GB−ψsL)

1+
√

1+4/kP
2·(V ∗

GB−ψsL)
− k0 ·

√

ψsL

]

θsat + CinvL
/Cox · θR/2

On the other hand, the channel current IDS is also given by expression (3.50). Equating (H.4)

and (3.50), an expression is obtained from which the saturation ψsL
value can be calculated:

β · Q̄∗
inv ·

(

ψsL
− ψs0

)

Cox · G tot

=
β ·
[

2·(V ∗
GB−ψsL)

1+
√

1+4/kP
2·(V ∗

GB−ψsL)
− k0 ·

√

ψsL

]

θsat + CinvL
/Cox · θR/2

(H.5)

where G tot is given by (G.9). Unfortunately ψsL
cannot be solved analytically from the above relation.

In order to find an analytical and explicit expression for the saturation voltage, some approximations

have to be made.

If we focus our attention merely on the strong inversion region, we can approximate ψs0
by φB + VSB
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and ψsL
by φB + VSB + VDS. In this case, at the saturation point, by definition the drain-source

bias VDS is equal to the saturation voltage VDSsat . Furthermore, in strong inversion we will neglect

the diffusion component, and only take the drift component into account. In addition, the impact of

series resistance on velocity saturation is neglected in order to keep the derivation manageable. In

this case, according to (G.11), G tot becomes equal to Gvsat + GR. Taking into account all of the above

approximations, we can rewrite (H.5) to:

β · V̄GT · VDSsat

Gvsat + θR · V̄GT

= β · VGTL

θsat + θR/2 · CinvL
/Cox

(H.6)

where (V ∗
GS = V ∗

GB − VSB):

V̄GT =
2 ·
(

V ∗
GS − φB − VDSsat/2

)

1 +
√

1 + 4/kP
2 ·
(

V ∗
GS − φB − VDSsat/2

)

− k0 ·
√

φB + VSB + VDSsat

2
(H.7)

VGTL =
2 ·
(

V ∗
GS − φB − VDSsat

)

1 +
√

1 + 4/kP
2 ·
(

V ∗
GS − φB − VDSsat

)

− k0 ·
√

φB + VSB + VDSsat (H.8)

Expression (H.6), however, is still not analytically solvable for VDSsat . For an infinitely long channel

the impact of velocity saturation and series resistance is negligible, and in this case the saturation

voltage VDSsat∞ corresponds to the pinch-off voltage, given by (3.12). For short-channel devices, the

impact of velocity saturation and series resistance cannot be neglected, and the resulting VDSsat will

differ from the ideal case VDSsat∞ . If we assume that the difference 1 = VDSsat − VDSsat∞ is only small,

we can simplify (H.6) by linearizing all variables around VDSsat = VDSsat∞ :

V̄GT ≈
2 ·
(

V ∗
GS − φB − VDSsat∞/2

)

1 +
√

1 + 4/kP
2 ·
(

V ∗
GS − φB − VDSsat∞/2

)

− k0 ·
√

φB + VSB + VDSsat∞

2
− ξ ∗

∞
2

·1 (H.9)

≈ ξ ∗
∞
2

· VDSsat∞ − ξ ∗
∞
2

·1

VGTL
≈

2 ·
(

V ∗
GS − φB − VDSsat∞

)

1 +
√

1 + 4/kP
2 ·
(

V ∗
GS − φB − VDSsat∞

)

− k0 ·
√

φB + VSB + VDSsat∞ − ξ ∗
L∞ ·1 (H.10)

≈ −ξ ∗
L∞ ·1

where:

ξ ∗
∞ = −2 · ∂ V̄GT

∂VDSsat

∣

∣

∣

∣

VDSsat=VDSsat∞

(H.11)

= 1
√

1 + 4/kP
2 ·
(

V ∗
GS − φB − VDSsat∞/2

)

+ k0

2 ·
√

φB + VSB + VDSsat∞/2
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ξ ∗
L∞ = − ∂VGTL

∂VDSsat

∣

∣

∣

∣

VDSsat =VDSsat∞

= −CinvL

Cox

(H.12)

= 1
√

1 + 4/kP
2 ·
(

V ∗
GS − φB − VDSsat∞

)

+ k0

2 ·
√

φB + VSB + VDSsat∞

In order to keep the derivation manageable, we use the simplified expression (3.44) for Gvsat
20, re-

sulting in:

Gvsat ≈
√

Gmob
2 +

(

θsat · VDSsat∞

)2 + ∂Gvsat

∂VDSsat

∣

∣

∣

∣

VDSsat =VDSsat∞

·1 (H.13)

= Gvsat∞ + θsat
2 · VDSsat∞

√

Gmob
2 +

(

θsat · VDSsat∞

)2
·1 ≈ Gvsat∞ + θsat ·1

Using (H.9), (H.10) and (H.13), we can rewrite (H.6) to

β · ξ ∗
∞/2 ·

(

VDSsat∞ −1
)

·
(

VDSsat∞ +1
)

Gvsat∞ + θsat ·1+ θR · ξ ∗
∞/2 ·

(

VDSsat∞ −1
) = −β · ξ ∗

L∞ ·1
θ∗

sat

(H.14)

where θ∗
sat = θsat − θR/2 · ξ ∗

L∞. We further approximate (H.14) by assuming ξ ∗
∞ ≈ ξ ∗

L∞ ≈ 1, which

eventually results in a second-order polynomial:

θ∗
sat

2
·12 +

(

Gvsat∞ + θR

2
· VDSsat∞

)

·1+ θ∗
sat

2
· VDSsat∞

2 = 0 (H.15)

From the above equation, we can calculate an expression for 1:

1 = − θ∗
sat · VDSsat∞

2

(

Gvsat∞ + θR/2 · VDSsat∞

)

·
(

1 +
√

1 −
(

θ∗
sat·VDSsat∞

Gvsat∞+θR/2·VDSsat∞

)2

) (H.16)

Bearing in mind that VDSsat = VDSsat∞ +1, the saturation voltage can finally be written as:

VDSsat = VDSsat∞ ·
[

1 − 1SAT

1 +
√

1 −1SAT
2

]

(H.17)

where:

1SAT = θ∗
sat · VDSsat∞

√

Gmob
2 +

(

θsat · VDSsat∞

)2 + θR/2 · VDSsat∞

(H.18)

It can easily be seen that expression (H.17) for VDSsat reduces to VDSsat∞ for long-channel devices. In

Fig. H.1 (a), results from (H.17) are compared to results from the implicit relation (H.5) for n-type

transistors. The influence of velocity saturation results in a decrease in VDSsat
, whereas the influence of

20The small difference between (3.44) and (3.45) is neglected here, see Fig. 3.8.
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Figure H.1: Saturation voltage VDSsat as a function of gate bias VGS for (a) n-MOS and

(b) p-MOS. Symbols are calculated using the implicit relation (H.5) (where

VDSsat = ψsL
−ψs0

), dashed lines are calculated using the approximation (H.17)

and solid lines are calculated using the more accurate approximation (H.19).

Results are given for the long-channel case (θsat = 0, θR = 0), a hypothetical

short-channel case where the influence of series resisance is negligible (θR = 0)

and a typical short-channel case. (VFB = −1V, k0 = 0.3V1/2, φB = 1.0V,

kP → ∞)

series resistance results in an increase. It has been found that the accuracy of (H.17) can be improved

by using the following empirical modification:

VDSsat = VDSsat∞ ·
[

1 − 9

10
· 1SAT

1 +
√

1 −1SAT
2

]

(H.19)

As can be seen in Fig. H.1 (a), this results in a somewhat better description, in particular for the case

where velocity saturation is dominant. Although the obtained accuracy seems not optimal, we have

to bear in mind that the use of saturation voltage is an artefact of the gradual channel approximation

and as a consequence, its definition is somewhat arbitrary. The obtained accuracy has been found to

be adequate.

For p-type MOSFETs, θsat is replaced by θsat/(1+ θsat
2 · VDSsat∞

2)1/4 along the same lines as indicated

in Section 3.3.2. In Fig. H.1 (b), results from (H.17) are compared to results from the implicit rela-

tion (H.5) for p-type transistors. Since the low-field mobility µ0 of holes is typically about a factor

3 smaller than that of electrons (i.e., both θsat and θR are three times smaller), both velocity satura-

tion and series resistance have less impact on VDSsat in p-MOS. Equation (H.19) gives an accurate

description of saturation voltage for p-MOS transistors.
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I Channel Length Modulation

The analysis of channel length modulation, as discussed in this appendix, is based on a pseudo two-

dimensional analysis as was first proposed in [83] and subsequently modified by others who also took

into account the shape of the source/drain structures [157]-[161].

When VDS is increased beyond VDSsat
, the velocity saturation point moves towards the source, causing

effectively that the channel length L is shortened by a length 1L . This movement is referred to as

channel length modulation, and it effectively causes the conductance to be non-zero in the saturation

region. An accurate calculation of 1L is needed, but this is not easily accomplished, owing to the

fact that it requires a two-dimensional solution of Poisson’s equation for the channel saturation region.

The pseudo two-dimensional analysis is based on the application of Gauss’ law to a specific area at

the drain end of the channel. In order to get an explicit solution of 1L , the shape is assumed to be

rectangular, see Fig. I.1.
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Figure I.1: Cross-section of an n-type MOS structure used for pseudo two-dimensional

analysis of channel length modulation 1L .

Here, y1 is the depth of the box, which is taken to be so large that the normal electric field Ey at the

boundary c-d can be assumed to be zero. The lateral electric field Esat is the electric field for which

the carrier velocity saturates, and it is assumed to be bias independent. The channel length modulation

1L is simply given by:

1L =
∫ 1L

0

dx ′ =
∫ ψsL

ψssat

dψs

∂ψs

/

∂x ′ =
∫ ψsL

ψssat

dψs

−Ex

(I.1)

where ψssat is the surface potential at the saturation point (i.e., x ′ = 0) and ψsL
is the surface potential

at the drain junction. In order to solve (I.1), an expression for lateral electric field Ex in terms of ψs

has to be found. Applying Gauss’ law to the volume with sidewall a-b’-c’-d and unit width W , we

can write:

∫ y1

0

(

∂ψ

∂x ′ + Esat

)

· dy +
∫ x ′

0

ǫox

ǫSi

· Eox · dx ′ = 1

ǫSi

·
∫ x ′

0

(q · NA · y1 − Q inv) · dx ′ (I.2)
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where the electric field Eox at the Si-SiO2-interface is given by Qg/ǫox. If it is further assumed that

the distribution of longitudinal field ∂ψ/∂x ′ over y in the space-charge region does not vary with x ′,
we can write:

∫ y1

0

∂ψ

∂x ′ · dy = κ · y1 · ∂ψs

∂x ′ (I.3)

where κ is a parameter depending on the distribution of the space charge, e.g., κ = 1/3 for a parabolic

distribution. Using this relation in (I.2) and differentiating both sides with respect to x ′, we get:

∂2ψs

∂x ′2 = − 1

κ · ǫSi · y1

·
(

Qg − q · NA · y1 + Q inv

)

(I.4)

Next, realizing that:

∂2ψs

∂x ′2 = 1

2
· ∂

∂ψs

(

∂ψs

∂x ′

)2

(I.5)

we can integrate (I.4) resulting in:

∫ Ex
2

Esat
2

dEx
2 = − 2

κ · ǫSi · y1

·
∫ ψs

ψssat

(

Qg − q · NA · y1 + Q inv

)

· dψs (I.6)

Here, the gate charge density Qg given by (2.17) can be approximated by:

Qg ≈ Qgsat − Cgsat ·
(

ψs − ψssat

)

(I.7)

where:

Qgsat = Cox ·





2 ·
(

V ∗
GB − ψssat

)

1 +
√

1 + 4/kP
2 ·
(

V ∗
GB − ψssat

)



 (I.8)

Cgsat = − ∂Qg

∂ψs

∣

∣

∣

∣

ψs=ψssat

= Cox ·





1
√

1 + 4/kP
2 ·
(

V ∗
GB − ψssat

)



 (I.9)

Expression (I.6) can now be solved, resulting in:

lc
2 · Ex

2 = Cgsat

Cox

·
(

ψs − ψssat

)2 + B ·
(

ψs − ψssat

)

+ C (I.10)

where:

lc =
√
κ · ǫSi · y1/Cox

B = −2 ·
(

Qgsat − q · NA · y1

)

/Cox

C = lc
2 · Esat

2 − 2 ·
∫ ψs

ψssat
Q inv/Cox · dψs

(I.11)
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The expression (I.10) for Ex can be introduced in the expression (I.1) for 1L:

1L = lc ·
∫ ψsL

ψssat

dψs
√

Cgsat

/

Cox ·
(

ψs − ψssat

)2 + B ·
(

ψs − ψssat

)

+ C

(I.12)

The above integration can only be evaluated in closed form when the coefficient C is independent

of IDS. Therefore, in most evaluations it is assumed that Q inv ≈ 0 in the saturation region, so that

C reduces to Esat
2 · lc

2. Furthermore, y1 is often assumed to be equal to the depletion width at the

saturation point
√

2 · ǫSi · ψssat/q · NA, in which case B reduces to zero. Under the above assumptions,

equation (I.12) reduces to the following expression:

1L = lc
√

Cgsat/Cox

· ln





ψsL
− ψssat +

√

(

ψsL
− ψssat

)2 + Cox

/

Cgsat · Esat
2 · lc

2

√

Cox

/

Cgsat · Esat · lc



 (I.13)

In order to further simplify the above equation, we approximate ψssat by VDSsat + VSB +φB and ψsL
by

VDS + VSB + φB. In addition we neglect the impact of the poly-depletion effect (i.e., Cgsat/Cox = 1),

and as a result (I.13) reduces to the commonly used expression:

1L = lc · ln





VDS − VDSsat +
√

(

VDS − VDSsat

)2 + Esat
2 · lc

2

Esat · lc



 (I.14)

In view of the numerous simplifications made to obtain (I.14), Esat and lc are often considered as

empirical parameters and we finally obtain:

1L

L
= α · ln





VDS − VDSsat +
√

(

VDS − VDSsat

)2 + VP
2

VP



 (I.15)

where α and VP are model parameters, and α is inversely proportional with channel length L .
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J Derivation of Gate-Induced Drain Leakage Equation

Gate-induced drain leakage occurs for negative gate-drain bias VGD when a depletion region is formed

underneath the gate-to-drain overlap region, a high transversal field is created in the depletion region

and electron-hole pairs are generated by the band-to-band tunnelling of valence band electrons into

the conduction band, see Fig. J.1. For an accurate description of GIDL, a precise expression of band-

to-band tunnelling in the depletion layer is needed.
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Figure J.1: Energy band diagram of gate/oxide/drain-extension structure for VGD ≪ 0.

Electron-hole pairs are generated by tunnelling of valence band electrons into

the conduction band resulting in a leakage current between drain and bulk, gen-

erally referred to as gate-induced drain leakage. Only valence band electrons

between energies E1 and E2 can tunnel to the conduction band, and as a result,

no tunnelling occurs for the case where E1 > E2 (i.e., −q · ψsov < Eg).

A general theory of band-to-band tunnelling has been developed in [163]-[167]. Under the assumption

of a constant electric field E in the tunnelling direction, an expression for the tunnelling current

density per unit energy dJBBT/dE can be obtained:

dJBBT

dE
∝ Eσ · D (E, E) · exp

(

− B

E

)

(J.1)

where B is determined by physical constants and proportional to Eg
3/2, and E is the energy of the

incoming electron. In [163], it can be found that σ = 1 for direct transitions and σ = 5/2 for indirect

transitions. Since silicon is an indirect semiconductor whose direct bandgap is much larger than its

indirect gap, indirect transitions including electron-phonon interaction are predominant and we use

σ = 5/2. In the above equation, the function D(E, E) accounts for the fact that only valence band

electrons between energies E1 and E2 can tunnel directly to the conduction band, see Fig. J.1. For

E1 < E < E2, the function D approximately equals unity. For E < E1 or E1 > E2, on the other

hand, the function D equals zero. The tunnelling current density JBBT can now be calculated by

integrating (J.1) over energy from E1 to E2 (i.e., the shaded area in Fig. J.1):

JBBT ∝
∫

E2

E1

Eσ · D (E, E) · exp

(

− B

E

)

· dE (J.2)

The electric field E in the depletion layer is not constant. In order to perform the above integration, we

need to replace dE by −q · dψ and subsequently transform it to an integration over E (= −∂ψ/∂y).

The resulting integral can, however, not be solved analytically, although an approximate solution can
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be obtained [164]. The latter results in a quite complex equation.

In most papers on GIDL, nevertheless, the current density JBBT is based on [162] and simply assumed

to be given by:

JBBT ∝ Etov
2 · exp

(

− B

Etov

)

(J.3)

where Etov is the maximum electric field in the overlap region, and B is again a parameter theoreti-

cally proportional to Eg
3/2. Since the field dependence of JBBT is dominated by the exponential term

exp(−B/Etov), the quadratic field dependence of the prefactor Etov
2 is not that important and conse-

quently the use of approximation (J.3) is allowed.

The maximum electric field Etov occurs at the Si/SiO2-interface and consists not only of a (dominant)

transversal component Ey, simply given by −Qov/ǫSi, but also of a lateral component Ex. An expres-

sion for the lateral component in the overlapped drain extension is hard to come by. Empirically, we

assume this component is constant along the x-direction and proportional to the voltage drop VDB.

The maximum electric field Etov can now be written as:

Etov = Cox

ǫSi

·
√

Vov
2 + (C · VDB)

2 (J.4)

where C is an empirical parameter.
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K Derivation of Gate Current Equations

K.1 General Formula for Gate Current Density

In a typical MOS structure, three major tunnelling mechanisms can be distinguished, namely, electron

conduction-band tunnelling (ECB), electron valence-band tunnelling (EVB) and hole valence-band

tunnelling (HVB), as illustrated in Fig. K.1. ECB tunnelling is the most important mechanism for an

n-type MOSFET, whereas HVB tunnelling is most important for p-type MOSFETs. EVB tunnelling

only occurs when the band bending is so strong that part of the valence band in the substrate silicon

overlaps the conduction band in the gate polysilicon, see Fig. K.1, or vice-versa. In other words it

occurs for Vox > Eg/q ≈ 1.15 V, and since the supply voltage VDD is 1.2 V or less for technologies

where gate tunnelling becomes important, EVB tunnelling has been neglected in MOS Model 11.
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Figure K.1: The energy-band diagram of an n-MOS in inversion (V ∗
GB > 0) where χBN

and

χBP
are the oxide potential barriers for electrons and holes, respectively. The

three major mechanisms of gate dielectric tunnelling are indicated: electron

conduction-band tunnelling (JECB), electron valence-band tunnelling (JEVB)

and hole valence-band tunnelling (JHVB).

In the first instance, focusing on the ECB tunnelling in an n-MOSFET in inversion (i.e., V ∗
GB > 0),

the gate current is caused by electrons tunnelling from the inversion layer to the gate. Assuming that

the electrons in the lowest energy subband determine the tunnelling current, the gate current density

JG can be given by [118]:

JG = θ · Q inv · Ptun (K.1)

where θ is the fraction of electrons in the inversion layer residing in the lowest energy subband and

Ptun is the transmission probability per electron per second. In the case of direct tunnelling, using the
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WKB-approximation, the transmission probability Ptun can be given by:

Ptun = 2

Z0
3/2

·

√

mox

mSi
· 1E

q·χ∗
B

1 + mox

mSi
· 1E

q·χ∗
B

· 1E
h̄

· exp

[

−2 ·
∫ tox

0

k(y) · dy

]

(K.2)

where Z0 is the zero of the zero-order Airy function defined in (D.1), mox and mSi are the effective

electron masses normal to the interface in silicon and silicon-oxide, respectively, k(y) is the wave

vector and χ∗
B is the effective oxide energy barrier:

χ∗
B = χB − 1E

q
(K.3)

Here, χB is the oxide potential barrier between the conduction band of the silicon and the silicon-oxide

(i.e., χBN
), and 1E is the energy of the lowest subband energy level with respect to the conduction

band given by (D.1). Assuming that 1E ≪ q · χBN
and bearing in mind that ESi = ǫox/ǫSi · Eox, we

can approximate (K.2) by:

Ptun = q

mSi

· ǫox

ǫSi

·
√

2 · mox

q · χB

· Eox · exp

[

−2 ·
∫ tox

0

k(y) · dy

]

(K.4)

The exponential term is the WKB approximation for the tunnelling probability. For parabolic dis-

persion, we can write k(y) =
√

2 · mox · E(y)/h̄ where E is the positive energy measured from the

tunnelling electron’s energy level to the bottom of the SiO2 conduction band. The integral in the

exponential term can now be written as:

−2 ·
∫ tox

0

k(y) · dy =















− B
Vox

·
[

1 −
(

1 − Vox

χB

)3/2
]

for: Vox < χB

− B
Vox

for: Vox ≥ χB

(K.5)

where B is the probability factor given by:

B = 4

3
·
√

2 · q · mox

h̄
· tox · χB

3/2 (K.6)

In (K.5) a distinction can be made between the direct-tunnelling regime (i.e., Vox < χBN
) and the

Fowler-Nordheim regime (i.e., Vox ≥ χBN
). For practical conditions in a typical MOSFET, only the

direct-tunnelling regime is of importance.

Since holes have a different effective mass mox and a different oxide potential barrier χBP
, the ex-

pression for tunnelling probability Ptun generalized for both elecrons and holes is a function of oxide

voltage Vox, oxide potential barrier χB and probability factor B:

Ptun (Vox, χB, B) = A · Vox · exp

(

− B

Vox

·
[

1 −
(

1 − Vox

χB

)3/2
])

(K.7)

where A is theoretically given by:

A = q

mSi

· Cox

ǫSi

·
√

2 · mox

q · χB

· θ (K.8)
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The general expression for the gate current density is given by:

JG = q · N · Ptun (Vox, χB, B) (K.9)

where N is the number of mobile carriers per unit area.

K.2 General Formula for the Source/Drain Partitioning of Gate Current

In order to derive the partitioning of the gate-to-channel current IGC into a source component IGS and

a drain component IGD, the following coupled differential equations have to be solved:

IDS(x) = g(V ) · ∂V

∂x
(K.10)

∂ IDS(x)

∂x
= −W · JG(x) (K.11)

where IDS is the channel current, V is the quasi-Fermi potential ranging from VSB at the source side

to VDB at the drain side, JG is the gate leakage current density (in A/m2) at a certain position x along

the channel and g(V ) is the channel conductance given by:

g(V ) = −µ(V ) · W · Q inv(V ) (K.12)

Since the gate leakage current density JG is a complicated function of the quasi-Fermi potential V ,

see K.9, the coupled equations (K.10) and (K.11) cannot be solved analytically. Nevertheless, an

expression for the source/drain partitioning of the gate-to-channel current can easily be derived. Let

us consider the case where JG = 0. In this case, eqs. (K.10) and (K.11) can be solved, resulting in:

V (x) = V0(x) (K.13)

IDS(x) = I0 = 1

L
·
∫ VDB

VSB

g(V ) · dV (K.14)

where I0 is independent of position x , and is given by the conventional MOS channel current descrip-

tion, see Chapter 3. Next, let us consider the case where JG 6= 0, we can write:

V (x) = V0(x)+ v(x) (K.15)

IDS(x) = I0 + i(x) (K.16)

where v and i are the corrections on the initial solution. The boundary conditions are given by:

v(0) = v(L) = 0 (K.17)

As a consequence, from (K.10) and (K.14), we can find:

∫ L

0

(I0 + i) · dx =
∫ VDB

VSB

g (V0 + v) · d (V0 + v) = I0 · L (K.18)
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which results in:

∫ L

0

i · dx = 0 (K.19)

For the source/drain partitioning, the required solutions are:

IGS = i(0) (K.20)

IGD = −i(L) (K.21)

Using (K.14), equation (K.11) can be simplfied to:

∂i

∂x
= −W · JG(x) (K.22)

which, integrating from 0 to x , can be rewritten as:

i(x) − i(0) = −W ·
∫ x

0

JG(x) · dx (K.23)

This equation can be integrated from x = 0 to x = L:

∫ L

0

i(x) · dx −
∫ L

0

i(0) · dx = −W ·
∫ L

0

∫ x

0

JG(x̂) · dx̂ · dx (K.24)

which can be simplified using (K.20) and (K.19):

IGS = W

L
·
∫ L

0

∫ x

0

JG(x̂) · dx̂ · dx (K.25)

The double integral is of the form
∫ L

0
G(x) · dx , where G(x) =

∫ x

0
JG(x̂) · dx̂ . Applying integration

by parts to
∫ L

0
G(x) · dx , with G and x the two variables involved, we can rewrite (K.25) as:

IGS = W ·
∫ L

0

[

1 − x

L

]

· JG(x) · dx (K.26)

Since the gate-to-channel current IGC is given by:

IGC = W ·
∫ L

0

JG(x) · dx (K.27)

the gate-to-drain current IGD (= IGC − IGS) can be written as:

IGD = W ·
∫ L

0

x

L
· JG(x) · dx (K.28)

Note that (K.26) and (K.28) are similar to the Ward-Dutton scheme for the charge partitioning of QS

and QD.

The above-derived partitioning scheme for the gate-to-channel current has been published in [14].

Shih et al. have shown that the above partitioning scheme can also be derived using Green’s function

technique [168].
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L Auxiliary Derivations for Integration along the Channel

In the derivation of the gate current model, the charge model and the noise model, certain electrical

variables have to be integrated along the channel. In order to so, we need to rewrite dx and x in terms

of surface potential ψs or inversion-layer charge density Q inv.

From (2.20), we find ∂Q inv = −Cinv · ∂ψs, and as a result the equation for channel current (3.1) can

be rewritten as:

IDS = µ · W · Q∗
inv

Cinv

· ∂Q∗
inv

∂x
= µ · W

L
· Q̄∗

inv

Cinv

·1Q∗
inv = −µ · W

L
· Q̄∗

inv ·1ψ (L.1)

where 1Q∗
inv = Q∗

invL
− Q∗

inv0
. From (L.1), neglecting the influence of velocity saturation, one can

easily derive that:

dx

L
= Q∗

inv

Q̄∗
inv

· dQ∗
inv

1Q∗
inv

= Q∗
inv

Q̄∗
inv

· dψs

1ψ
(L.2)

and one can furthermore deduce that:

∫ x

0

IDS · dx = µ · W ·
∫ Q∗

inv

Q∗
inv0

Q∗
inv

Cinv

· dQ∗
inv (L.3)

resulting in:

x

L
=
∫ x

0
IDS · dx

∫ L

0
IDS · dx

= 1

2
·

Q∗
inv + Q∗

inv0

Q̄∗
inv

·
Q∗

inv − Q∗
inv0

1Q∗
inv

(L.4)
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M Derivation of Thermal Noise Expressions

M.1 Derivation of General Thermal Noise

In this section, we will present a detailed derivation of formula (7.97) in [35]. As a starting point for

this calculation, we use the following equation, a derivation of which is found in [152, 153]:

SI( f ) = 1

L2
·
∫ L

0

SI,1x(x, f ) ·1x · dx (M.1)

where SI,1x(x, f ) is the current noise associated with an infinitesimal part of the inversion channel at

position x , having a width 1x . This formula is valid when the current noise sources, associated with

different positions x in the inversion channel, are uncorrelated. This is usually assumed to be true for

thermal noise.

It is well known that a resistor R exhibits thermal noise, given by:

SI( f ) = 4 · kB · T

R
(M.2)

Consider now a piece 1x of a MOSFET. The current through this piece of MOSFET is given by:

IDS = g(x) · 1V

1x
(M.3)

where 1V is the potential drop over the section 1x , and the channel conductance g(x) is given by:

g(x) = −µ(x) · W · Qinv(x) (M.4)

From (M.3), we find that this piece of MOSFET has a differential resistance 1x/g(x). Apply-

ing (M.2), this differential resistance exhibits a thermal noise spectral density given by:

SI,1x(x, f ) = 4 · kB · T · g(x)

1x
(M.5)

Thus for thermal noise, the basic formula (M.1) may be rewritten as:

SID
( f ) = 4 · kB · T

L2
·
∫ L

0

g(x) · dx (M.6)

This is equation (7.95) in [35], which can be rewritten in a more convenient form. The integration

over x is replaced by integration over the quasi Fermi-potential V using (M.3). Now, we arrive at:

SID
( f ) = 4 · kB · T

IDS · L2
·
∫ VDS

0

g2(V ) · dV (M.7)

This is equation (7.96) in [35], it is valid both in all regions of operation.

M.2 Impact of Series Resistance on Thermal Noise

The thermal noise as calculated by (7.29) has been calculated including the impact of velocity satura-

tion and neglecting the impact of series resistance. In order to include the latter, we need to consider
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Figure M.1: (a) The MOSFET with external series resistances and the equivalent small-

signal model, where conductance gdsi = ∂ IDS/∂VD′S′ , transconductance gmi =
∂ IDS/∂VGS′ and substrate transconductance gmbi = ∂ IDS/∂VBS′ are used. The

thermal noise source idi only incorporates the impact of velocity saturation. (b)

The MOSFET with internal series resistances and the equivalent small-signal

model, where gds = ∂ IDS/∂VDS, gm = ∂ IDS/∂VGS and gmb = ∂ IDS/∂VBS are

used. The thermal noise source id incorporates both the impact of velocity

saturation and series resistance.

the MOSFET with external and internal series resistances, see Fig. M.1 (a) and (b) respectively. Of

course, in reality, the drain and source series resistances are also subject to thermal noise. This ther-

mal noise, however, is neglible, and both series resistances are consequently considered noiseless.

As mentioned in Fig. M.1, the thermal noise source idi only includes velocity saturation and its spec-

tral density SIDi
is thus given by (7.29):

SIDi
= 4 · kB · T

Gmob
2

·
[

− β

Cox

· Gvsat ·
(

Q̄ inv + Cinv
2 ·1ψeff

2

12 · Q̄∗
inv

)

− θsat
2 · IDS ·1ψeff

]

(M.8)

where we have simply replaced the variable 1ψ in (7.29) by 1ψeff given by, see Appendix G:

1ψeff = 1ψ − 2 · IDS · RS = 1ψ ·
(

1 − θR · Q̄∗
inv

Cox · G tot

)

(M.9)
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In order to calculate the spectral density SID
of noise current id, we need to calculate the small-signal

channel current iDS. Using the MOSFET with external series resistances, we can write:

iDS = vSS′

RS

= gdsi · vD′S′ + gmi · vGS′ + gmbi · vBS′ + idi = vDD′

RS

(M.10)

Eliminating vS′ and vD′ , we obtain:

iDS = gdsi · vDS + gmi · vGS + gmbi · vBS + idi

1 + (2 · gdsi + gmi + gmbi) · RS

(M.11)

Using the MOSFET with internal series resistances, the small-signal current iDS can be calculated as

well:

iDS = gds · vDS + gm · vGS + gmb · vBS + id (M.12)

Comparing (M.11) and (M.11), we can write the external quantities gds, gm, gmb and id in terms of the

internal quantities gdsi, gmi, gmbi and idi:

gds = gdsi

1 + (2 · gdsi + gmi + gmbi) · RS

(M.13)

gm = gmi

1 + (2 · gdsi + gmi + gmbi) · RS

(M.14)

gmb = gmbi

1 + (2 · gdsi + gmi + gmbi) · RS

(M.15)

id = idi

1 + (2 · gdsi + gmi + gmbi) · RS

(M.16)

The latter equation can also be written in terms of the external quantities gds, gm and gmb:

id = [1 − (2 · gds + gm + gmb) · RS] · idi (M.17)

In the above, we can approximate the term 2 · gds + gm + gmb by 2 · β/Cox · Q̄∗
inv/G tot resulting in:

id ≈
[

1 −
(

2 · β

Cox

· Q̄∗
inv

G tot

)

· RS

]

· idi =
[

1 − GR

G tot

]

· idi (M.18)

Furthermore, approximating G tot by Gvsat + GR, we can rewrite the above into:

id ≈ Gvsat

G tot

· idi (M.19)

Using the above expression and (M.8), the spectral density SID
can now be calculated to be:

SID
= 4 · kB · T · Gvsat

2

Gmob
2 · G tot

2
·
[

− β

Cox

· Gvsat ·
(

Q̄ inv + Cinv
2 ·1ψeff

2

12 · Q̄∗
inv

)

− θsat
2 · IDS ·1ψeff

]

(M.20)

It has been found that this equation can be approximated by:

SID
≈ 4 · kB · T

Gmob
2

·
[

− β

Cox

· Gvsat
2

G tot

·
(

Q̄ inv + Cinv
2 ·1ψ2

12 · Q̄∗
inv

)

− θsat
2 · IDS ·1ψ

]

(M.21)
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