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ABSTRACT 
Physical interactive environments can come in many forms: 
museum installations, amusement parks, experimental 
theaters, and more.  Programming these environments has 
historically been done by adults, and children have been the 
visiting participants offered a few pre-created choices to 
explore.  The goal of our research has been to develop 
programming tools for physical interactive environments 
that are appropriate for use by young children (ages 4-6). 
We have explored numerous design approaches over the 
past two years.  Recently we began focusing on a “physical 
programming” approach and developed a wizard-of-oz 
prototype for young children.  This paper presents the 
motivation for this research, the evolution of our 
programming approach, and our recent explorations with 
children.  
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Children, educational applications, programming by 
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INTRODUCTION 
Physical Interactive Environments 
Researchers have found that a critical part of a child’s early 
cognitive development is in negotiating the physical world 
[6, 7, 22]. Children can learn from building with blocks, 
drawing on paper, and even building make-believe worlds 
from boxes and bags. These constructive processes are how 
children can make sense and refine their mental models of 
the world [4, 22, 15]. Today with the use of emerging 
technologies, children can also manipulate images, sound, 
video or even robotic objects. These experiences can be 
saved and replayed, shared and constructed, even across 
geographically distant locations [24].  With emerging 
embedded and wireless technologies, these interactive 
experiences are no longer restricted to the use of keyboards, 
mice, and desktop boxes.  Physical interactive 
environments can come in many forms: museum 
installations, amusement parks, experimental theaters, and 
even public toilets. As early as the 1960s, institutions such  

 

as the Exploratorium in San Francisco have been 
developing ways for visitors to learn about scientific and 
mathematical concepts through physically interactive 
experiences [27]. Many other museums now offer children 
the ability to explore such varied subjects such as music, at 
the Eloise W. Martin Center in Chicago, Illinois, and 
animals, at a working farm, at the Macomber Farm in 
Framingham, Massachusetts [26]. University researchers 
have also been developing physical interactive spaces.  
While this research has generally been developed for adult 
audiences, it has become more common to focus on 
children as users (e.g., NYU’s Immersive Environments 
[10], MIT’s KidsRoom [4], and the University of 
Maryland’s StoryRooms [2]). 

The enabling technologies that support these 
computationally enhanced physical environments can be 
found in the research of ubiquitous computing [31], 
augmented reality [18], tangible bits [16] and graspable 
user interfaces [12]. They share similar technical 
challenges, in scale, context awareness, gesture recognition, 
networking, location tracking, and software infrastructure 
[1, 25].  Equally challenging has been the introduction of 
these technologies into classrooms, due to the need for 
costly equipment, complicated authoring tools, and large 
space requirements [2].   

There have in recent years been some examples of 
classroom technologies that enable children to learn from 
the construction of “computational objects to think with” 
[22, 23].  Seymour Papert and Mitchel Resnick, from the 
MIT Media lab have spearheaded research that has lead to 
such influential systems as the Logo mechanical turtle [23], 
a physical turtle that is programmed by a child to move 
around a room, and the LEGO Mindstorms Robotic 
Invention System [19], LEGO pieces that enable children 
to build robotic structures with sensors and actuators. More 
recently developed under the direction of Hiroshi Ishii at 
MIT, Curlybot [13] was created to mimic the actions of a 
child and encourage mathematical learning from physical 
play with a simple robotic sphere. And Tim McNerney’s 



 

 

Tangible Computation Bricks [20] enables young 
programmers to manipulate and connect physical action 
blocks that can react to sensor inputs.  Storytelling systems 
have also explored the use of alternative physical interfaces 
for children. These include MIT’s SAGE (Storyteller Agent 
Generation Environment) [30] which uses a stuffed rabbit, 
TellTale [3] which uses a plastic worm, the University of 
Maryland’s PETS (Personal Electronic Teller of Stories) 
which uses various pieces of robotic stuffed animals [11], 
and Microsoft’s Actimate Barney [29] with uses a stuffed 
doll. What each of these technologies has in common is 
that they offer a child the ability to shape their learning 
experience with an object that is computationally enhanced, 
yet physically familiar.  While all are compelling 
technologies for children, they do not offer young people 
the ability to program an entire room or physical interactive 
space, children are merely in control of one object.  

Programming Physical Environments 
We have found that most physical interactive spaces are the 
result of adults’ imaginations, not children’s.  Children are 
generally only able to choose between a few pre-created 
choices as participants in an experience.  It is as if we 
adults only allow children to read books, but never allow 
them to tell their own stories.  There is educational value in 
reading what others have written, but the act of authoring 
can offer children creative, problem-solving opportunities 
that are also critical to their cognitive development [15, 24]  

Therefore, when we began our research two years ago in 
developing enabling technologies for physical interactive 
environments, our research priority was to support children 
as storytellers and builders from the very start of their 
physical experience. Out of this work came “StoryKits” a 
set of tools that would support the creation of what we now 
call “StoryRooms” [2].  When we first began our research 
in this area, we built an example StoryRoom experience 
based on the Dr. Seuss book, The Sneetches [14]. What this 
experience showed us was that we needed more generalized 
tools to develop our room-sized stories.  We needed sensors 
and actuators that could easily augment any physical 
object, not just special “computerized” ones.  We found 
that the children wanted to tell their interactive stories with 
props they created (e.g., out of cardboard boxes) (see 
Figures 1, 6, 8), and found objects they placed around a 
room (e.g., stuffed dolls, chairs, etc.). What we also found 
was that we needed a way to easily program this kind of 
environment, without taking the child away from their 
physical world and the act of storytelling.  By asking 
children to work with programming technologies that were 
screen-based, their physical storytelling became secondary 
in importance to negotiating abstract programming 
languages. 

Very little literature in this area has suggested an approach 
for novice users or children to physically create ubiquitous 
computing experiences.  Novice user programming systems 
have historically focused on the traditional desktop 
computer model.   

 
Figure 1: Creating props for a StoryRoom. 

However, useful insights can be found in the research on 
visual programming languages (VPL), in particular, 
“programming by demonstration” systems (PBD) [21, 28].  
Two strong examples for children are ToonTalk and 
KidSim (the commercial product now called StageCast 
Creator). KidSim enables the child programmer to define 
visual production rules, through comic strip like picture 
frames [8].  In ToonTalk [17], computational abstractions 
are replaced by concrete and familiar objects. A ToonTalk 
program is a city that contains houses. Birds fly between 
houses to transport messages. Houses contain robots that 
can be trained to accomplish small tasks. To program a 
robot, the programmer enters into its thought bubble to 
show it what to do.  We have taken these examples of 
concrete demonstration, and considered how to physically 
define states and transitions for computational objects in a 
physical interactive environment. 

Here is a simple physical example: Every time a child steps 
on a certain rug in her bedroom, she wants that desk lamp 
in the room to turn on. To demonstrate her intentions, she 
might perform the following sequence of physical 
activities: 1) invoke the programming mode, 2) step on the 
rug, 3) turn on the light, and 4) turn off the programming 
mode. In essence, by touching objects in the room, a child 
can create a programming statement, or rule. 

This method of authoring or programming rules for 
physical interactive environments, we have come to call 
“Physical Programming,” and can be defined as: The 
creation of computer programs by physically manipulating 
computationally augmented (or aware) objects in a 
ubiquitous computing environment. 

In the remaining sections of this paper, we will present the 
evolution of our programming technologies and our recent 
explorations with young children (ages 4-6 years old). The 
implications of this research will be discussed as it relates 
to future physical programming directions.  



 

 

THE EVOLUTION OF OUR PROGRAMMING TOOLS 

 
Figure 2: Children on our team using art supplies t o create low-tech 

prototypes of our programming tools.  

Our ideas about the technical requirements as well as the 
user interactions of physical programming evolved over 
time.  Our research team did not have as its initial goal to 
program without some visual display. We wanted to enable 
children to become authors of their own physical 
interactive environments, but we had few preconceived 
notions of what directions we would follow.  However, 
thanks to our countless brainstorming sessions with 
children as our design partners (ages 7-11 years old) our 
notions of physical programming took shape.   Over a two-
year period we sketched ideas, created low-tech prototypes 
(see Figure 2), did walk-thru scenarios (see Figure 3), and 
developed mid-tech or wizard-of-oz prototypes (see Figures 
4-8).  Two afternoons a week, and two weeks over the 
summer our team of computer scientists, educators, artists, 
engineers, and children has met as design partners [2, 8] to 
work on this project and others.   

 
Figure 3: Children on our team conducting walk-thru  scenarios; the 

child on the right is wearing a “tell a story” crow n on his head, 
placed there by the child on the left.  

We went from building our own “StoryRoom” with 
specialized hardware (our Sneetches room), to developing 
numerous “StoryKits” that included various approaches to 
programming the physical environment.  Our initial ideas 
suggested that children use a visual programming language 
on a screen in a box that sits on the floor (see Figure 4).  
This screen-based programming language looked similar to 
the large stuffed sensors and actuators that children 
physically placed on objects they wanted to become 
“magic” in the room (see Figure 5 for an example).  Back 
in 2000, we believed: 

“… that a carefully designed visual programming system 
(should) enable children to author their own StoryRoom. 

Also, the programming system should provide a 
visualization of the story such that one can follow the 
storyline by looking at the visualization.  Considering that 
the programming will be based on real objects in the 
physical world, the visual programming system should use 
notions that closely match those of the physical world” [2].   

 
Figure 4: Prototype table for a screen-based progra mming 

approach for StoryRooms. 

We no longer believe this to be the case.  In our work with 
children (ages 4-9) we found that they had a hard time 
conceptually connecting what was on the screen with what 
they used in the physical room. Therefore, we finally just 
did away with the screen entirely and explored only the use 
of the physical sensors and actuators (which we have since 
come to call “physical icons” [16]).   

 
Figure 5: Some early visual programming ideas. The top line 

means “press the flower and the light stays on for 15 seconds.” The 
third line means “when the camera and the cup are n ear each 

other, the light comes on and the ear will listen.”  

 

Figure 6: A large stuffed “hand” sensor that was pl aced on a child-
created camera.  When the hand was placed on the ca mera it could 

be physically programmed to be “touch sensitive”.  Therefore if a 
child touched the camera, a video might appear on t he wall with a 

picture from the camera.  

Ultimately the conceptual StoryKit that emerged not only 
included sensors and actuators represented as physical 
icons, but a “magic wand” which would signal the start and 



 

 

end of programming (see Figure 7).   We found in our 
continual work with children that they needed some way to 
distinguish when they were programming and when they 
were using the actual physical icons as a participant in a 
story.  Therefore for example, a child could place a “hand” 
near, or on a teddy bear.  Then she could place a “sound 
box” next to a large pile of blocks in the corner.  Then by 
tapping the magic wand on the hand then on the sound box, 
the room would be “programmed” to play a sound “Come 
here…” every time the hand was pressed.   

 
Figure 7: Physical Icons for Programming a StoryRoo m; From left 

to right: A “hand” to make an object touch-sensitiv e; a “light” to 
make an object “light up”; a “sound box” to attach a sound to an 

object; a “magic wand” to signal the authoring mode . 

The wizard-of-oz prototype 
In order to understand if young children who had not 
helped design our programming tools could use our 
approach, we developed a mid-tech or wizard-of-oz 
prototype for some formative evaluation.  We thought it 
was important to have the flexibility to experiment with 
different behaviors from the technology depending on the 
user interaction.  But we found from many low-tech design 
sessions that often the “wizard” (person) could not track the 
many concurrent activities in the environment and react 
appropriately. Therefore, we developed a software 
application, written in RealBasic on the Macintosh, that 
allowed the wizard to define and group action-reaction 
rules on-the-fly as the children were using the technology.  
The wizard software broadcasted serial data packets via a 
433 MHz RF Transceiver connected to the serial port on a 
Macintosh laptop.  These signals were then received by RF 
transceivers embedded in the physical icons and interpreted 
by BASIC Stamp Microcontrollers.  Based on the data 
content, the microcontroller then could turn on and off 
activators such as lights, sounds, and buzzers.  Our 
implementation supported one-way communication, so 
children pressing the sensors, or tapping the icons with the 
wand did not actually activate anything.  Through a one-
way mirror adult researchers observed the actions of a 
child, and sent the appropriate response from the computer.  
For example if a child pressed the hand and expected a 
light to come on, it would.   

OUR EXPLORATION WITH YOUNG CHILDREN 
By developing a flexible proof-of-concept prototype, we 
were able to explore three basic questions: (1) Can young 
children (4-6 years old) comprehend what a story is about 
in a physically interactive environment such as a 
StoryRoom? (2), Can they use or participate in an already 
created story in a StoryRoom?  (3) Can they use physical 
programming to create a StoryRoom?  To answer these 
questions, we used qualitative observation and data 
collection methods that will be further described in the 
sections that follow. 

Sessions Structure 
We began our explorations with young children, by inviting 
four children in pairs of two (ages 5-6) to our lab to initially 
explore the tools.  We did not structure their use of the 
tools; rather we wanted to see where they led us.  One adult 
facilitated each session, with four adults taking notes, seven 
other children (our weekly design partners) taking notes 
and periodically asking questions, and one design partner 
child video taping the experience.  From these sessions, one 
child design partner (age 11) wrote, “I don’t think they got 
it when we started.  When I showed them something it 
made sense then.  I think it was good when they did it with 
me.  Then they had some good ideas to show us.”      

With observations such as these, we quickly realized that 
we needed to structure the children’s exploration at the start 
of their sessions with us.  The notion of a physical 
interactive environment is conceptually difficult to 
understand and still somewhat uncommon, so to start off 
with the idea of programming one was difficult to grasp for 
children (and many adults).  Therefore the four sessions 
that followed these initial sessions contained three parts: (1) 
children as audience, an adult tells an example story with a 
StoryRoom. (2) children join adults as storytellers, the 
children retell the story, so that they get to play with the 
props and squeeze the physical icons. (3) children as 
physical programmers, children are shown how to program 
with the physical icons and are asked to make up a new 
story. 

 
Figure 8: Examples of props and physical icons used  in the “Irene 

story. The cottage and a hand icon are in the foreg round. The 
snake and a light icon are in the back. 

The sample story we used in our sessions was as fol lows: 
One day, Irene was hiking in the woods behind her house, 
and she went farther than ever before. She became lost. 



 

 

Irene saw a cottage just up ahead. She walked up to the 
cottage and saw a strange purple hand. She pressed the 
purple hand. (A purple light placed next to a furry mouse 
lights up.) She walks up to the purple light, and sees a 
mouse. She said, “Mr. Mouse, do you know a way back to 
my house?” Mr. Mouse replied, “I do not know where you 
house is. Maybe you should ask Mr. Koala.” Irene finds 
and goes up to Mr. Koala. She sees a green hand next to it. 
So she squeezes it and asks, “Mr. Koala, do you know the 
way to my home?” (A green light placed next to a snake 
lights up.) Mr. Koala said, “I do not know where your 
house is. Maybe you should ask Mr. Snake.” Irene follows 
the green light and sees Mr. Snake. She asks the same 
question. Finally, Mr. Snake says, “Sure, I know just the 
way. Come, follow me back to your home” 

A default set of interaction rules which were used for the 
physical icons: 
• The magic wand is only used for programming activities. 

• The glow-fiber and buzzer of the icons indicate the 
selected state of the icon, and are used during the 
programming mode. For example, when the wand 
touches a light, its glow-fiber will blink. In addition, the 
icon will make a buzzing sound, its glow fiber blinks, 
and its light will turn on. 

• To create a relationship between the hands, the lights, 
and the sound box, a child would take the magic wand, 
and tap the objects to create a group. For example, a 
group contains a purple hand, a green light, and the red 
side of the sound box. This means that whenever the 
purple hand is touched during the play mode, the green 
light will come on and the sound associated with the red 
side of the sound box will play. 

• To start a story, put away the magic wand. 

Session Participants 
We conducted four subsequent sessions with the structures 
described above, at a local pre-school close to the 
University labs. In total, we were able to work with 11 
kindergarteners (ages 4-6).  Seven were boys, four were 
girls and each group included one girl and at least one boy.  
The first three groups had three children participating and 
the last group had two children.  The first three groups 
worked with researchers an average of 13 minutes/session, 
and the last group worked for 50 minutes to see if we saw 
obvious differences in a longer time with the children.   

Our research team was composed of five people: two adults 
who facilitated the storytelling with the children; one 
videographer in the room; one researcher situated behind a 
one-way observation window using the computer to react to 
what the children did; and one assistant, who helped 
interpret the children’s activities when they became 
difficult to see or understand. 

Data Collection 
We captured the activities and dialogue of all children with 
one video camera located in the classroom, about fifteen 
feet away from the story area. In our lab, we reviewed the 

tapes and created a contexual inquiry chart based on the 
Cooperative Inquiry methods described in [9]. We noted 
the time, verbal discussion, and activities in columns (see 
Table 1 for example). 

 

Time Quote Activities 

32:23 F: can you tell a story 
with these things? 

W: yeah 

32:44 W: I want to be 
mouse, B: I want to 
be koala 

W grabs mouse, B grabs 
koala, G grabs snake. 

32:57 W: the mouse went... W grabs purple set and 
moves to the cottage 

33:07  W positions the purple hand 
and light by the cottage. B 
holds on to the green hand. 

33:13 W: the mouse went to 
sleep one night 

W: touches the purple hand, 
the light came on 

33:15  B: squeezes the green hand 

33:23 W: who's on my door  

33:55  B: squeezes the green hand. 
Green light came on. 

Table 1: Sample data from our contextual inquiry ch art. 

ANALYSIS OF OUR WORK WITH CHILDREN 
After a review of the dialogue and activities, three members 
of the team together analyzed the data charts and developed 
“roles” (who a child was during a specific action (e.g., 
experimenter, story participant, etc.) and “activity patterns” 
(e.g., storytelling, playing, etc.).  Once the team agreed on 
the initial codes for roles and activity patterns, then all the 
charts were coded.  In Charts 1 & 2 (see below), the 
frequency of these roles and activity patterns were 
summarized for the last third of each session.  It was 
decided by the team that during the third part of the session 
was really when the children were most in control and had 
the most freedom to explore.  During the first two parts of 
the session, they were learning as much about the 
technologies as they were anything.  In the sections that 
follow, we will discuss what we observed in the four 
sessions that were video taped and analyzed. 

Children as audience 
In this initial part of the session that lasted on average less 
than 2 minutes, children were shown the “Irene story” and 
we found that across the four sessions, children were quite 
attentive. They were fascinated by the use of the physical 
icons to create a physical interactive experience.  At no 
time did any children look bored, instead many of the 
children could not wait to use the physical icons themselves 
to try out the story experience. 

Children join adults as storytellers 
During this section of the session, we found that most of 
the children (10 out of 11) were readily able to recall and 
reenact elements of the story.  They actively participated in 



 

 

the StoryRoom experiences of Irene. Many of them (9 out 
of 11) also seemed to understand how to use the physical 
icons to participate in the story.  Interestingly, one child 
began to experiment with the physical icons’ behavior 
during this part of the session.  She kept pressing on the 
hand to see if it would repeat turning on a light. 

Children as Physical Programmers 
During this third and final part of the session, the children 
were shown how to physically program and they explored 
the use of these technologies for storytelling. Our analysis 
of the roles and activity patterns revealed that the children 
spent most of their time experimenting with the tools (see 
Charts 1 & 2).  They were not afraid to try out different 
combinations of taps with the magic wand, and frequently 
pressed the hand to explore the possibilities of what it 
affected.  There were times when a technical glitch (e.g., 
the researcher at the computer sent the wrong command to 
the physical icons, or was delayed in responding), which 
also prompted the children to continue to experiment with 
the physical icons.  Interestingly, we found that some of the 
children either waved the wand several times, or tapped 
repeatedly, until they saw the feedback they expected.  
Overall, in each session at least one child was able to form 
a definite idea about how to physically program with the 
tools.  

Where the children seemed to have the most challenges 
with physical programming was in understanding the 
difference between the programming mode and the 
participation/use mode.  The children understood that the 
wand helped them “make things magic” but they had 
difficulty understanding that it wasn’t telling the story yet, 
merely getting it ready for others to hear it.  We believe 
that this confusion may partially come from the feedback of 
light and sound when the children were in programming 
mode.  As the children touched the physical icons with the 
wand, a sound would occur and a glow light on the icon 
would turn on.  Many children were quite excited by this 
and thought this “was the story”.  We believe that perhaps 
by reducing the “excitement” of the feedback, that they 
may be more likely to see this as one step in the storytelling 
process. 

In regards to storytelling, we found that the children told 
stories in three ways: (1) completely verbal with the use of 
no props or physical icons; (2) with the use of some props 
such as stuffed animals and verbal descriptions; (3) with 
the use of physical icons and props and verbal description.  
As Chart 2 summarizes, when the children were asked to 
tell a story, they most frequently just verbally told a story.   
The children fell back into what they knew best. However, 
once the researcher asked of they would like to use the 
things in the room to tell a story, they most frequently used 
both the physical icons and the props to physically 
program.  Surprisingly, it was far less frequent for the 
children just to use the props. 

Frequency of Roles

experimenter
28%

physical 
programmer

19%story 
participant

18%

responder
17%

active 
observer

8%

passive story 
participant

4%

player
4%

passive 
observer

2%

Chart 1: Frequency of children’s roles during the l ast section of the 
session. 

Frequency of Activity Patterns

storytelling 
(props only)

3%

casting spells
4%

playing
6%

modal 
confusion

12%

storytelling 
(icons)

12% storytelling
18%

experimenting
45%

Chart 2: Frequency of children’s activity patterns during the last 
section of the session. 

The kinds of stories the children told were very similar to 
the Irene story they heard.  In many cases only one or two 
elements were changed to make it their own.  However, 
there were interesting additions to the stories they told.  For 
example, one child incorporated the physical icon lights as 
decorations on a cottage prop. In her story she had the 
characters ask, “Who is there? Would you please turn off 
the lights? I need to sleep.” We believe that perhaps, had 
there been additional props (outside of the ones used for the 
Irene story) and more time to explore, more original stories 
might have emerged. 

LESSONS LEARNED 
In understanding what we have learned with children, we 
refer back to our three initial questions: (1) Can young 
children comprehend what a story is about in a physically 
interactive environment such as a StoryRoom? (2), Can 
they use or participate in an already created story in a 
StoryRoom?  (3) Can they use physical programming to 
create a StoryRoom?    



 

 

With regards to the first question, we saw without a doubt 
that children ages 4-6, who had no experience in designing 
our technologies, can easily comprehend what the story is 
about.  The interactivity in the StoryRoom did not get in the 
way of understanding the Irene story.  We also saw with 
regards to the second question, that all of the children could 
also use or participate in an already created story.  Once 
shown how to interact with the physical icons, they had no 
trouble interacting with the StoryRoom experience.   

As for the third question concerning physical programming, 
the answers are less clear cut.  We did see in each session 
one or more children able to physically program. They 
understood that placing the physical icons on a prop around 
the room either offered some input or output.  They also 
understood that the physical icons had relationships to each 
other based on how they were programmed. In fact, out of 
the 11 children we worked with only 3 children could not 
comprehend any aspect of this approach.  Thanks to a 
longer session with the last group, we now believe that had 
we spent a longer time with each group, all of the children 
would have been able to accomplish physical 
programming.  But considering the short period of time we 
were with the children, they were able to accomplish much 
more than we expected in some ways.  It is not surprising 
that their main difficulty was in understanding the 
difference between programming and participation in an 
already created story.  At this young age, children’s most 
common form of storytelling is improvisational storytelling 
(many times referred to as “play”) where children freely 
move in and out of storytelling and “storylistening” [2]. We 
now believe this may be our biggest challenge in 
supporting children with physical programming.  Is there a 
way to naturally move between programming and 
participating?  The magic wand may be only part of the 
solution. 

In regards to lessons learned about our methods, we believe 
that the mid tech or wizard-of-oz prototype served us well.  
It went a long way in simulating the full experience of 
physical programming.  It offered us a flexible way in 
exploring our ideas with children, without having to spend  
many more months fully developing the technologies.  We 
also believe that without the numerous low-tech 
prototyping sessions, scenario walk-thrus, and initial 
observations with children, we could not have been as 
successful as we ultimately were. 

FUTURE WORK 
Our work is now focused in two areas.  The first is 
incorporating location-aware technologies, as well as 
implementing better communication protocols, in order to 
minimize human intervention (wizard).  For our design 
process, having a human in the loop was critical for on-the-
fly changes, but we now better understand the behaviors 
necessary for the technology to perform.  The addition of 
location-aware (e.g. infrared, ultrasound, WaveID RF tag) 
technology into the physical icons would enable us to track 
physical programming events. We are currently working on 

faster two-way communication, so that latency does not 
confuse the children.  Further down the road, we will 
address some other scaling issues: what devices, and how 
many, will children need to be expressive. We will also 
consider how children might dictate additional 
programming intentions such as looping and timing. 

Our other area of focus is in the design process, and 
evolving our methods with children.  We are currently 
planning more brainstorming sessions with our child design 
partners in the lab.  We will also be continuing our 
collaboration with the young children of a local daycare 
facility.  We are working with their teachers to develop a 
classroom integration plan for our physical programming 
technologies.  In this way we hope to understand what 
young children can do with these technologies over months 
of time.  We want to understand what programming 
approaches they take, and what storytelling experiences 
they develop. 
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