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ABSTRACT
Physical interactive environments can come in mimgns:
museum installations, amusement parks, experimentalmathematical

theaters, and more. Programming these environmieams
historically been done by adults, and children hheen the
visiting participants offered a few pre-created ides to
explore. The goal of our research has been to ldgve
programming tools for physical interactive envirosmts
that are appropriate for use by young children &de5).

as the Exploratorium in San Francisco have been
developing ways for visitors to learn about sciéotand
concepts through physically interaztiv
experiences [27]. Many other museums now offerdrieih

the ability to explore such varied subjects suchrassic, at
the Eloise W. Martin Center in Chicago, lllinois,né
animals, at a working farm, at the Macomber Farm in
Framingham, Massachusetts [26]. University resesnch
have also been developing physical interactive spac

We have explored numerous design approaches ower th While this research has generally been developeddult

past two years. Recently we began focusing ontay4ical
programming” approach and developed a wizard-of-0z
prototype for young children. This paper presetie
motivation for this research, the evolution of our
programming approach, and our recent exploratioiith w
children.
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INTRODUCTION

Physical Interactive Environments

Researchers have found that a critical part of iid&hearly
cognitive development is in negotiating the physisarld

[6, 7, 22]. Children can learn from building withideks,
drawing on paper, and even building make-believelag
from boxes and bags. These constructive processdsoav
children can make sense and refine their mental eteodf
the world [4, 22, 15]. Today with the use of emargi
technologies, children can also manipulate imagesind,
video or even robotic objects. These experiences lwa
saved and replayed, shared and constructed, everssac
geographically distant locations [24]. With emargi
embedded and wireless technologies, these intemcti
experiences are no longer restricted to the udeegboards,
mice, and desktop boxes. Physical interactive
environments can come in many forms: museum
installations, amusement parks, experimental thieatnd
even public toilets. As early as the 1960s, institas such

audiences, it has become more common to focus on
children as users (e.g., NYU’s Immersive Environitsen
[10], MIT's KidsRoom [4], and the University of
Maryland’s StoryRooms [2]).

The enabling technologies that support these
computationally enhanced physical environments ban
found in the research of ubiquitous computing [31],
augmented reality [18], tangible bits [16] and gvable
user interfaces [12]. They share similar technical
challenges, in scale, context awareness, gestaogretion,
networking, location tracking, and software infrasture
[1, 25]. Equally challenging has been the introtioie of
these technologies into classrooms, due to the rfeed
costly equipment, complicated authoring tools, daye
space requirements [2].

There have in recent years been some examples of
classroom technologies that enable children tordanm
the construction of “computational objects to thimkth”
[22, 23]. Seymour Papert and Mitchel Resnick, froime
MIT Media lab have spearheaded research that re tie
such influential systems as the Logo mechanicdleyg3],

a physical turtle that is programmed by a child rove
around a room, and the LEGO Mindstorms Robotic
Invention System [19], LEGO pieces that enable atdh

to build robotic structures with sensors and aaitatMore
recently developed under the direction of Hiroshhil at
MIT, Curlybot [13] was created to mimic the action$ a
child and encourage mathematical learning from fdais
play with a simple robotic sphere. And Tim McNerrey



Tangible Computation Bricks [20] enables young
programmers to manipulate and connect physicaloacti
blocks that can react to sensor inputs. Storyiglsystems
have also explored the use of alternative phydia&rfaces
for children. These include MIT’s SAGE (Storytelldgent
Generation Environment) [30] which uses a stuffabbit,
TellTale [3] which uses a plastic worm, the Univigysof
Maryland’'s PETS (Personal Electronic Teller of $#sj
which uses various pieces of robotic stuffed ansndll],
and Microsoft's Actimate Barney [29] with uses aied
doll. What each of these technologies has in comrisn
that they offer a child the ability to shape thé&arning
experience with an object that is computationalifanced,
yet physically familiar.  While all are compelling
technologies for children, they do not offer youpgople
the ability to program an entire room or physicatdractive
space, children are merely in control of one ohject

Programming Physical Environments

We have found that most physical interactive spareshe
result of adults’ imaginations, not children’s. ihen are
generally only able to choose between a few prexee
choices as participants in an experience. It isifage
adults only allow children to read books, but neadiow
them to tell their own stories. There is educatibwalue in
reading what others have written, but the act afhaung
can offer children creative, problem-solving oppmities
that are also critical to their cognitive developm§l5, 24]

Therefore, when we began our research two yearsiago
developing enabling technologies for physical iatgive
environments, our research priority was to supbitdren
as storytellers and builders from the very start tbéir
physical experience. Out of this work came “StoriKia
set of tools that would support the creation of whe now
call “StoryRooms” [2]. When we first began our ezsch
in this area, we built an example StoryRoom expere
based on the Dr. Seuss bodije Sneetchd44]. What this
experience showed us was that we needed more deeelra
tools to develop our room-sized stories. We neesktsors
and actuators that could easily augment any physica
object, not just special “computerized” ones. Waurid
that the children wanted to tell their interactistries with
props they created (e.g., out of cardboard boxe®e (
Figures 1, 6, 8), and found objects they placeduatba
room (e.g., stuffed dolls, chairs, etc.). What wsoafound
was that we needed a way to easily program thisl kof
environment, without taking the child away from the
physical world and the act of storytelling. By ds§
children to work with programming technologies thedre
screen-based, their physical storytelling becanwoisdary
in importance to negotiating abstract programming
languages.

Very little literature in this area has suggestedagproach
for novice users or children to physically creatgquitous
computing experiences. Novice user programmindesys
have historically focused on the traditional degkto
computer model.

Figure 1: Creating props for a StoryRoom.

However, useful insights can be found in the reskawn
visual programming languages (VPL), in particular,
“programming by demonstration” systems (PBD) [28].2
Two strong examples for children are ToonTalk and
KidSim (the commercial product now called StageCast
Creator). KidSim enables the child programmer tdirge
visual production rules, through comic strip likeécture
frames [8]. In ToonTalk [17], computational absttians
are replaced by concrete and familiar objects. Aoibalk
program is acity that containshouses Birds fly between
houses to transport messages. Houses comntdiats that
can be trained to accomplish small tasks. To progia
robot, the programmer enters into its thought bebid
show it what to do. We have taken these examples o
concrete demonstration, and considered how to phyyi
define states and transitions for computationaleoty in a
physical interactive environment.

Here is a simple physical example: Every time ddkieps
on a certain rug in her bedroom, she wants thakdasp

in the room to turn on. To demonstrate her intensioshe
might perform the following sequence of physical
activities: 1) invoke the programming mode, 2) stapthe
rug, 3) turn on the light, and 4) turn off the pmagnming
mode. In essence, by touching objects in the roarahild
can create a programming statement, or rule.

This method of authoring or programming rules for
physical interactive environments, we have comec#dl
“Physical Programming,” and can be defined ahe
creation of computer programs by physically mangiirg
computationally augmented (or aware) objects in a
ubiquitous computing environment.

In the remaining sections of this paper, we wilepent the
evolution of our programming technologies and oeicant
explorations with young children (ages 4-6 yeard)ollhe
implications of this research will be discusseditaelates
to future physical programming directions.



THE EVOLUTION OF OUR PROGRAMMING TOOLS Also, the programming system should provide a
- visualization of the story such that one can folldahe
storyline by looking at the visualization. Consiohg that
the programming will be based on real objects ireth
physical world, the visual programming system skiouse
notions that closely match those of the physicalldif2].

Figure 2: Children on our team using art supplies t o create low-tech ' i —

prototypes of our programming tools. I'I - : :
|
Our ideas about the technical requirements as aglthe ‘
user interactions of physical programming evolvegen
time. Our research team did not have as its ihiigal to a7/

program without some visual display. We wanted talele ik
F:hlldren to b?COme authors of their own phySI'Cal Figure 4: Prototype table for a screen-based progra mming
interactive environments, but we had few preconediv approach for StoryRooms.

notions of what directions we would follow. Howave
thanks to our countless brainstorming sessions with
children as our design partners (ages 7-11 yeady olr
notions of physical programming took shape. Oadwo-
year period we sketched ideas, created low-teclopypes
(see Figure 2), did walk-thru scenarios (see Figdikeand
developed mid-tech or wizard-of-oz prototypes (Begures
4-8). Two afternoons a week, and two weeks over th
summer our team of computer scientists, educatutssts,

engineers, and children has met as design parf@efy to 220 %’
work on this project and others. {9} ' K

A
ey \Y

We no longer believe this to be the case. In owrkwvith
children (ages 4-9) we found that they had a hamet
conceptually connecting what was on the screen witlat
they used in the physical room. Therefore, we fingilist
did away with the screen entirely and explored athlg use
of the physical sensors and actuators (which weetgixce
come to call “physical icons” [16]).

) -« ' /

F |

Figure 5: Some early visual programming ideas. The top line
means “press the flower and the light stays on for 15 seconds.” The
third line means “when the camera and the cup are n ear each
other, the light comes on and the ear will listen.”

child on the right is wearing a “tell a story” crow n on his head,
placed there by the child on the left.

We went from building our own “StoryRoom” with
specialized hardware (our Sneetches room), to deved
numerous “StoryKits” that included various approesho
programming the physical environment. Our initideas
suggested that children use a visual programminguage
on a screen in a box that sits on the floor (seguiré 4).
This screen-based programming language looked airtol Figure 6: A large stuffed “hand” sensor that was pl aced on a child-
the large stuffed sensors and actuators that amildr created camera. When the hand was placed on the ca mera it could
physically placed on objects they wanted to become bg physically programmed to_be “tou_Jch sensitive”. Therefore_ ifa
“magic” in the room (see Figure 5 for an exampleack child touched the camera, a video might appear on t he wall with a
in 2000, we believed: picture from the camera.

“...that a carefully designed visual programming system
(should) enable children to author their own Stopgd®n.

Ultimately the conceptual StoryKit that emerged moty
included sensors and actuators represented as qalysi
icons, but a “magic wand” which would signal thagtand



end of programming (see Figure 7). We found inr ou
continual work with children that they needed soway to
distinguish when they were programming and whenythe
were using the actual physical icons as a partitiga a
story. Therefore for example, a child could placéhand”
near, or on a teddy bear. Then she could placsaufid
box” next to a large pile of blocks in the corneithen by
tapping the magic wand on the hand then on the ddox,
the room would be “programmed” to play a sound “Gam
here...” every time the hand was pressed.

Figure 7: Physical Icons for Programming a StoryRoo m; From left
to right: A “hand” to make an object touch-sensitiv e; a “light” to
make an object “light up”; a “sound box” to attach a sound to an

object; a “magic wand” to signal the authoring mode .

The wizard-of-0z prototype

In order to understand if young children who hadt no
helped design our programming tools could use our
approach, we developed a mid-tech or wizard-of-oz
prototype for some formative evaluation. We thougth
was important to have the flexibility to experimewith
different behaviors from the technology dependingtbe
user interaction. But we found from many low-tedésign
sessions that often the “wizard” (person) could matk the
many concurrent activities in the environment aredhat
appropriately. Therefore, we developed a software
application, written in RealBasic on the Macintoghat
allowed the wizard to define and group action-react
rules on-the-fly as the children were using thehtealogy.
The wizard software broadcasted serial data packieta
433 MHz RF Transceiver connected to the serial porta
Macintosh laptop. These signals were then recebwe®F
transceivers embedded in the physical icons arefpnéeted

by BASIC Stamp Microcontrollers. Based on the data
content, the microcontroller then could turn on aaff
activators such as lights, sounds, and buzzers. r Ou
implementation supported one-way communication, so
children pressing the sensors, or tapping the icwitls the
wand did not actually activate anything. Througloe-
way mirror adult researchers observed the actiohs o
child, and sent the appropriate response from tiveputer.
For example if a child pressed the hand and expmkete
light to come on, it would.

OUR EXPLORATION WITH YOUNG CHILDREN

By developing a flexible proof-of-concept prototypee
were able to explore three basic questions: (1) gaung
children (4-6 years old) comprehend what a storgli®ut
in a physically interactive environment such as
StoryRoom? (2), Can they use or participate in &raly
created story in a StoryRoom? (3) Can they usespia}
programming to create a StoryRoom? To answer these
questions, we used qualitative observation and data
collection methods that will be further describea the
sections that follow.

Sessions Structure

We began our explorations with young children, hyiting
four children in pairs of two (ages 5-6) to our l&binitially
explore the tools. We did not structure their usethe
tools; rather we wanted to see where they led @se adult
facilitated each session, with four adults takirges, seven
other children (our weekly design partners) takingtes
and periodically asking questions, and one desigrtner
child video taping the experience. From these isess one
child design partner (age 11) wrote, “l don't thitikey got
it when we started. When | showed them something i
made sense then. | think it was good when theyitith
me. Then they had some good ideas to show us.”

With observations such as these, we quickly redliteat
we needed to structure the children’s exploratibthe start
of their sessions with us. The notion of a physica
interactive environment is conceptually difficulto t
understand and still somewhat uncommon, so to stkrt
with the idea of programming one was difficult toagp for
children (and many adults). Therefore the fourssmss
that followed these initial sessions contained éerts: (1)
children as audiencean adult tells an example story with a
StoryRoom. (2)children join adults as storytellersthe
children retell the story, so that they get to phaijth the
props and squeeze the physical icons. ¢(Bjldren as
physical programmergschildren are shown how to program
with the physical icons and are asked to make upew
story.

Figure 8: Examples of props and physical icons used in the “Irene
story. The cottage and a hand icon are in the foreg round. The
snake and a light icon are in the back.

The sample story we used in our sessions was as fol lows:
One day, Irene was hiking in the woods behind heuse,
and she went farther than ever before. She becawse |



Irene saw a cottage just up ahead. She walked ufhndo  tapes and created a contexual inquiry chart basedhe
cottage and saw a strange purple hand. She predsed Cooperative Inquirymethods described in [9]. We noted
purple hand. (A purple light placed next to a fumyouse the time, verbal discussion, and activities in cohs (see
lights up.) She walks up to the purple light, andes a Table 1 for example).

mouse. She said, “Mr. Mouse, do you know a way bark
my house?” Mr. Mouse replied, “I do not know wheyeu

house is. Maybe you should ask Mr. Koala.” Irenads | Time Quote Activities
and goes up to Mr. Koala. She sees a green hantitoeétx 32:23 | F:canyou tell astory W: yeah
So she squeezes it and asks, “Mr. Koala, do yowkiite with these things?
way to my home?” (A green light placed next to aaka 32:44| W:lwantto be W grabs mouse, B grabs
lights up.) Mr. Koala said, “I do not know where yo mouse, B: lwantto | koala, G grabs snake.
house is. Maybe you should ask Mr. Snake.” Irenéofas be koala
the green light and sees Mr. Snake. She asks theesa 32:57 | W: the mouse went..| W grabs purple set and
qguestion. Finally, Mr. Snake says, “Sure, | knovstjuhe moves to the cottage
way. Come, follow me back to your home 33:07 W positions the purple hand
A default set of interaction rules which were used for the and light by the cottage. B
physical icons: holds on to the green hand.
* The magic wand is only used for programming acist 33:13| W: the mouse went tg W: touches the purple hand,
« The glow-fiber and buzzer of the icons indicate the sleep one night the light came on
selectedstate of the icon, and are used during the 33:15 B: squeezes the green hang
programming mode. qu exgmpl_e, when _the wan 33:23 | W: who's on my door
touches a light, its glow-fiber will blink. In addon, the
icon will make a buzzing sound, its glow fiber biis, 33:55 B: squeezes the green hand.

Green light came on.

and its light will turn on.

« To create a relationship between the hands, thietdig Table 1: Sample data from our contextual inquiry ch art.

and the sound box, a child would take the magic &van  ANALYSIS OF OUR WORK WITH CHILDREN

and tap the objects to create a group. For example, After a review of the dialogue and activities, thrmembers
group contains a purple hand, a green light, arel réd of the team together analyzed the data charts aveldped
side of the sound box. This means that whenever the “roles” (who a child was during a specific actior.g.,
purple hand is touched during the play mode, theegr  experimenter, story participant, etc.) and “activiatterns”
light will come on and the sound associated with ted (e.g., storytelling, playing, etc.). Once the teagreed on

side of the sound box will play. the initial codes for roles and activity patterisen all the
« To start a story, put away the magic wand. charts were coded. In Charts 1 &_2_ (see belowk th
) - frequency of these roles and activity patterns were
Session Participants summarized for the last third of each session. whs

We conducted four subsequent sessions with thestres  gecided by the team that during the third partie session
described above, at a local pre-school close to the a5 really when the children were most in controtizhad
University labs. In total, we were able to work Wwitl1 the most freedom to explore. During the first twarts of
kindergarteners (ages 4-6). Seven were boys, foere the session, they were learning as much about the
girls and each group included one girl and at least boy. technologies as they were anything. In the sestitimt
The first three groups had three children partitiipg and follow, we will discuss what we observed in the fou

the last group had two children. The first .threa)!gps sessions that were video taped and analyzed.

worked with researchers an average of 13 minutssieas, _ _

and the last group worked for 50 minutes to sewéfsaw  Children as audience _

obvious differences in a longer time with the chid. In this initial part of the session that lasted average less
than 2 minutes, children were shown the “Irene gt@nd

we found that across the four sessions, childrenevepiite
attentive. They were fascinated by the use of thgspcal

icons to create a physical interactive experienc&t no

time did any children look bored, instead many tiet
children could not wait to use the physical icoheinselves
to try out the story experience

Our research team was composed of five people:aduts
who facilitated the storytelling with the childrempne
videographer in the room; one researcher situatddria a
one-way observation window using the computer tcteo
what the children did; and one assistant, who halpe
interpret the children’s activities when they be@m

difficult to see or understand.
Children join adults as storytellers

During this section of the session, we found thaistof
the children (10 out of 11) were readily able tcad and
reenact elements of the story. They actively piptited in

Data Collection

We captured the activities and dialogue of all dréin with
one video camera located in the classroom, abdteefn
feet away from the story area. In our lab, we revéel the



the StoryRoom experiences of Irene. Many of theno(®

of 11) also seemed to understand how to use thesiphly
icons to participate in the story. Interestinglyne child

began to experiment with the physical icons’ beloavi
during this part of the session. She kept pressingthe

hand to see if it would repeat turning on a light.

Children as Physical Programmers

During this third and final part of the sessiongtbhildren
were shown how to physically program and they exgtb
the use of these technologies for storytelling. @oalysis
of the roles and activity patterns revealed that ghildren
spent most of their time experimenting with the l¢see
Charts 1 & 2). They were not afraid to try out fdifent
combinations of taps with the magic wand, and frefly
pressed the hand to explore the possibilities ofawh
affected. There were times when a technical glifety.,
the researcher at the computer sent the wrong camndria
the physical icons, or was delayed in responding)jch
also prompted the children to continue to experimeith
the physical icons. Interestingly, we found thatrse of the
children either waved the wand several times, qptd
repeatedly, until they saw the feedback they expect
Overall, in each session at least one child wag ablform
a definite idea about how to physically program lwihe
tools.

Where the children seemed to have the most chadleng
with physical programming was in understanding the
difference between the programming mode and the
participation/use mode. The children understooat tihe
wand helped them “make things magic” but they had
difficulty understanding that it wasn't telling th&tory yet,
merely getting it ready for others to hear it. \Welieve
that this confusion may partially come from the déeck of
light and sound when the children were in programgni
mode. As the children touched the physical icorighthe
wand, a sound would occur and a glow light on thkeri
would turn on. Many children were quite excited this
and thought this “was the story”. We believe tiparhaps
by reducing the “excitement” of the feedback, thhey
may be more likely to see this as one step in tioeyselling
process.

In regards to storytelling, we found that the chdd told
stories in three ways: (1) completely verbal witietuse of
no props or physical icons; (2) with the use of soprops
such as stuffed animals and verbal description$;wh
the use of physical icons and props and verbal digan.
As Chart 2 summarizes, when the children were agked
tell a story, they most frequently just verballyidoa story.
The children fell back into what they knew best. Wever,
once the researcher asked of they would like to tse
things in the room to tell a story, they most freaquly used
both the physical icons and the props to physically
program. Surprisingly, it was far less frequent fihe
children just to use the props.

Frequency of Roles

passive

player

4%

passive story
participant

4% active

experimenter
28%

responder
17%

physical
programmer
19%

Chart 1: Frequency of children’s roles during the | ast section of the
session.

Frequency of Activity Patterns

storytelling

(props only)
3%

experimenting
45%

casting spells
4%

playing
6%

modal
confusion
12%

storytelling
(icons)

12% storytelling

18%

Chart 2: Frequency of children’s activity patterns during the last
section of the session.

The kinds of stories the children told were veryngar to
the Irene story they heard. In many cases only onevo
elements were changed to make it their own. Howgve
there were interesting additions to the storieyttudd. For
example, one child incorporated the physical icights as
decorations on a cottage prop. In her story she ted
characters ask, “Who is there? Would you please tff
the lights? | need to sleep.” We believe that pg@d)ahad
there been additional props (outside of the onesider the
Irene story) and more time to explore, more origistaries
might have emerged.

LESSONS LEARNED

In understanding what we have learned with chilgree
refer back to our three initial questions: (1) Csoung
children comprehend what a story is about in a [taity
interactive environment such as a StoryRoom? (2nC
they use or participate in an already created storya
StoryRoom? (3) Can they use physical programming t
create a StoryRoom?



With regards to the first question, we saw with@utioubt
that children ages 4-6, who had no experience sigteng
our technologies, can easily comprehend what tbeyss
about. The interactivity in the StoryRoom did rgst in the
way of understanding the Irene story. We also saith
regards to the second question, that all of thédeln could
also use or participate in an already created stoBnce
shown how to interact with the physical icons, tHegd no
trouble interacting with the StoryRoom experience.

As for the third question concerning physical pragmming,
the answers are less clear cut. We did see in saskion
one or more children able to physically program.eyh
understood that placing the physical icons on gppmund
the room either offered some input or output. Thego
understood that the physical icons had relatiorshipeach
other based on how they were programmed. In faat,af
the 11 children we worked with only 3 children cduhot
comprehend any aspect of this approach. Thanka to
longer session with the last group, we now belitvat had
we spent a longer time with each group, all of ttféldren
would have been able to accomplish physical
programming. But considering the short periodiafe we
were with the children, they were able to accontplisuch
more than we expected in some ways. It is not s8img
that their main difficulty was in understanding the
difference between programming and participationaim
already created story. At this young age, childsemost
common form of storytelling is improvisational sytelling
(many times referred to as “play”) where childreredly
move in and out of storytelling and “storylistenin@]. We
now believe this may be our biggest challenge in
supporting children with physical programming. there a
way to naturally move between programming and
participating? The magic wand may be only parttoé
solution.

In regards to lessons learned about our method$elieve
that the mid tech or wizard-of-oz prototype servedwell.

It went a long way in simulating the full experiemoof
physical programming. It offered us a flexible way
exploring our ideas with children, without having $pend
many more months fully developing the technologi&¥e
also believe that without the numerous low-tech
prototyping sessions, scenario walk-thrus, and iahit
observations with children, we could not have besn
successful as we ultimately were.

FUTURE WORK

Our work is now focused in two areas. The first is
incorporating location-aware technologies, as wab
implementing better communication protocols, in @rdo
minimize human intervention (wizard). For our dgsi
process, having a human in the loop was criticaldo-the-
fly changes, but we now better understand the binav
necessary for the technology to perform. The addibf
location-aware (e.g. infrared, ultrasound, WavelB Q)
technology into the physical icons would enabletaisrack
physical programming events. We are currently wogkon

faster two-way communication, so that latency doed
confuse the children. Further down the road, wdl wi
address some other scaling issues: what devicashaw
many, will children need to be expressive. We valso
consider how children might dictate additional
programming intentions such as looping and timing.

Our other area of focus is in the design processl a
evolving our methods with children. We are curtgnt
planning more brainstorming sessions with our cliggign
partners in the lab. We will also be continuing rou
collaboration with the young children of a local ydare
facility. We are working with their teachers to\ddop a
classroom integration plan for our physical prograimg
technologies. In this way we hope to understandatvh
young children can do with these technologies avenths
of time. We want to understand what programming
approaches they take, and what storytelling expees
they develop.
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