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Abstract

Atmospheric aerosols play a vital role in the Earth’s energy budget-directly by scat-

tering and absorbing solar radiation and indirectly by acting as cloud condensation

nuclei and ice-nucleating particles [1, 2]. The cloud formation potential of aerosol

is driven by multiple factors, including surface properties, size distribution, compo-

sition, mixing state, phase state, and morphology [3]. The interaction of aerosols

with clouds alters the aerosol’s physicochemical properties. Those properties can also

evolve during transport due to atmospheric processing, in turn, affect the aerosol’s ice

nucleation and cloud formation activities. This thesis presents experimental studies

to understand the role of physicochemical properties of aerosol on the formation of

ice.

To get a detailed understanding of the aerosol effect on ice nucleation, we con-

ducted controlled ice nucleation experiments on a known surface (muscovite mica)

with controlled properties (e.g., surface cations) as well as ice nucleation experiments

on complex atmospheric particles, which were characterized with multimodal micro-

spectroscopic techniques. The results from controlled experiments suggest that the

ice nucleation activity of a surface can be modified by simply changing the surface

cations. In contrast, ice nucleation experiments with complex atmospheric particles

indicates a more complicated dependence on the physicochemical properties.
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Chapter 1

Introduction

Although clouds are most well known for their effect on precipitation, their impact on

global climate and Earth’s living creatures is crucial [2, 4]. For example, the effect of

clouds and aerosol particles on Earth’s radiation budget is highly substantial. Short-

wave and long-wave radiation interacts with clouds, altering the flow of radiant energy

[5]. Precipitation starts with clouds; therefore they’re vital to the water cycle and,

hence, to the transmission of latent heat and the distribution of freshwater [6].

Cloud microphysical features dictate how precipitation forms, how radiation interacts

with clouds, and how long clouds last. Aerosol particles serve as cloud condensation

nuclei (CCN), activating into cloud droplets and so contributing significantly to cloud

characteristics [1, 7] . However, cloud microphysical features remain a mystery due

to the system’s complexity [8]. Indeed, aerosol-clouds interactions account for one of
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the major uncertainty in today’s climate change estimation [9]. Clouds carrying ice

are a key source of uncertainty due to the lack of understanding of their formation

mechanism and continued evolution [10]. As such, the next sections explain our cur-

rent understanding of cloud formation, with a focus on the formation of atmospheric

ice via heterogeneous mechanism.

1.1 Role of Aerosol in Cloud Formation

Aerosol particles are produced by a wide range of natural and man-made processes

[11]. Primary aerosol particles are released directly into the atmosphere by a variety

of sources, including sea salt from bubble breaking at the ocean’s surface, mineral

dust from deserts, volcanic eruptions, smoke from forest fires, and other combustion

processes such as coal burning. Biological particles such as pollen and viruses, as well

as biogenic organic compounds, also contribute significantly to atmospheric aerosols.

Secondary organic aerosol particles are produced in the atmosphere when gas phase

organic species react to form low-volatility compounds that condense as a particle.

Industrial emissions, transportation, agricultural activities, and the burning of coal

and fossil fuels all contribute to the quantity and composition of aerosol particles in

the atmosphere.

1.1.1 Aerosol as Cloud Condensation Nuclei (CCN)

Clouds are mainly comprised of liquid water in the lower troposphere, but as altitude

rises, the proportion of ice to liquid water in clouds increases until they reach the
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high troposphere, at which they are predominantly composed of ice [12]. Aerosol

particles may act as CCN in the lower troposphere (where liquid water dominates

cloud formation) by absorbing water and forming liquid cloud droplets to create water

clouds. Indeed, the production of all liquid droplets in the atmosphere is dependent

on the existence of a nucleating aerosol particle. The particle’s hygroscopicity heavily

influences its effectiveness as a CCN [13]. Clouds in areas with a high concentration

of CCN are composed of a greater number of tiny water droplets. This modification

of the cloud’s microphysical characteristics results in increased reflectance, decreased

precipitation efficiency, and prolonged cloud lifetimes [8].

1.1.2 Aerosol as Ice Nucleating Particle (INP)

Aerosol particles may act as ice nucleating particle (INP) by providing a surface on

which ice can develop in the atmosphere. Only a small fraction of the total population

of atmospheric aerosols has the potential to catalyze the formation of ice [14]. Such

atmospheric INPs may have a low population (e.g. one out of 105 - 106 particles)

[15, 16, 17]. Atmospheric ice can be formed by homogeneous or heterogeneous mech-

anism. It’s believed that heterogeneous nucleation may take place in four different

ways: deposition, immersion, condensation, and contact [18]. In deposition mode,

ice forms immediately on the surface from vapor phase. A previous study showed

that this ice nucleation (IN) mode is important for cirrus cloud production but not

so much for mixed phase cloud (MPC) development [19].This finding is confirmed

by lidar measurements (in conjunction with radiosonde temperature and humidity
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profile data) indicating that the liquid phase exists in clouds below 8–8.5 km above

sea level prior to the production of ice crystals [20]. On the other hand, a different

study suggests that what is commonly referred to as deposition nucleation can be

pore condensation and freezing (PCF) occurring in pores (surface defects and/or the

porous nature of INPs) on INPs, that may hold water due to surface curvature forces

rather than deposition nucleation [21]. In the case of immersion mode, the INPs are

immersed in the supercooled cloud droplet and facilitate ice formation. Immersion

freezing is considered to be the most significant mode in MPCs [20, 22]. Similarly,

condensation freezing takes place when water condensed on a particle at saturation

and instantly freezes. On the other hand, the contact freezing process is initiated

when an aerosol particle collides with a supercooled liquid droplet. The particle in-

side the interior of droplet migrates to the surface where it may cause freezing [23].

Researchers believe that the effectiveness of the method depends on the particle’s

location relative to the droplet’s surface [23]. Supercooled cloud droplet freezing, as

seen in nature, is restricted by the degree of interaction between particles (e.g., by a

collision rate) which determines how relevant the phenomenon is to the atmosphere

[24]. The effect of collisions with supercooled cloud droplets caused certain particles

to deliquesce already at the surface that initiated ice formation [25]. Overall, different

modes of ice nucleation in demonstrating heterogeneous ice nucleation indicates its

intricacy in understanding the formation mechanism.
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1.2 Factors Affecting Ice Nucleation Propensity of

Aerosols

It is yet not clear what characteristics of aerosols make one type of aerosols more ef-

ficient IN than other. Though, a previous study demonstrated a set of pre-requisites

of good INPs [26], but there are lots of exceptions also observed. The requirements

include insolubility, size, chemical bonding and crystallographic structure. The insol-

ubility requirement states that good INPs are mostly insoluble in water. The obvious

drawback of a soluble substrate is that it is not rigid to support an ice nucleus and

catalyze formation. For example, salt aerosols are not good INPs because they are

soluble in water, thus disintegrate upon interaction with water and cannot provide

a surface to form ice. Salt ions also reduce the effective freezing temperature. In

contrast, dust particles are insoluble, thus providing a rigid surface to support the

critical embryo formation. However, numerous exceptions exist to this condition. For

instance, ammonium sulphate, a crystalline soluble salt, has been seen to nucleate ice

in saturated solution droplets [27]. As a result, it has been suggested to be reintro-

duced this criterion as a solid requirement instead of an insolubility requirement [28].

The size criterion states that larger aerosols are more efficient INPs. The chemical

bonding requirement of a good INP states that the particle should have hydrogen

bonds available at its surface because ice crystal hydrogen bonds hold them together.

Therefore, an excellent INP should also have hydrogen bonds available at its surface.
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Particle’s ice nucleation behavior can also be affected by the active sites, which in-

clude surface cracks or chemical impurities [14]. According to that requirement, the

crystallographic structure of a surface is also important like chemical composition. It

is generally accepted that the closer a material’s crystallographic match to ice, the

greater the material’s ice nucleating capacity will be. For example, muscovite mica’s

basal surface has a pseudo hexagonal structure close to the ice structure. But several

studies showed mica’s poor ice nucleation ability [29, 30]. On the other hand, organic

aerosols [31], and soot [32] are examples of amorphous materials that can aid ice

production but exhibit no similarity to ice’s crystal structure. However, only these

criterions have not been effective in finding more efficient INPs or in advancing our

understanding of ice nucleation significantly.

In the atmosphere, chemical and physical changes may occur in aerosol particles

because of things like aging from photochemical reactions and chemical reactions with

other gases and inorganic species [33]. During these processing, the chemical species

react or accumulate on the aerosols which affects the physicochemical properties [34,

35, 36]. During transportation, the particles come into contact with reactive gases

or semivolatile species; they may develop a protective coating. The IN ability of

aerosol particles can be increased [26] or decreased [34, 35, 37, 38] as a result of aging

processes. How the evolution of physicochemical properties of aerosols upon short

range and long range transport affects ice nucleation propensity is crucial to improve

our understanding of the effect of physicochemical properties on ice nucleation.
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1.3 Research Objectives and Organization of the

Dissertation

Ice in clouds affects microphysics and is an important component of weather and

climate modeling. A huge variation between predicted rates of ice nucleation and the

actual crystal concentration measured in clouds is partly due to inefficacy in accurate

modeling of heterogeneous ice nucleation [39, 40]. This inefficacy is caused by the

inability to predict the effect of surfaces on the kinetics and thermodynamics of ice

nucleation. Thus, detailed study is required to understand the effect of surface char-

acteristics such as chemical composition, surface functional groups and topography

on ice nucleation, which affect the ice nucleation efficiency of a surface by changing

the interaction of water with it. So, it is necessary to investigate the effect of surface

properties on ice nucleation to get a mechanistic explanation of ice formation in cloud.

To elucidate the effect of surface properties on ice nucleation, the most significant ex-

perimental data have come from atmospheric chemistry and surface science. The two

fields, on the other hand, examine a wide range of length scales and environmental

variables. For example, researchers in atmospheric chemistry study the effects of com-

plex atmospheric particles such as mixed dusts, different internally mixed aerosols on

ice nucleation, whereas surface scientists work under carefully controlled settings on

well-known surfaces such as muscovite mica, feldspar etc. Both fields provide valuable

7



insights to understand the IN in atmosphere. Though atmospheric chemists measure

the IN propensity of different types of complex aerosols, the molecular detail of ice

formation is not known. In contrast, surface scientists investigate the IN propensity

on known substrates under controlled experimental conditions and provide a better

understanding of the molecular details of ice formation on a surface. However, the

contribution of both of the fields are crucial to understand atmospheric ice nucle-

ation. This dissertation discusses both of these approach to elucidate the effect of

physicochemical properties of aerosols on ice formation. This section describes the

objectives of the dissertation and gives a quick overview of the dissertation’s struc-

ture and chapter arrangement.The following is a list of chapters, along with a short

explanation of what each one contains:

1.3.1 Chapter 2

Surface ions play a vital role on the adsorption of water [41]. The presence of different

ions on the same surface affect the structure of water differently [42]. This chapter

describes the findings from controlled laboratory experiments on a known substrate

muscovite mica, probing the effect of surface properties, e.g., surface cations, on water

structure. We use Fourier transform infrared spectroscopy to investigate thin layers

of water at the mica-air interface.
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Figure 1.1: Adopted with permission from Lata et al, 2020 [43]. Copy-
right 2020 American Chemical Society. Schematic showing the synergistic
experiment and simulation study to elucidate the role of surface cations on
IN.

1.3.2 Chapter 3

The presence of different surface cations affect the water adsorption which may also

affect the ice nucleation propensity. This chapter discusses the results from controlled

laboratory experiments and molecular dynamic simulations on a known substrate to

investigate the effect of surface cations on heterogeneous freezing of water (Figure

1.1). This study is already published in a peer reviewed journal [43]. In this study, we

choose muscovite mica as a model substrate because in mica, the exposed ions on the

surface may be easily swapped without impacting other characteristics such as surface

roughness. This study reveals that liquid water freezes at higher temperatures when

ions with higher valency are present on the surface. In addition, our findings indicate

that the size of the ion has an effect on the typical freezing temperature. We also
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investigate how ion valency and an exposed silica layer affect surface water behavior

using molecular dynamics simulations. According to the findings, large clusters of

hydrogen-bonded water molecules are more likely to form when multivalent cations

are present. Additionally, these clusters contain a significant amount of free water

that can reorient into ice-like configurations, which are favored by the ion-free regions

on mica.As a result, these clusters may act as seedbeds for the formation of ice nuclei.

1.3.3 Chapter 4

Atmospheric aerosols are complex mixture of different types of particles. The physic-

ochemical properties of these aerosols may vary from near the emission source to far

from it. Because, these aerosols undergo atmospheric processing or aging as they

travel through the atmosphere, interacting with other chemical species and reacting

or building up, changing their properties. This in turn affects the ice nucleation

propensity. This chapter focuses on the effect of physicochemical properties of free

tropospheric aerosols on ice nucleation. This study is already published in a peer

reviewed journal [3]. Figure 1.2 shows the schematic of evolution of physicochem-

ical properties of aerosols and their effect on ice nucleation. Here, we investigated

free tropospheric particles collected at the remote Pico Mountain Observatory at

2225m a.s.l. in the North Atlantic Ocean using multimodal micro-spectroscopy and

chemical imaging techniques. We probed their ice formation propensity using an

ice nucleation stage interfaced with an environmental scanning electron microscope.
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Figure 1.2: Adopted with permission from Lata et al, 2021 [3]. Copy-
right 2021 American Chemical Society. Schematic showing the evolution of
physicochemical properties of aerosols upon long range transport and and
their effect on ice nucleation

Retroplume analysis, chemical imaging, and micro-spectroscopy analysis indicated

that the size-resolved chemical composition, mixing state, and phase state of the

particles with similar aging times but different transport patterns were substantially

different. Relative humidity-dependent glass transition temperatures estimated from

meteorological conditions were consistent with the observed particles’ phase. More

viscous (solid and semi-solid-like) particles nucleated ice more efficiently compared

to those less viscous. This study provides a better understanding of the phase and

mixing state of long-range transported free tropospheric aerosols and their role in ice

cloud formation.
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1.3.4 Chapter 5

The physicochemical properties of aerosols play a vital role in affecting the Arc-

tic climate via both aerosol-radiation and aerosol-cloud interactions [44]. Several

ground-based observations demonstrate the climatic impacts of seasonal variation of

Arctic aerosol [45, 46]. However, the current understanding of aerosol-cloud inter-

actions in the vertically stratified Arctic atmosphere is still limited. Moreover the

physicochemical properties of aerosol is also modified upon interaction with clouds.

However, this process is poorly understood due to lack of our understanding about

the aerosol cloud interaction. So, it is necessary to characterize the aerosols before

interaction with cloud and also after interaction with cloud. Chapter five discusses

the vertical profile of aerosols over the Arctic where aerosol particles were collected in

between the cloud and above the cloud to understand the change of physicochemical

properties. Figure 1.3 is a schematic showing the change of physicochemical proper-

ties along vertical direction. A tethered balloon system (TBS) was deployed at the

U.S. Department of Energy Atmospheric Radiation Measurement Program’s facility

at Oliktok Point Alaska on the coast of the Arctic Ocean (2m above sea level) to study

the vertical profile of the aerosols. The aerosol sampling was performed at different

altitudes, ranging up to 1100m employing a cascade impactor during August 2019.

We aim to understand the sources and atmospheric processing of aerosol by investi-

gating ground-based in-situ and remote sensing data, backward trajectory analysis,

and off-line size-resolved chemical composition analysis. We perform single-particle
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Figure 1.3: Schematic showing the evolution of physicochemical properties
of aerosols along the vertical direction

analysis using chemical imaging and multi-modal micro-spectroscopy techniques such

as computer-controlled scanning electron microscopy with energy-dispersive X-ray

spectroscopy, transmission electron microscopy and scanning transmission X-ray mi-

croscopy with near-edge X-ray absorption fine structure spectroscopy. Our results

show a clear difference in aerosol chemical compositions at various altitudes on the

same day and also on different days. Broadening of the size distribution of the par-

ticles at high-altitude was observed in comparison to low low-altitude particles on

the same sampling day. A relatively higher percent of sulfate and sulfate coated

dust aerosols were observed at higher altitudes which suggests the possibility of cloud

processing of aerosols. Altogether, the findings from this study will improve the

understanding of the implication of Arctic aerosol on Arctic cloud formation and
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radiative properties.
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Chapter 2

Water structure on mica surfaces:

Investigating the effect of cations
1

2.1 Introduction

A single water molecule has a deceptively simple structure but, in the aggregate,

water is highly complex. Even though immense effort has been invested in studying

water, we still do not know enough to uncover its role in many physical or chemical

processes. This is despite the fact that efforts to understand it span early experi-

mental spectroscopy to uncover its anomalies to the most recently developed water

1This chapter contains the portion of a paper in preparation by Zhou J, Lata NN, Sarupria S,
cantrell will. Water Structure on Mica Surfaces: Investigating the Effect of Cations. ChemRxiv.
Cambridge: Cambridge Open Engage; 2019; This content is a preprint and has not been peer-
reviewed. The license information is attached in Appendix A.1. The content is available under CC
BY NC ND 4.0 License CreativeCommons.org
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models encompassing classical dynamics and quantum effects. A simple example is

elaborating the mechanisms through which water sticks to surfaces – what factors

govern the amount of water that adsorbs to a surface for a given set of conditions?

The answer(s) to this seemingly innocuous question has consequences for fields rang-

ing from biology, tribology, and cloud physics. The complexity of water’s interactions

with solid surfaces stems in part from the fact that a surface’s structure and chem-

istry affect the water molecules adsorbed to it while simultaneously, adsorbed water

molecules can change the surface.

Early investigators in the field identified muscovite mica as one of the best natural

substrates for experiments [47] because the basal plane is almost atomically flat when

cleaved [48, 49, 50], reducing the complication of interpreting the effects of defects

on water-surface interactions. The thickness of water films adsorbed on mica’s basal

surface ranges from one to several molecular layers [51, 52, 53, 54, 55], varying as a

function of the partial pressure of water vapor, or relative humidity, RH. (RH ≡ pv
ps(T )

,

where pv is the partial pressure of water vapor and ps(T ) is the equilibrium vapor

pressure for the temperature, T , given by the Clausius-Clapeyron equation.) Like

many vapors adsorbed to solid surfaces, the structure of water adsorbed on mica

departs from that of the bulk liquid [50, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68,

69, 70, 71, 72, 73, 74, 75, 76]. Some experimental and simulation studies indicate that,

even at room temperature, the mica-water interface has ice-like character [59, 77, 78].

In addition, layering of water on top of mica’s surface has been observed and could
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extend to nanometer range as RH increases [65, 68, 70, 79].

One intriguing aspect of adsorption of vapor onto mica is the effect of the cations on

the surface. Muscovite mica is a layered aluminosilicate. Al/Si tetrahedral substitu-

tion creates a net negative charge for the structure that is balanced by K+ cations

between the two layers of the Al/Si structure. Mica cleaves most easily along this

plane. When cleaved, the newly exposed surfaces are charge-neutral because the K+

ions are distributed equally between the two exposed surfaces [80]. These surface

cations are found to have an impact on the adsorbed water structure, as the wa-

ter molecules must solvate the exposed K+ [59]. The K+ ions are relatively loosely

bound on the surface, and thus, can be exchanged for other ions with suitable treat-

ment [60, 81]. For instance, simply rinsing the mica with water exchanges the K+

ions for H+. Such an exchange has observable consequences for water adsorption

[42, 70, 82, 83]. On K+-mica, at low RH (< 0.1), strong water adsorption is observed;

from RH = 0.1 to 0.7, the adsorption presents a linear behavior followed by rapid

layer growth due to the adsorption of bulk-like water molecules at RH >0.7. Only

the latter two regimes have been observed for water adsorption on H+-mica. Compu-

tational studies have attributed this behavior to the differences in the hydration of

H+ and K+ ions [65, 70].
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While the cations change the water adsorption behavior, the adsorbed water also af-

fects cation dynamics and structure [60] and further adds to the difficulty of elucidat-

ing mica-water interactions. This is illustrated in the inconsistencies in the reported

locations of the cations on the mica surface in the presence of water. Some results

show that the monovalent ions (e.g. K+, Li+, Na+, and Rb+) prefer to remain in the

cavities [61, 62, 63, 65, 66, 70, 75, 76, 84]. However, some studies have observed these

ions at other locations on the surface, or even in the second layer of the adsorbed

water [75, 85, 86]. There is a similar disagreement in the literature concerning the

locations of divalent ions (e.g. Mg2+, Ca2+, and Sr2+), though there is more evidence

that the divalent ions may be found away from the surface, in the second layer of the

adsorbed water [63, 67, 76, 84, 85, 87].

In this work, we report results probing water adsorption and structure on K+, H+,

Ca2+, and Mg2+ substituted mica surfaces using infrared spectroscopy. Specifically,

we investigate the interplay of water and cation interactions to elucidate their effects

in governing both water adsorption and cation behavior on mica surfaces. Infrared

measurements indicate that while the amount of water adsorbed changes with the

cation, the overall hydrogen bonding network of the adsorbed water is the same for

a given water coverage. The presence of different ions on the surface causes different

adsorption behavior. Stronger interactions between water and divalent ions also affect

the spatial and temporal extent of the hydrogen bond networks. Collectively, our

results shed light on the role of water-cation interactions in governing water structure
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on mica surfaces.

2.2 Methodology

We study the adsorption of water on mica surfaces using Fourier Transform Infrared

(FTIR) spectroscopy to probe the macroscopic signatures of the adsorbed water.

2.2.1 FTIR Spectroscopy

We have used FTIR spectroscopy to measure the effect of surface ions on the adsorp-

tion of water on mica surfaces, using a Bruker IFS 66 with an indium antimonide

detector. Spectra were taken at a resolution of 4 cm−1. The external beam option

was used to accommodate the custom-built sample cell. Both the spectrometer and

the external sample compartment were purged with dry air to reduce interference of

water vapor. To amplify the signal, we used ten sheets of mica (Tarheel Mica Co.)

in the sample cell, each separated by thin pieces of aluminum foil, ensuring each of

the 20 surfaces were exposed to water vapor. The water vapor pressure over the mica

surfaces was controlled through the relative humidity in the sample cell. We varied

the relative humidity by mixing streams of dry (dew point < -40 ◦C) and humid

air. Humid air was generated by passing a stream of the dry air across a bath of

HPLC grade water (Sigma Aldrich). The flow rate through the sample cell was 1

lpm. The temperature of the sample cell is controlled by circulating cold fluid from a

chiller (Julabo CF 15) through the shell. The absorption from a single layer of water

adsorbed to mica is exceedingly small.
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Figure 2.1: Procedure for isolating the absorption features of liquid-like
water on mica. A spectrum of only water vapor in the sample cell is sub-
tracted from the sample spectrum, leaving only the signal from adsorbed
water.

Temperature and relative humidity in the sample cell are monitored with a hygrometer

(Rotronic, Hygroclip HC2 sensor). Our goal is to examine the effect of different ions

on the mica surface on the adsorption of water to it. In the data shown below, we

have treated mica with HPLC grade water, a saturated CaSO4 solution, and a 0.1M

MgSO4 solution to replace the K+ by H+, Ca2+ and Mg2+ ions, respectively [60].

Finally, the spectra are processed as shown in Figure 2.1. The absorption features

of liquid-like water can be seen in the region between 3600 and 3000 cm−1, but they

are obscured by the absorption of water vapor. To isolate the feature of interest, we

subtract a spectrum of water vapor. The result is the red line in Figure 2.1.
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2.3 Results and discussion

2.3.1 Measurements using infrared spectroscopy

Figure 2.2 shows our measured spectra of adsorbed water on four different mica sur-

faces for film thicknesses of 0.125 (left panel) and 0.25 nm (right panel). (Those

thicknesses correspond to approximately half a monolayer and a monolayer respec-

tively.) We first note that all of the spectra are quite broad with prominent features

at 3390 and 3350 cm−1, respectively. This spectral region, encompassing water’s OH

symmetric and asymmetric stretching vibrations, is a measure of heterogeneity in the

water molecules’ local molecular environments [53]. The stretching vibrations for iso-

lated water molecules are responsible for absorption features at 3657 and 3756 cm−1.

In the liquid or solid phases, where molecules are coupled, those absorption features

collapse into a broad band [88]. (Peak absorption is at 3390 cm−1 in the liquid and

3220 cm−1 in ice Ih [89].)

The features of the absorption spectra due to a thin film of condensed water are

expected to show features of both the bulk phase liquid and ice. At temperatures

greater than the melting point, water will be liquid, but the influence of the surface is

expected to impose structure. Even hydrophobic surfaces induce a degree of ordering

in the adjacent water [90], and mica is known to template adsorbed water into an

ice-like structure [53, 54]. Figure 2.2 shows that the spectra for K+, H+, Ca2+, and
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Figure 2.2: Absorption spectra of water adsorbed on K+, H+, Ca2+, and
Mg2+-mica at room temperature. The spectra shown reflect water adsorbed
to 10 mica sheets in the sample cell. The indicated film thicknesses are for
water adsorbed on a single surface. The spectra for less than a statistical
monolayer, t = 0.125 nm are shown on the left; the right panel for is for a
coverage of approximately 1 monolayer, t = 0.25 nm (t is the film thickness).
In both panels, the dominant features of bulk water are present as well as a
shouldering near 3350 cm−1, which is an indication of the presence of more
strongly hydrogen bonded water on the surface. The chaotic appearance of
the region between 4000 and 3600 cm−1 is the result of a strong absorption
band from mica and a residual water vapor signal.

Mg2+ are all broad, with a major peak at approximately 3390 cm−1, and a shoulder

at approximately 3350 cm−1, consistent with the ice-like ordering in the adsorbed

water.

It is also clear from Figure 2.2 that all of the absorption bands have essentially

the same shape for a given film thickness or coverage, indicating that the overall

hydrogen bonding environment is similar for all of the surface treatments that we

tested. Note, however, that the same film thickness occurs for different values of the
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relative humidity, RH. For example, a monolayer coverage is achieved for the Mg2+-

mica at an RH value of 23%, whereas the same amount of water is not condensed

on a surface of the Ca2+-mica (at the same temperature) until the RH reaches 74%.

This is a direct indication of the strength of the interaction between the surface of

the mica and the adsorbed water. The difference in the RH required for a monolayer

of water on Mg2+-mica vs. Ca2+-mica shows that water has a higher affinity for the

Mg2+-mica.

The adsorption isotherms, shown in Figure 2.3, reinforce this point. All of the mica

surfaces exhibit a gradual increase in the amount of water adsorbed to them, from 0

to approximately 50% RH. However, for a given RH, the amount of water adsorbed

to the Mg2+-mica is greater than any of the others. The figure also shows that, up

to 25% RH, the H+, K+ and Ca2+-mica isotherms coincide; above this, the H+-mica

isotherm is slightly steeper than the K+-mica or Ca2+-mica. This is in contrast to

the study by Balmer et al.[42], who found less water on H+-mica at lower RH and no

difference between H+ and K+-mica at higher RH. (To our knowledge, this is the first

measurement of an adsorption isotherm for Ca2+ and Mg2+-mica.) The general shape

and magnitude of the film thickness is consistent with other studies using FTIR [53],

ellipsometry [42, 51] and, simulation [91].

The preceding discussion shows that the strength of the interaction of water with

mica changes, depending on the ion on the surface. We show this difference as well as
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Figure 2.3: Adsorption isotherms of water on K+, H+, Ca2+, and Mg2+-
mica at 17◦C). Isotherms for other temperatures show the same trend.

the change in the strength of interaction with temperature through the relationship

[92]

∆µ = kT ln

(
p

ps

)
(2.1)

where the difference in chemical potentials is defined as ∆µ ≡ µv − µbulk water. µ is

the chemical potential of the vapor or bulk liquid respectively and k is Boltzmann’s

constant. In the general form, p is the vapor pressure and ps is the saturation vapor

pressure, which we recognize from our previous definition of the relative humidity.

For our measurements, the vapor is in equilibrium with the adsorbed film of water so

µv = µfilm. With that, Eq. 2.1 becomes

µfilm − µbulk water
kT

= ln(RH) (2.2)
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In Figure 2.4, we have plotted the absolute value of ln(RH) as a function of tempera-

ture for the Mg2+ and K+-mica surfaces for a coverage of approximately 1 monolayer.

At 10◦C, the difference in chemical potential between a water molecule in the film

adsorbed to the Mg2+ mica and water in the bulk is nearly 2 kT . Apparently, the

Mg2+-mica stabilizes adsorbed water by 2kT . In contrast, the strength of the inter-

action between the K+ mica and water at 10◦C is closer to 0.5 kT . With increasing

temperature, the strength of the interaction between the surface of the mica and the

adsorbed water weakens. The increase in the strength of interaction between the

surfaces and water with decreasing temperature may play a role in mica’s ability to

catalyze ice formation. While a strong interaction between surface and water may

improve templating, it may also contribute to overtemplating, trapping water which

is interacting strongly with the surface into a configuration which is not favorable for

ice formation.

2.4 Conclusion

The FTIR results collectively indicate that while the strength of interaction between

mica and water is dependent on the cation, the overall hydrogen bonding network

appears to be similar across the different mica surfaces. In the case of the H+, K+

and Ca2+-mica surfaces, changes in the details of the structure of water around the

ions do not result in substantial changes in the overall film thickness as a function of

RH.
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Figure 2.4: Strength of adsorption of water on mica as a function of tem-
perature for the Mg2+ and K+ mica surfaces.
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Chapter 3

Multivalent Surface Cations

Enhance Heterogeneous Freezing

of Water on Muscovite Mica

1

The formation of ice plays a central role in our daily life in areas as disparate as

food preservation [93], the global radiation budget [94], and precipitation [95]. For

example, the initial formation of ice in mixed phase clouds (i.e. both liquid water

droplets and ice crystals are present) is governed by heterogeneous ice nucleation [96]

1Reprinted (adapted) with permission from Lata, Nurun Nahar, Jiarun Zhou, Pearce Hamilton,
Michael Larsen, Sapna Sarupria, and Will Cantrell. “Multivalent Surface Cations Enhance Het-
erogeneous Freezing of Water on Muscovite Mica.” The Journal of Physical Chemistry Letters 11,
no. 20 (2020): 8682-8689. Copyright (2020) American Chemical Society. See Appendix A.2 for
documentation of permission to republish this material.
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and mineral surfaces are one of the dominant sources of atmospheric ice nucleating

particles [97]. Numerous laboratory experiments, simulations, and field studies have

been conducted to explain the effect of these catalysts on ice nucleation [14, 96, 98,

99, 100].

Despite these efforts, we still have no satisfactory understanding of the microscopic

details of ice formation by different surfaces. An open question in this regard is the

role of ions on heterogeneous ice nucleation. While recent studies [101, 102, 103,

104] have shown that cations can affect ice nucleation, no clear picture has emerged.

This has been hindered due to the other surface properties at play – for example,

defects dominate ice nucleation behavior in feldspar making it difficult to delineate

ion-specific effects [105]. In other cases [102], the ice nucleation occurred in a diffuse

ion layer near a surface, where heterogeneous effects are conflated with the freezing

point depression of a solution [106]. We use muscovite mica to avoid such issues, and

focus on cation effects on ice nucleation.

Mica offers the advantage that K+ on the surface can be readily exchanged for other

ions [60, 81] without changing other surface characteristics such as roughness. The

ability to vary one factor (i.e. the ion on the surface) independent of other characteris-

tics of the substrate is unique in ice nucleation research. Further, mica also facilitates

comparison between experiment and simulation since when cleaved the basal plane is

almost atomistically smooth, reducing the influence of defects [107, 108, 109].
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Mica has been established as a rather ineffective ice nucleating agent [30, 110, 111,

112, 113], though in very high concentrations it catalyzes freezing at ≈ -10 ◦C [114].

The near atomic smoothness of the surface has facilitated studies into the mechanism

of freezing via the interaction of water with the substrate, but no definitive conclu-

sions have resulted [115, 116, 117, 118, 119, 120, 121, 122, 123]. In our study, we use a

combination of experiments and molecular dynamics (MD) simulations to investigate

the role of surface cations on heterogeneous freezing of water. We study K+, Ca2+,

Mg2+, Sr2+, and Al3+ – cations that span a range of valency. Our results indicate that

multivalent cations lead to enhanced freezing. Our results also show that the size of

the ion affects freezing; in this paper we focus on the intertwined effects of valency

and the fraction of the surface not covered by ions. Our simulations indicate that ice

nucleation near the multivalent ions could be facilitated by the clusters of hydrogen

bonded water molecules formed at these surfaces, and anchored (and thus facilitated)

by the water molecules in the hydration shell of the cations. These clusters have

larger fractions of free water that can adopt ice-like configurations. Such ice-like con-

figurations are promoted by the regions of mica devoid of the cations. These clusters

could thus serve as seedbeds for ice nuclei. (We are unable to observe nucleation

events on the surface in the simulations because the time scale for nucleation on mica

is very long.)

Figure 3.1 shows the heterogeneous freezing rate coefficients, Jhet, of water on K+,

Mg2+, Ca2+, Sr2+, and Al3+-mica surfaces. The data shown here is for mica from
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Figure 3.1: Heterogeneous freezing rate coefficients on different ion exposed
Ashville micas. Note that the time base is minutes. Jhet increases with the
valency of the exposed ion.

Asheville Mica Co. (A comparison among micas from different suppliers, details of

the experimental procedure, and method of calculating Jhet are in the Supporting

information B.1). Clearly, the ion exchange reaction affects ice nucleation on the

surface. The freezing curves are shifted to higher temperatures and higher nucleation

rate coefficients for the divalent ion exposed surfaces; that trend is amplified further

for the trivalent ion exposed surface that we tested. The data for the divalent ions

suggest that the size of the ion may be playing a role. We focus on the effect of the

ions’ charge in this manuscript.

Jhet is the nucleation rate normalized by the contact area between the droplet and

the substrate. We find that water spreads differently on untreated vs. ion exchanged

micas. Freshly cleaved mica is a hydrophilic surface. Water deposited onto the
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basal plane spreads such that its contact angle is approximately 2◦ [107, 124]. This

behavior changes dramatically upon ion exchange. We quantify this change through

measurement of the surface area of a 1 µL droplet deposited onto the mica surface.

Results for the micas we tested are shown in Table 3.1. (See B.1 for details.)

On the monovalent ion exposed surface (i.e. the K+-mica), water spreads more than

on the divalent and trivalent ion exposed surfaces. The wetting decreases in the order

K+ > Sr2+ > Ca2+ > Mg2+ > Al3+. This trend is consistent with observations by

Bera et al.[125], who observed a change in the contact angle of droplets of aqueous

chloride solutions on mica immersed in alkane. CaCl2, MgCl2 and BaCl2 solutions

had the highest contact angles. Solutions with monovalent cations all had smaller

contact angles.

Table 3.1
Surface area of a 1 µL droplet on different ion exposed mica surfaces

Exposed ion Surface area Size of ion Charge density

of droplet (cm2) (Å) [126] of ion (eÅ−3)

K+ 0.31±0.01 1.38 0.091

Sr2+ 0.143± 0.004 1.18 0.291

Ca2+ 0.131±0.005 1.00 0.477

Mg2+ 0.081±0.004 0.72 1.279

Al3+ 0.068±0.003 0.535 4.677

Jhet and the surface area of the water droplet on different ion exposed mica surfaces

can be correlated with the size and charge density of the cations, shown in Table

3.1. Larger cations are associated with a greater surface area of the droplet (i.e. the
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droplet spreads more) and in a shift of Jhet to lower temperature. This is also reflected

in the correlation with the charge density of the ion. Though we do not have a

firm explanation for this behavior, we note that ions with a high charge density are

associated with more tightly bound water molecules. Strong adsorption of ions to the

mica surface and alteration of the hydration structure of water at the interface is one

explanation for the change in the wetting behavior [125].

Why does the ion substitution result in such a dramatic shift in the heterogeneous

freezing rate coefficient? Surface roughness, or the presence of defects, can be the

dominant factor in heterogeneous nucleation of crystals [127, 128]. Previous work has

shown that mica is remarkably smooth [108] and that ion substitution on the surface

of mica does not result in an appreciable change in surface roughness [81], but to

investigate this possibility more quantitatively, we characterized surface roughness of

K+ and treated micas using atomic force microscopy (AFM).

Our AFM images for K+- and Mg2+-mica are shown in Figure 3.2. The difference

between the highest “peak” to the lowest “valley” in these samples is less than 0.3%

of the horizontal extent of the sample. The image makes it clear that the surface

treatment did not meaningfully change the surface morphology. The only surface fea-

tures that are present seem to occur on scales of at least several µm, and comparison

between multiple samples shows that the K+ images are not consistently rougher or

smoother on these scales than the images associated with the Mg2+ treated surfaces.
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Figure 3.2: False-color AFM images of 10 µm × 10 µm regions of the
surface of an untreated, cleaved muscovite mica surface (left panel) and a
sample of the Mg2+-mica (right panel). The black square encompasses a 1
µm × 1 µm region.

Thus, dependence of freezing rates of cations cannot be explained from surface rough-

ness differences. More quantitative measures of surface roughness (or lack thereof)

are described in B.1 and given in Table 3.2.

Table 3.2
RMS roughness measurements for Asheville K+- and Mg2+-mica samples.

Other measures of surface smoothness and the lack of change upon
treatment are given in the B.1

Sample Full Domain (1.25 µm)2 Sub-domains Box-Filtered Sub-domains
(nm) (nm) (nm)

K+-mica 2.58 1.24 ± 0.35 0.68 ± 0.05
Mg2+-mica 1.86 0.99 ± 0.16 0.66 ± 0.03

Having eliminated differences in surface roughness as a cause for the change in Jhet,

we are left with the ions exposed on the surface as the most natural explanation.

Ions at or near the surface have been proposed as important aspects of heterogeneous

nucleation of ice. In a study of ice nucleation activity of a wide variety of substances,
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Shen et al. [114] found that fluorine phlogopite (a fluorine substituted mica) catalyzed

freezing at temperatures as high as -1 ◦C, higher than any of the other substances that

they tested, including silver iodide. (Ground muscovite had a characteristic freezing

temperature of -5.1 ◦C in those tests.) They hypothesized that the fluorine ions

stabilized water cages on the surface of the mineral, leading to a higher characteristic

freezing temperature. This has also been indicated in studies of water on mica surfaces

where it has been hypothesized that ice-like water structure is supported on mica.

This has mostly been studied when few water layers are adsorbed on the mica surface

[77, 120, 129].

The influence of ions on water structure has also been proposed as a mechanism to

explain the difference in freezing efficacy between K-feldspar and Na/Ca-feldspars

[103]. In that case, the higher ice nucleation activity for K-feldspar is explained in

terms of the mobility of water molecules in the vicinity of the ion. Zolles et al. argue

that because potassium is larger, with a smaller charge density, it does not restrict

and/or disrupt the structure of water as much as sodium or calcium, two other ions

that can be present in feldspar; since water is tightly bound to the high charge density

ions, it cannot reorient to adopt an ice-like structure, whereas water close to K+ ions is

not as tightly bound and can reorient to adopt an ice-like structure during nucleation.

Similar arguments were employed in an attempt to explain the cation effects on ice

nucleation observed on polyelectrolyte surfaces [101, 102].
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To explore these ideas more completely, we used MD simulations to probe the wa-

ter structure and dynamics near the mica surfaces with different cations. We per-

formed simulations of water on K+-mica and Ca2+-mica at 243.5 K (see B.1 for

methodological details). Recent simulation studies of heterogeneous ice nucleation

[130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140] have highlighted various factors

such as lattice match, water orientation, and water-surface interaction energy to play

an important role in catalyzing ice nucleation near surfaces. These studies have also

demonstrated that interfacial water structure and dynamics can provide insights into

the observed experimental behavior of heterogeneous ice nucleation. For example,

our previous studies indicate that orientations of interfacial water molecules in the

metastable liquid phase can provide a measure of ice nucleating propensity of a sur-

face [138, 139]. To this end, we calculated the distribution of water dipole orientations

in the first few hydration layers. We did not observe any consistent trend, in contrast

to those observed near kaolinite and AgI surfaces. This can arise either because of

the heterogeneity of the surface coming from the cations or because the mica surfaces

do not promote ice nucleation through facilitating ice favorable water orientations.

Nucleation on these surfaces is slow precluding the possibility of observing ice for-

mation in the simulations. For example, the nucleation on kaolinite is ∼1000 times

faster than on mica [141, 142]. At extreme supercooling, ice nucleation on kaolin-

ite is observed in several hundred nanoseconds in straightforward MD simulations

[136, 139, 143]. This implies we would require several hundred microsecond long
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Figure 3.3: Panel (a): Probability of observing clusters greater than a
given size on the surface of Ca2+-mica and K+-mica. The data corresponds
to cutoff of 80% and observation window of 2 ns for determining hydrogen
bonded water molecules. See B.1 for more details. Panel (b): Fraction of free
water (ffreewater) within 0.8 nm of the surface as a function of time. Panel
(c): Fraction of free water in the largest cluster identified on Ca2+-mica and
K+-mica surfaces as a function of time. The solid lines indicate the running
averages for the three runs performed for each surface. The points represent
data from one of the runs. The appearance of line at 0 is just the points at
ffreewater=0, and not a running average.

simulations to observe one nucleation event on mica. Due to limited statistics of

ice-like clusters, we instead focus on clusters of hydrogen bonded water molecules on

the various surfaces. We hypothesize that formation of such clusters could facilitate

the birth of ice nuclei. To eliminate the effect of thermal fluctuations on our cluster

determination, we evaluate the clusters based on hydrogen bonds that exist for more

than 80% of the times within a 2 ns observation window of the simulation. Note that

in this criterion the hydrogen bonds can break and re-form but need to exist for at

least 80% of the observation window (similar to the history-independent hydrogen

bonds described in Ref.[144]). Thus, we eliminate the bonds that might break or

form for short periods of time through thermal fluctuations [144]. Geometric criteria
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of O-O distance less than 0.35 nm and the Odonor-Hdonor-Oacceptor bond angle greater

than 110◦ [145] were used to identify hydrogen bonds between water molecules. Only

the interfacial water molecules (within 0.8 nm of the surface) were considered for this

analysis. Clusters were identified using Cytoscope network analysis software [146]

after the hydrogen bonded water molecules were identified. Results presented here

are averaged over ten 2 ns observation windows from 200 ns long MD simulations.

We tested the effect of the length of observation windows (0.5, 1, 2, and 5 ns) and the

cutoff values for hydrogen bond existence (70%, 80% and 90%) on the distribution

of the cluster sizes. These parameters change the probability of observing various

cluster sizes but the relative trend between the different cations remains the same.

Thus, the discussion provided here does not change with these parameters. Further

details of the calculations and parameter sensitivity analysis are provided in the B.1.

The distributions of the cluster sizes are shown in Figure 3.3. Interestingly we find

that larger clusters are more likely to form in case of K+-mica compared to Ca2+-mica.

For instance, the probability of observing cluster sizes >45 water molecules is ∼0.002

for Ca2+-mica while it is ∼0.036 in case of K+-mica. This indicates that hydrogen

bonded clusters alone are insufficient to explain the experimental observations. It

has been argued that ions hinder ice nucleation because the tightly bound water

molecules in their hydration shells cannot orient to give ice-like configurations [103].

Thus, we calculated the fraction of free water in the interfacial region, as well as in

the clusters of hydrogen bonded water molecules, where free water is defined as those
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water molecules that do not belong to the first or second hydration layer of the ions.

The bounds of the first and second hydration layers were determined from the ion-

water radial distribution functions obtained from simulations of single ions in water

(see B.1). The amount of free water in the interfacial region (Figure 3.3(b)) is higher

in case of Ca2+-mica than K+-mica. Furthermore, the fraction of free water in the

hydrogen bonded clusters is also consistently higher for Ca2+-mica (Figure 3.3(c)).

To evaluate this trend across valency, we performed simulations of hypothetical ions

– K2+, K3+, Ca+ and Ca3+. The choice was guided by two reasons – Firstly, no

well-calibrated force field parameters are available for Al3+ on mica. Thus, we did

not perform simulations of Al3+-mica. Secondly, simulations of the hypothetical ions

provide insights into the effect of charge on water structure (and cluster formation)

while the size of the ions is unchanged. Results for Cai+, i = 1, 2, 3 are shown in Fig.

3.4(a) (see SI for results for Ki+, i = 1, 2, 3 mica, Fig. B.10). We observe that the

probability of observing large clusters of hydrogen bonded water molecules increases

with the charge. In addition, the fraction of free water in the interfacial region as well

as fraction of free water in the hydrogen bonded clusters increases with the valency

of the cation. In fact, the fraction of free water is <0.2 in case of Ca+ but increases

to >0.6 for Ca3+. Snapshots illustrate that the hydration shell water molecules act

as anchors for the formation of large clusters. Based on our observations, we surmise

that the slow dynamics of the water molecules in the hydration shell of the higher

valency ions [147, 148] contributes to the longer lasting hydrogen bonds and facilitates
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the formation of larger networks of water molecules. The higher valency also results in

larger fraction of free water which will have faster reorientation times than hydration

shell water molecules, enabling them to adopt ice-like conformations. Thus, these

clusters could serve as seedbeds for ice nuclei. The trends observed suggest that Al3+-

mica would have clusters of hydrogen bonded water molecules with greater fraction of

free water. Based on our hypothesis, this would result in a higher ice nucleation rate

near Al3+-mica relative to Ca2+- and K+-mica, as observed in the experiments. We

note that K+-mica does not follow this trend, indicating that other factors beyond

valency might be at play. This will be probed in future work.

We further analyzed whether ice-like structures were observed in the clusters de-

scribed above. We used tetrahedrality-based criterion [149, 150] to identify ice-like

clusters (see SI (B.1) for further discussion). We found clusters of ice-like water

molecules originating from the hydrogen bonded clusters providing further support

to our hypothesis. Stricter criteria for identifying ice-like molecules, like that used in

a recently developed PointNet based method [151], also found ice-like particles in the

hydrogen bonded clusters (see Figure B.12). Lastly, we performed microsecond long

simulations of 3×3 nm2 surface for Ca2+- and Ca3+-mica. Larger clusters of ice-like

particles consistently form on Ca3+-mica relative to Ca2+-mica (see Figure B.11).

What promotes the larger clusters of hydrogen bonded water molecules on surfaces

with higher valency cations? It can be surmised that the regions on the mica surface
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without ions promotes these clusters. To investigate this we created surfaces where the

ions were shifted to limited section of the surface (see Figure B.13), thereby creating

a large region of mica surface devoid of cations. We performed simulations of water at

243.5 K on these surfaces. We observed that large clusters of hydrogen bonded water

molecules, and large clusters of ice-like particles formed on these surfaces. The clusters

were primarily located in the region devoid of ions on the mica surface (Figures B.14

and B.15). This suggests that the regions of mica surface without ions could promote

the clusters and ice-like configurations.

Based on the simulation results presented here we propose the following mechanism

through which ions can enhance heterogeneous ice nucleation – the water molecules in

the hydration shell of the ions provide anchoring for the formation of large clusters of

hydrogen bonded water molecules in the interfacial region. With increasing valency,

the fraction of free water (i.e. not belonging to the first or second hydration shell of

the ions) increases in these clusters. This allows them to adopt ice-like conformations

which are facilitated by the regions on mica surface devoid of ions, and could enhance

the likelihood of the appearance of ice nuclei. Indeed, previous studies indicate that

nucleation can proceed through large clusters with low crystallinity as well as small

clusters with high crystallinity [152, 153, 154, 155]. The former scenario appears

to be enhanced on the mica surface. Investigations combining the MD simulations

presented here with enhanced sampling techniques like forward flux sampling [156,

157, 158, 159], and transition interface sampling [160, 161] are currently underway to
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further explore this hypothesis. While our focus is primarily on the effect of valency

on ice nucleation on mica, some additional observations are noteworthy. Within the

divalent ions we observe that Mg2+-mica has lower Jhet than Ca2+- and Sr2+-mica.

In simulations, K+-mica has larger clusters of hydrogen bonded water molecules than

K2+- and K3+-mica. These observations suggest that other factors such as ion size

can also affect ice nucleation.

In summary, by taking advantage of ion exchange on a near defect-free mica surface,

we study the effect of cations on heterogeneous ice nucleation. Our experiments show

that mica surfaces with a multivalent cation exposed on the surface are better ice

nucleators, in the order Al3+ > Ca2+ ' Sr2+ > Mg2+ > K+. The data show that the

size of the exposed ion affects the nucleation rate; here we have focused on the linked

effects of valency and fraction of the silica surface exposed to water. Simulations

show that the multivalent ions on the surface are associated with clusters of hydrogen

bonded water molecules anchored by the ions, and with higher fraction of free water.

To our knowledge, this is the first study to show such a clear correlation in both

experiment and simulation for a naturally occurring substrate. These are also the first

experiments to show unambiguously that multivalent cations on a surface promote

ice nucleation; our simulations of this motivate a new mechanism for ice nucleation

wherein the hydration shells of the ions anchor large hydrogen bonded water clusters

with high fraction of free water which can adopt ice-like configurations promoted

by the underlying regions of mica surface devoid of ions. These clusters could be
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precursors to the critical ice embryo. The studies have implications in understanding

the role of ions in heterogeneous ice nucleation relevant to atmospheric chemistry as

well as for design of anti-icing surfaces.
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Figure 3.4: Panel (a): Probability of observing clusters greater than a given
size on the surface of Ca-mica with various charges. The data presented
here uses the cutoff of 80% and observation window of 2 ns for determining
hydrogen bonded water molecules. Panel (b): Fraction of free water within
0.8 nm of the mica surface. Panel (c): Fraction of free water in the largest
cluster of hydrogen bonded water molecules. The solid lines indicate the
running average. Panel (d): Snapshot of a largest cluster identified on Ca+-
surface. Panel (e): Snapshot of a largest cluster identified on Ca3+-surface.
Panel (f): The same cluster as panel (e) with the ice-like water molecules
marked using yellow spheres. Color code: gray: mica surfaces, slate blue:
Ca+ ions, sienna: Ca3+ ions. Water molecules are shown as spheres, red: in
ion first hydration shell, blue: in second hydration shell, cyan: free water,
and yellow: ice-like water.
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Chapter 4

Aerosol Composition, Mixing State

and Phase State of Free

Tropospheric Particles and Their

Role in Ice Cloud Formation

1

1Reprinted (adapted) with permission from Lata, Nurun Nahar, Bo Zhang, Simeon Schum, Lynn
Mazzoleni, Rhenton Brimberry, Matthew A. Marcus, Will H. Cantrell, Paulo Fialho, Claudio Maz-
zoleni, and Swarup China. ”Aerosol Composition, Mixing State, and Phase State of Free Tropo-
spheric Particles and Their Role in Ice Cloud Formation.” ACS Earth and Space Chemistry (2021).
Copyright (2021) American Chemical Society. See Appendix A.3 for documentation of permission
to republish this material.
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4.1 INTRODUCTION

Atmospheric ice nucleation (IN) plays a crucial role in regulating cloud properties

such as lifetime, radiative forcing, and electrification, affecting the hydrological cycle,

precipitation, and the climate system [98]. Only a small fraction (e.g., one out of

105 to 106 particles) of atmospheric aerosol particles can serve as ice nucleating par-

ticles (INPs) [14, 15, 16, 17]. However, diverse physicochemical characteristics of the

INPs and complex atmospheric interactions make it challenging to accurately model

heterogeneous IN processes [12, 162, 163].

Recent studies suggest that free tropospheric particles can affect the properties of

high-altitude clouds in the Northern Hemisphere by acting as INPs [164, 165, 166].

Previous high-altitude studies highlighted the heterogeneity of the composition of

INPs in the upper troposphere [167, 168, 169]. For example, a study from tropical

cumulus clouds over the Atlantic Ocean found that dust particles transported from the

Sahara desert acted as INPs [170]. Observations from low-level mixed-phase clouds

at the Jungfraujoch observatory (3580 m a.s.l.) in Switzerland showed a considerable

fraction (∼ 27%) of soot and biomass burning particles in ice residuals [165]. In

contrast, another study found biomass burning soot to be a minor fraction of INPs

[167, 168, 169, 170, 171]. The INPs heterogeneity appeared to be evident also from a

previous analysis of samples collected at the Observatory of Mountain Pico (OMP)

at 2225 m a.s.l. in the North Atlantic Ocean, with INPs mostly being constituted by
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a mixture of dust, aged sea salt, and soot coated with organic material [164].

Atmospheric particles are complex mixtures of chemical compounds [172, 173]. The

physicochemical properties of mixed aerosol particles are evolve during transport due

to the aging process [174, 175], chemical modifications [176, 177], and coagulation

[178] imparting additional complexity to the atmospheric aerosol [179, 180]. The

internal mixing state represents the distribution of different chemical elements in

single particles across a population. It may play a vital role in determining the IN

activity of atmospheric particles [34, 181, 182], where the IN activity is defined as

the potential of a particle to nucleate ice. Limited studies addressed the effect of

internal mixing state on IN, especially for free-tropospheric aged particles that are

transported over long distances [183, 184]. Therefore, a comprehensive analysis of

individual particles is crucial to understand the effect of the mixing state on the

properties of INPs in the atmosphere. A recent study highlighted that frequent new

particle formation and subsequent growth of these particles can take place in the

remote marine boundary layer (MBL) following the passage of cold fronts [185]. These

particles further can participate in warm and cold cloud formation.

Laboratory and field investigations have shown that the IN activity is affected (often

reduced) by different coatings on preexisting particles, for example, organic, sulfate,

or nitrate coating [33]. In particular, organic matter is a common type of aerosol

found in the atmosphere [186], but its effect on IN is poorly understood because its
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abundance in INPs has been confirmed only using advanced analytical techniques

[186, 187, 188, 189]. The reduction of INP activity is believed to be caused by

reducing the availability of IN active sites or changing the water activity of the core

particle [189, 190, 191]. Conversely, some coating materials are found to enhance IN

activity [192, 193]. For example, several studies reported the significant potential of

organic aerosol to act as INPs, although not as efficiently as mineral dust particles

[190, 192, 194, 195, 196]. The ubiquity of organic matter in a photochemically active

environment affects the IN properties of aerosol by influencing their phase state (liquid

to solid) and morphology [29, 194, 197, 198]. The phase of organic aerosol affects

the IN activity and the pathway to form ice. It is widely accepted that INPs contain

insoluble and/or solid substrates that aid in the formation of ice crystals [199]. Several

studies demonstrated that some organic aerosols could exist as amorphous glasses or

semi-solids at colder temperatures because the diffusion rate of water is much slower

at colder temperature [200, 201, 202]. These aerosols can be more ice active at colder

temperatures by providing solid surfaces that facilitate ice formation via deposition

IN (DIN) [203, 204]. Phase transition for complex organic matter/inorganic (INO)

mixture particles is not well understood and further complicates understanding their

role on IN activities [189]. Therefore, it is necessary to further investigate the IN

potential of aged ambient organic aerosols.

In this study, we elucidate the physicochemical properties of free-tropospheric parti-

cles that are transported over long distances to the high elevation of the OMP and
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their effects on the IN activity. We investigated particles collected in three events

with different transport patterns during the summer of 2014. We probed size-resolved

chemical composition, phase state, and mixing state of free tropospheric aerosol and

INP populations (over 23,000 particles) and investigated the IN ability of collected

particles in simulated mixed-phase and cirrus cloud conditions. Though a previous

OMP study the IN activity and provided some hints of particle population, [164], the

detailed size-resolved composition and phase state of individual particles are missing,

which warrants further investigation of the physicochemical properties of the OMP

particles and their effect on ice cloud formation. Furthermore, this study utilizes an

IN environmental scanning electron microscope, which enables us to directly observe

IN on individually internally mixed particles at mixed and cirrus cloud conditions.

4.2 MATERIALS AND METHODS

4.2.1 Sampling Site and Measurements

Aerosol particles were collected during June-July 2014 at the OMP, situated in the

summit caldera of Pico Mountain at 2225 m above mean sea level on Pico Island in

the Azores archipelago in the North Atlantic. The OMP is typically above the MBL;

therefore, samples collected at the site often contain particles transported over long

distances in the free troposphere. Table B.2 shows the sampling time and conditions.

Samples from three events were selected named SA1, SA2, and SA3. The samples

were selected based on the particle loading on the substrates and the back trajectory
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analysis to identify specific events. Particles were collected on silicon nitride coated

disks and carbon B-type TEM grids (TedPella, Inc), on the third stage of a four-stage

cascade impactor (MPS-4G1) with a 50% collection efficiency between the size ranges

of 0.50 and 0.15 µm. The particle samples were stored at room temperature in the

sample storage box. The storage box was wrapped with aluminum foil and parafilm

to avoid the interaction of the samples with light and moisture. Bulk samples were

collected on quartz filters using high volume samplers (Ecotech HiVol 3000) equipped

with a PM2.5 cascade impactor [174] for quantification of organic carbon (OC) using

an EC-OC analyzer (Sunset Laboratory Inc., Model 4), and for quantification of

common cations and anions using an integrated ion chromatography system (Thermo

Scientific ICS-1100/ICS-2100). A two-channel optical particle counter (50% cutoff

diameters > 0.3 µm and > 0.4 µm) was deployed to monitor the number concentration

of particles.

To understand the origin and transport pattern of the air masses arriving at Pico

Mountain, we performed backward mode simulations of the Lagrangian Flexible Par-

ticle (FLEXPART) dispersion model [205, 206, 207]. The details of the FLEXPART

simulations are reported in the Supporting Information B.2. The matrices of resi-

dence time were integrated over time and altitude to indicate the transport pattern

(e.g., Figure 4.1 ). We estimated the CO contributions from anthropogenic and wild-

fire sources and air mass origins and ages [208]. The air mass ages were calculated

from the average time of CO transported in FLEXPART. Details of the FLEXPART
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products and applications can be found in previous work [208, 209].

4.2.2 Chemical Imaging and Single Particle Analysis

The chemical composition, morphology, size, and mixing state of the particles were

probed using a computer-controlled scanning electron microscope system (CCSEM)

coupled with an energy-dispersive X-ray (EDX) spectrometer [210]. We note that

the SEM-derived 2D projected geometric diameter may differ from the aerodynamic

diameter of the impactor. In this study, C, N, O, Na, Mg, Al, Si, P, S, Cl, K,

Ca, Mn, Fe, and Zn were considered in the X-ray analysis. Particles were then

classified into eight different classes such as “Na-rich”, “Na-rich/sulfate”, “sulfate”,

“carbonaceous”, “uncoated dust”, “carbonaceous coated dust”, “sulfate coated dust”,

and “other” based on the atomic percentages using the particle classification scheme

shown in Figure B.16. The aspect ratio of the particles from the tilted view of SEM

images and the surface area of the particles was measured using ImageJ software.

We note that tilted view imaging was performed under low-pressure condition (∼

2 × 10−6 Torr), which can result in loss of volatile and semivolatile materials. In

addition, temperature and dry condition inside the ESEM chamber may affect the

particle’s phase. These caveats need to consider while interpreting the results.

We characterized the carbon feature of the particles using scanning transmission

X-ray microscopy coupled with near edge X-ray absorption and fine structure spec-

troscopy (STXM/NEXAFS) (beamline 5.3.2.2) located in the Advanced Light Source
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at Lawrence Berkeley National Laboratory collected at 111 energies around the car-

bon K-edge. STXM/NEXAFS was conducted on a subset of particles analyzed on

CCSEM/EDX. STXM/NEXAFS provides information about different types of inter-

nally mixed particles like OC where the organic mass is homogeneously distributed

throughout the entire particle, EC mixed with OC (EC+OC) where particles possess

soot-like properties (higher C=C, sp2 hybridized bonds) along with organic function-

alities, OC infused with inorganics (INO+OC), and particles containing mixtures of

OC, EC, and INO inclusion (OC+EC+INO) [196, 211]. The organic nature of a par-

ticle containing OC+INO, OC+INO+EC, and EC+OC components can be revealed

from organic volume fraction (OVF) maps [212, 213].

4.2.3 Ice Nucleation Experiments and INP Identification

The IN experiments were performed using a custom-made temperature and humidity-

controlled cryo-stage that is accommodated within an environmental scanning elec-

tron microscope (IN-ESEM). The environmental scanning electron microscopy (IN-

ESEM) platform is described in detail elsewhere [214]. IN experiments were performed

under isobaric (constant dew point temperature, Td) as well as isothermal conditions,

meaning constant particle/substrate temperature (Tp). The pressure in ESEM during

experiments ranges between 10 and 600 Pa. This study used a cooling rate of 0.1-0.2

K min−1, comparable to rates reported for cirrus clouds at mid and low-latitudes

[215]. The ESEM images were recorded every 3 seconds. Isothermal conditions (con-

stant Tp while increasing water vapor partial pressure) were used during experiments
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at higher magnification, focusing on one region to detect single particle freezing events

by looking at the growth and shape of the forming crystal. During isothermal ex-

periments, water vapor partial pressure was increased from 10 Pa at a rate of 15 Pa

min−1 [214]. The identification of INPs after ice crystal formation was performed

by warming the sample at a rate of 1 K min−1. The images were recorded until the

ice crystals were completely sublimated and only the residual INPs remained. The

identified INPs were then characterized utilizing SEM/EDX.

4.3 RESULTS AND DISCUSSION

4.3.1 Airmass back trajectories and origin

Representative FLEXPART trajectories show column integrated horizontal residence

time distributions from the surface to 15,000 m a.s.l.,(Figure 4.1, left panel). The

right panel shows vertical distributions of the FLEXPART simulated residence times

at given upwind times. The air masses for SA1 (Figure 4.1(a-b)) were mostly from

Eastern U.S. and reached OMP approximately after 14 days. The transport of SA2

was impacted by air masses from Africa that circulated over the North Atlantic Ocean

(Figure B.17). During the upwind days, the air masses traveled at different altitudes

before reaching OMP. The SA3 air masses were mostly originated from North America

and recirculated over the North Atlantic. Air masses during sampling of SA1 and SA3

traveled at higher altitudes compared to air masses during SA2. Plume ages (Table

B.2) were similar (∼ 16 days) for three events. The MBL height during each of
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Figure 4.1: FLEXPART simulated air parcel residence time for July 4, 2014
[SA1, (a,b)]; July 10, 2014 [SA2, (c,d)]; and July 12, 2014 [SA3, (e,f)]. (a,c,e)
Residence time integrated over the vertical column for 20 days of transport
time. Residence time is color-coded by logarithmic grades representing its
ratio to the location of maximal integrated residence time (100 %) (a,c,e).
The white labels indicate the approximate locations of the center of the
plumes on given transport days. (b,d,f) Vertical distribution of the residence
time at given upwind times. The black lines in (b,d,f) show the mean height
of the plume during transport.
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the sampling period was estimated from FLEXPART/Global Forecast System (GFS)

data. MBL height of 577, 911, and 863 m was observed for sample SA1, SA2, and

SA3, respectively.

4.3.2 Micro-spectroscopic Analysis of Individual Particles

The size-resolved chemical composition using CCSEM/EDX (Figure 4.2(a) and

4.2(c)) shows SA1 and SA3 were dominated by carbonaceous particles with a size

ranging from 0.1 to 0.5 µm, whereas SA2 (Figure 4.2(b)) was dominated by larger

carbonaceous particles ranging from 0.1 to 1 µm. The larger size bin (>0.5 µm) of

SA1 and SA3 was dominated by sulfate, coated dust, uncoated dust, and sulfate,

respectively, whereas for SA2, Na-rich particles were dominant. Figure 4.2(d) shows

the normalized contribution of the particle classes for each sample where the variety

of chemical composition becomes clear and shows a high number fraction of carbona-

ceous aerosol, specifically 68%, 57%, and 67% for SA1, SA2, and SA3, respectively.

Other than carbonaceous aerosol, SA1 and SA3 contain a higher percent of sulfate

(∼14 and 23%, respectively), suggesting potential cloud processing of aerosol during

transport [216]. The back trajectory analysis also shows the air masses for these

samples traveled at higher altitudes during upwind days before reaching the OMP

(Figure 4.1(b) & 4.1(d)). The dust particles (∼11%) in SA1 may have been trans-

ported from dust storms in Africa, as suggested by FLEXPART (Figure 4.1(b)). The

higher percent of Na-rich particles (∼23%) in SA2 may have been due to entrainment

from the marine boundary layer during transport. Both the bulk chemical analysis
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from ion chromatography (Figure B.18) and the size-resolved chemical composition

obtained from CCSEM/EDX indicate that SA1 and SA3 are richer in carbonaceous

and sulfate material.

Figure 4.2(e) illustrates the mixing state obtained from STXM/NEXAFS. SA1 con-

tained the highest number fraction of OC+INO followed by SA2 and SA3, respec-

tively. Contrarily, we observed the highest number fraction of OC+EC+INO and

OC+EC in SA3 followed by SA2 and SA1, respectively. The presence of relatively

higher OC+EC-containing particles in SA3 suggests that SA3 was more affected by

biomass burning than the other two samples. Similarly, FLEXPART CO source ap-

portionment suggests this sample was influenced by fires (Figure B.19). All the OC

particles present in SA1 were internally mixed with INO and EC, whereas SA2 and

SA3 contained major fractions of OC particles internally mixed with INO and EC

and a small fraction of OC (0.5-1.3%) as single species. We also observed a size-

dependent mixing state class of the particles from STXM/NEXAFS (Figure B.20).

OC + INO dominate at almost all the size bins (0.15 − 0.5 µm) in the case of SA1.

In contrast, OC + EC + INO particles dominate at almost all size ranges. In addi-

tion, we calculated the mixing state index (χ), average particle diversity (Dα), and

bulk particle diversity (Dγ) from the CCSEM/EDX data [217]. The detail of mixing

state calculation is reported in Supporting Information B.2. Dα measures the aver-

age species diversity within a single particle, Dγ measures the overall diversity in the

bulk population, χ measures the degree to which the particle population is externally
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mixed (χ= 0% versus internally mixed (χ= 100%) [218]. At least 10000 particles are

Figure 4.2: Panels (a-c) show size-resolved particle classes obtained from
CCSEM/EDX; (d) shows the number fraction of particle classes. N.P. stands
for the number of particles analyzed; (e) shows the particle classes obtained
from the STXM/NEXAFS where the particles are classified by different com-
binations of organic carbon (OC) and other internally mixed components
such as inorganic (INO) and elemental carbon (EC).
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necessary to determine χ within 10% confidence interval [219]. Here, ∼4000-11000

particles (for different samples) were used to calculate χ. Figure B.21 shows Dγ as

a function of Dα with lines indicating different χ values; χ lies between 60 to 65%

suggesting that a significant fraction of the particles were internally mixed during all

three events.

Figure 4.3(a-c) shows spatially resolved STXM/NEXAFS spectra of representative

internally mixed particles. Carbon speciation maps (C-maps) are shown on the right

of each spectrum; green, red, and cyan indicate organic-rich, elemental carbon-rich,

and inorganic-rich areas, respectively. We selected representative types of particles

based on the organic volume fraction (OVF). From the C-maps, we observed het-

erogeneous distributions of organic and inorganic components. Different functional

groups absorb at specific energies with overlaps between different carbon transition

energies; we performed spectral deconvolution Figure B.22 to determine the relative

contribution from each of the observed functional groups [210, 220]. Details regard-

ing the functional group estimates are discussed in the B.2 and fit parameters are

reported in Table B.3. Figure 4.3(d-f) shows the relative contribution obtained from

each of the spectra. We observed variations of relative contributions of each carbon

functionalities. Particles contain a substantial percentage of C=C (285.1 eV), C=O

(286.6 eV), COOH (288.6 eV), C-OH (289.5 eV), and C-H (287.7 eV) functional-

ity. The majority of the particles observed in SA1 contain a higher percent of C=C,

C-H, COOH functionality, whereas SA2 and SA3 contain a higher percent of C-H,
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COOH, and C-OH functionality. The contribution of different C-functionalities af-

fects the particle viscosity, following a decreasing trend from carboxylic acid (COOH)

∼ hydroxyl (OH) > nitrate ( ONO2) > carbonyl (CO) > methylene (CH2) [221].

Figure 4.3: (a-c) C-K edge STXM/NEXAFS spectra obtained from four
representative types of particles for each sample. The carbon map to the
right of each spectrum shows the STXM/NEXAFS composition illustrating
the internal particle heterogeneity. The areas dominated by organic car-
bon constituents are green, soot constituents are red, and inorganic regions
are cyan. Each of the scale bars represents 1µm. (d-f) Relative contribu-
tion obtained from each of the C-functionalities observed for the respective
spectra.
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Figure 4.4: Histograms (a-c) show the distribution of organic volume frac-
tion observed in samples SA1, SA2 and, SA3. The darker shade represents
the particles with a higher organic volume fraction and the lighter shade
shows the particle with a lower organic volume fraction. Figure (d) shows
the normalized contribution of the organic volume fraction obtained for each
sample. Here, the numbers indicate the identity of particle’s spectra, C-map,
and relative contribution in each sample.

Figure 4.4 shows the size-resolved OVF of the particles containing each of the samples.
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The size-resolved OVF plots (Figure 4.4(a-c)) indicate that the smaller size particles

(< 1 µm) are organic rich. Estimated OVF demonstrated that a significant fraction

of particles (> 40%) was associated with organics (20-100%). Particles with OVF

< 20% dominated SA1 indicating a larger amount of inorganic (INO) species, likely

due to the presence of thin organic coating, with respect to SA2 and SA3 that were

dominated by organic-rich particles. The detail of OVF calculation is reported in the

Supporting Information B.2. The population mixing state analysis further supports

this trend (Figure 4.2(e)). Representative OVF maps are shown in Figure B.23.

The distribution of organic matter affects the phase state of atmospheric aerosol

[189, 221]. We evaluated the particle phase state from tilted SEM images (75◦) and

STXM/NEXAFS [222, 223]. Figure 4.5(a-c) shows the direct observation of phase

state from tilted SEM images where the phase state was obtained from particles’

aspect ratio (particle width/height). The viscosity boundary shown is defined from

a previous study [224]. High viscosity particles (solid/semi-solid-like) maintain a

low aspect ratio (1-1.85) [224] upon impaction on the substrate (Figure 4.5(a)). Low

viscosity particles (liquid-like) become more oblate upon impaction, exhibiting higher

aspect ratios (>1.85) [224] (Figure 4.5(b-c)). Particles in SA1 have a lower aspect

ratio (more viscous). From the STXM/NEXAFS, the height of the particles was

inferred from the total carbon absorption (TCA) [225] (Figure 4.5(d-f)). The TCA

measures the distance that the X-ray photons travel through the particle and provides

an estimation of particle thickness. A higher TCA value indicates a solid-like phase,
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whereas a lower TCA indicates a liquid-like phase. As shown in Figure 4.5(d-f), solid,

semi-solid, and liquid regions were defined from previously reported measurements of

lab-generated and field organic particles [212, 223, 226]. A larger fraction of OC+INO

particles from SA1 (∼ 18%) had higher TCA values (more solid) compared to SA2

(∼ 7%) and SA3 (∼ 9%) (Table B.5). Most of the particles from SA3 lie in the liquid

region, and more significant fractions of OC+EC+INO from SA2 fall in the solid

region.

For a comprehensive understanding of the collected ambient particles’ phase state,

we extracted the ambient conditions from the GFS analysis along the FLEXPART

modeled path weighted by the residence time for each sampling time. Figure B.24

shows the ambient conditions of SA1, SA2, and SA3 for the last five days of trans-

port. Using the ambient relative humidity (RH) and temperature (Tamb) and the dry

glass transition temperature (Tg,dry) from a previous OMP study for CHO molecular

formulas [227], we estimated the RH-dependent Tg (equation B.2.6 (Figure 4.5(g-i)).

The phase state can be predicted from Tg and ambient temperature. For example,

if Tg>Tamb, a solid-state is expected, and if Tg<Tamb, semi-solid to liquid states

are predicted[228]. We used the Tg,dry from a previous Pico study [227] because

the molecular composition was not available for our samples. The actual molecular

composition might be different, which added a significant caveat in estimating the

predicted Tg. The overall distribution of Tg exceeds Tamb for SA1, whereas for SA2

and SA3, Tg mainly lies below Tamb. These findings suggest that most SA1 particles
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were more viscous, whereas SA2 and SA3 particles were less viscous at the time of

collection, supporting the aspect ratio and the TCA results.

Figure 4.5: Phase state of particles. (a-c) Aspect ratio violin plots for in-
dividual particles measured from tilted (75◦) SEM images with different vis-
cosity regions [224]. (d-f) The optical thickness of total carbon was obtained
from the STXM/NEXAFS [223] with phase state boundaries [212, 223, 226].
(g-i) RH dependent Tg values for the last five days of transport for the
maximum, mean, and minimum RH. The black line shows the ambient tem-
perature. The centerline(red) of the box shows the median, and the top
and bottom of the box represent the third(Q3) and first quartiles(Q1). The
whisker shows Q3 + 1.5∗ interquartile range (IQR, Q3–Q1, maximum) and
Q1− 1.5∗ (IQR, minimum).
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4.3.3 Ice Nucleation and INP Identification

Figure 4.6(a) shows direct observations of IN via IN-ESEM of individual internally

mixed particles. Figure 4.6(b) illustrates the immersion mode freezing (IMF) and

deposition ice nucleation (DIN) conditions at which IN was observed initially for each

sample. The temperature and RH with respect to ice (RHice) at which the first IN

was observed for each of the samples are mentioned in Table B.6. We observed IMF at

four different temperatures, ranging from 235 to 250K. At the warmest temperature

(250K), no significant difference was observed in RHice among the three samples, and

ice nucleated below water saturation (RHice=122%). However, in this study, we did

not investigate the influence of solutes on IN activity of the particles [229].

We investigated DIN at four different temperatures ranging from 205 to 220K. Par-

ticles can have microscopic pores, and pore-condensation freezing can be part of the

DIN [191]. The particles nucleated ice via DIN at RHice between 119 and 140%,

considerably lower than the water saturation and homogeneous freezing limit [106].

The blue shaded region shows the predicted glass transition temperature obtained

using average Tg,dry from a previous OMP study [227]. The grey shaded regions

show the IN temperatures and RHice observed from another OMP study [164]. At

all temperatures, particles of SA1 show better ice nucleation propensity in deposition

mode, requiring lower RHice to nucleate ice. The uncertainty in the RHice measure-

ment was derived from the uncertainty of ∆Td < (±0.15 K) and of ∆Tp < (±0.3 K).
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The inter-particle variability in RHice is smaller than the RHice error bars from the

experimental uncertainties.

We calculated the heterogeneous IN rate coefficients (Jhet) using the water-activity-

based immersion freezing model (ABIFM) [230]. The Jhet parameterization provides

critical information regarding the ice formation mechanism needed for predicting the

INP types, cloud modeling and so forth. In ABIFM, the droplet’s water activity is

considered equal to the ambient RH [230].

Figure 4.6(c) illustrates the experimentally derived Jhet (Table B.7 )along with four

parameterizations of previous laboratory particle types, including illite, leonardite,

1-nonadecanol monolayer coatings, and natural Asian, Saharan, Canary Island, and

Israel dusts [230, 231, 232] and a previous OMP study [164]. The Jhet uncertainties

arise from a variety of experimental errors or limitations, that is, uncertainties in

the number of observed IN events, temperature, RH, and surface area. Compared to

previous laboratory-generated and natural dust parameterizations, this study showed

shallower slopes because the particles collected at OMP were not a single species;

rather, different species were internally mixed. Although OMP samples contain dust

INPs, those particles do not have similar slopes as natural dust. This may be because

OMP samples comprised various INPs rather than a single particle type and, also,

dust particles were atmospherically aged. To predict the IMF of the particles over
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Figure 4.6: a) Dynamic observation of ice nucleation via IN-ESEM of an
individual internally mixed particle of SA2 at 210K and 124.5% RHice. The
arrows show the INP before and after nucleating ice and ice crystal growth.
(b) The mean onset conditions for ice nucleation. The homogeneous freezing
limit for Jhom=1010 cm−3s−1 and ∆aw = 0.31 is shown with a solid blue line.
The error bar on RHice arises from experimental uncertainties. The gray
shaded regions show the RHice observed from a previous study at Pico[164].
The blue shaded region shows the predicted glass transition temperature.
(c) Experimentally derived Jhet as a function of change of water activity
(∆aw). The solid grey line shows the log-linear fit from Jhet values, the
dotted and dot-dash line indicates the 95% confidence and prediction bands,
respectively. The light teal shaded region shows the bounds of Jhet observed
from a previous study at Pico [164]
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the Atlantic Ocean, we derived a new Jhet parameterization of the ABIMF model

[230], as shown in Figure 4.5(c) (darker gray line) where Jhet=10(m×∆aw+c) with slope

m=6.38±1.32 and intercept c=0.74±0.26. This study shows a relatively steeper slope

of Jhet compared to a previous OMP study [164].This difference may arise from the

chemical composition of particles and aging. In the previous study, particles were

collected during August-September and air masses were comparatively less aged (∼13

days) whereas for this study particles were collected during July and were more aged

(∼16 days). We identified 25 individual INPs from two of the three samples (7 from

SA2 and 18 from SA3). Though sample SA1 showed better IN activity, unfortunately,

we were not able to identify the INPs because the silicon nitride window broke after

the IN experiment. Figure 4.7(a) shows the chemical composition of the identified

INPs obtained from EDX spectra. From the elemental composition, we classified

the INPs following the particle classification scheme mentioned in Figure B.16. We

observed four types of INPs: carbonaceous (C), sulfates (S), carbonaceous coated

dust (CCD), and sulfate coated dust (SCD). Figure 4.7(b) shows the normalized INP

fraction for each class. The INPs of SA2 were dominated by coated dust (56%)

whereas the INPs of SA3 were dominated by sulfates (50%) and coated dust (43%).

In the case of SA3, the particle population showed 35% carbonaceous, 10% sulfate,

8% coated dust, whereas the INP population indicated 5% carbonaceous, 50% sulfate

and 43% coated dust. From Figure 4.7(a) we can conclude that all the identified INPs

are internally mixed with either carbonaceous or sulfate coatings. Figure B.25 shows
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representative identified INPs with respective EDX spectra. A previous OMP study

observed coated dust, aged sea salt, sulfate and carbonaceous INPs [164]. However,

more INPs should be identified in future studies to understand the composition of

INPs for different temperatures and freezing modes.

Figure 4.7: (a) Elemental composition of 7 identified individual INPs from
SA2, and 18 from SA3. Four classes of INPs were observed, which were
shown on the bottom axis, named as C (Carbonaceous), S (Sulfate), CCD
(Carbonaceous coated dust) and, SCD (Sulfate coated dust). The top X-
axis shows the temperature at which the ice nucleated. The bottom X-axis
shows the measured area equivalent diameter of each of the identified INPs;
(b) Classified normalized INP fraction from SA2 and SA3 samples.
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The physicochemical properties of particles substantially affect DIN efficiencies

[181, 199]. The relatively higher IN ability of the SA1 particles can be attributed

to their size-resolved chemical composition, morphology, phase state, and mixing

state. For example, we observed broader size distribution (Figure 4.2a), dominance

of uncoated and coated dusts at particle size greater than 2.1 µm., and dominance

of viscous particles (Figure 4.5a) and more internally mixed particles (Figure 4.2e)

in sample SA1. A significant fraction of particles belong to the OC+INO class for

sample SA1. Therefore, the inclusion of INO material may play a role in impact-

ing the glass transition temperature. We observed higher TCA for the majority of

OC+INO particles in SA1 than in SA2 or SA3. The majority of OC+INO particles

lie between the high viscosity boundaries. Enhanced ice nucleation ability of mineral

dust has often been associated with a small portion of organic matter rather than

the mineral components [233]. The STXM/NEXAFS shows that SA1 particles with

higher OC+INO fraction are more solid-like (tilted view of SEM images) and have

a thin organic coating (from OVF measurement) compared to other samples. The

solid organic coating might enhance the DIN activity by providing a solid surface for

IN and impact multiphase reactions. The observed differences in DIN efficiencies of

different samples indicate that the physicochemical properties of the aerosols can be

essential factors in controlling DIN in the free troposphere.

During long-range transport, particles may experience several cloud cycling [234] that

can transform the particles to a porous structure [182, 235], eventually promoting
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ice formation. The mixing state of the aerosols also transformed during long-range

transport. From the identified INPs, we observed different coated dust, carbonaceous,

and sulfate particles which suggests the evolution of the mixing state of the INPs in

the free troposphere. INP parameterizations are derived for different particle types,

suggesting the importance of the mixing state of the overall particle population to

predict the ice nucleation [236]. However, a limited number (25 particles) of INPs were

identified in this study, which warrants further investigation to generate statistically

significant INP characteristics.

4.4 CONCLUSIONS

The aerosol’s cold cloud formation potential is driven by multiple factors, including

aerosol size distribution, aerosol composition, mixing state, phase state, and mor-

phology. A recent aerosol–ice formation closure study highlighted that size-resolved

chemical composition of individual particles is crucial to achieving closure between

measured and predicted INP number concentrations [237]. Though the previous

OMP study also measured the IN propensity and characterized the INP population,

it did not provide any detailed characterization of the ambient aerosol population

to predict the IN activity [164]. Understanding the role of phase state of aerosol

on ice formation also makes this study unique from the previous study [164]. This

study employed a multimodal analytical methodology that allows for comprehensive

micro-spectroscopic analysis of a large number (∼23,700) of single particles to access

size-resolved chemical composition, mixing state, the distribution of organic matter,
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functional groups, and phase state. The results showed variability in the aforemen-

tioned physicochemical properties for different sampling days. Variation in transport

patterns of airmass from the FLEXPART model on different days suggest variable

sources, demonstrating the variation of physicochemical properties observed from the

micro-spectroscopic analysis.

Direct observation of ice formation using the IN-ESEM also showed variations in

IN potential at the deposition mode for different samples, which can manifest from

the ambient aerosols’ physicochemical properties. A previous study showed that the

distribution of organic matter affects the phase state of aerosol, which is central to

understand aerosol processes and predicting their IN activity under the deposition

mode [189]. Our study highlighted that long-range transported particles exhibited

different distributions of organic matter within individual particles, which can sub-

stantially influence their IN activity in the deposition mode [182]. Glassy aerosols

affect the IN properties of tropical cirrus clouds [201, 238] and extratropical cirrus

formation [239] where the freezing mechanism of complex organic mixtures can be

affected by the relative time scales of viscosity transitions and ice formation [197].

The presence of sulfate can lower the viscosity of aqueous secondary organic aerosol

via plasticizing effect, which enhances the IN efficiency [240]. The identified INPs

from two samples indicate a significant fraction of sulfate and sulfate-coated aerosols

to serve as INPs. The previous study shows that ammonium sulfate can serve as
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INP in the cirrus regime [241]. However, a significant number of INPs characteriza-

tion is needed to make a firm conclusion. We observed aerosol sample with broader

size distribution and containing high viscosity particles nucleate ice more efficiently

than other samples. The size resolved chemical composition of that particular sam-

ple showed a dominance of coated and uncoated dust at larger size bins (>2.1 µm).

The organic coating material on dust may affect the viscosity of that particle. The

STXM/NEXAFS reveals that the majority of OC+INO particles fall over the high

viscosity boundary. These highly viscous particles will facilitate the formation of ice

at cirrus cloud relevant temperature via the deposition mode.

An integrated study of the comprehensive size-resolved chemical composition, direct

observation of phase state of individual particles and estimated phase state using

molecular corridor approach along with FLEXPART and GFS meteorological analysis

allows us to probe the phase state of the particles and their effect on ice formation

of long-range transported particles. Our IN experiments complemented the micro-

spectroscopic analysis; in fact, the RH-dependent Tg showed that solid-like particles

are efficient INPs nucleating ice, which is vital to predicting the ice nucleation in the

atmosphere. Overall, this study advances the understanding of the role of the phase

state of long-range transported aerosols in ice cloud formation.
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Chapter 5

Tethered Balloon reveals Vertical

Profile of aerosol over Arctic

5.1 Introduction

Climate change has the most significant impact on the Arctic region of the Earth

[242], where near-surface warming has been nearly twice as large as the global average

[243, 244, 245] a phenomenon known as Arctic amplification [246]. Warming causes

substantial sea ice loss, with thick multilayer sea ice being replaced by thinner first-

year ice, affecting fracture development and open regions of ocean covered by ice

[247]. A decrease in sea ice extent and total summer sea ice melting is anticipated

by 2050 [248], with adverse impact on Arctic ecosystems and inhabitants [249] and

global weather and climate patterns [248].
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Arctic aerosol contributes to climate-environment feedbacks by scattering and ab-

sorbing solar energy and changing cloud characteristics [163, 250]. As a result of the

lack of understanding of many of these impacts, their quantitative assessment remains

restricted [8]. The Arctic has a yearly aerosol cycle that is very distinct from other

parts of the world [251]. The aerosol particles found in the Arctic are formed by both

human activities and natural processes. However, the limited human activities in

the Arctic restrict the local anthropogenic sources [252]. Higher aerosol mass loading

is observed during winter and spring, with long-range transported pollutants from

mid-latitudes and low latitudes contributing to the Arctic Haze [252, 253, 254]. In

contrast, summer is characterized by lower aerosol mass loading from local biogenic

sources and intermittent transport from low-latitude wildfires, potentially affecting

seasonal variability [46, 255]. The primary sink for accumulation-mode particles is

wet removal by snow or rain, while the primary sources of these particles are conden-

sation, cloud processing, and transportation [256].

The concentration, size, and composition of aerosols have been demonstrated to influ-

ence the overall radiative impact of Arctic clouds [257, 258]. The potential of aerosols

to serve as CCN depends on the particle’s size and chemical composition under fa-

vorable meteorological circumstances [216, 259, 260, 261]. Therefore, to understand

aerosol-cloud interactions, simultaneous observations of aerosols and cloud residual

compositions are fundamental.
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Numerous ground-based observations demonstrate the significance of Arctic aerosol

in seasonal variation [45, 46]. However, ground-based observations are often insuf-

ficient to explain processes such as cloud processing, photochemical oxidation, and

chemical aging. Additionally, several studies have shown that the Arctic atmosphere

is stratified [246, 262], resulting in aerosol layering that ground-based measurements

cannot detect. Aircraft-based measurement also revealed the variation of chemical

composition and sources over the Alaskan Arctic [263]. Although data from large-

scale field campaigns collected by aircraft can be informative, the time span of these

observations is limited [264, 265]. While aerosol distributions and chemical compo-

sition significantly affect the radiative forcing of the ambient aerosol, these variables

are poorly represented in climate models [264, 266]. Understanding the relative loca-

tions of aerosol and cloud layers and the resultant radiative effects has been assisted

by remote sensing techniques [267]. However, there is no presently accurate vertical

profile of aerosols that can be obtained using satellites [267]. Large-scale field exper-

iments offer valuable data, but only for a limited time [264]. Based on the above,

the study of aerosol particles’ composition, characteristics, vertical distribution, and

origins in the lower troposphere’s contributes significantly to our knowledge of the

main processes operating in the Arctic climate system.

To access the vertical profile of Arctic aerosols, a Tethered Balloon System (TBS) was

deployed at Oliktok Point, Alaska, in August 2019. Here we illustrated the observa-

tions obtained from both offline chemical characterizations and online measurements
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along with the meteorological conditions to probe aerosol-cloud interactions.

5.2 Methods

5.2.1 Study location and dates

Tethered balloon system (TBS) flights were deployed at the Department of Energy

Atmospheric Radiation Measurement (DOE ARM) Program’s third Mobile Facil-

ity (AMF3) in Oliktok Point, Alaska (70.51◦N, 149.86◦W, 2m above mean sea level

(a.m.s.l.)) to collect the atmospheric particles. The aerosol particles were collected

on multiple substrates (TEM B-film grids, lacey grids, and silicon nitride substrates)

using a four-stage cascade impactor (Sioutas Personal Cascade Impactor, SKC, Inc).

One programmable low-pressure drop pump was used at a flow rate of 9 l/min. Par-

ticle cut-off sizes for four stages are: stage A - 2.5 µm, stage B - 1 µm, stage C -

0.50 µm, and stage D - 0.25 µm. During most of the flights, we deployed three TBS

impactor (TBI) packages, two Printed Optical Particle Spectrometers (POPS), and

one condensation particle counter (CPC, model 3007, TSI). One of two TBI is usu-

ally attached with the tether 500m away from the POPS. One POPS is operated just

below the balloon to reach the maximum possible altitude, while the second POPS is

generally operated lower on the tether, for example, near the cloud base. The POPS

measures particle diameter from 135 nm to 3 µm. The CPC is usually attached one

foot away from the POPS right below the balloon. The cut-off size of CPC is around

10 nm. Overall, this TBS aerosol payload provides the aerosol number concentration,
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the size distribution above 135 nm, and the size-resolved chemical composition of

particles. The dates, times and, flight hours for all TBS flights used are provided

in Table B.8. We named the events on August 15th as case study 1 where aerosols

were collected through the loitered flight where the TBS reached at certain altitude of

interest and started aerosol sampling for a certain time. The events on August 20th

as case study 2 where the aerosol sampling was done during the full profile of the

TBS flight. Here we select the aerosol samples from stage D for all the sampling days

and times based on the particle loading, grid condition and, back trajectory analysis.

5.2.2 Micro-spectroscopic and chemical imaging of particles

We characterized the vertically resolved atmospheric particles using multimodal mi-

cro spectroscopic techniques. We utilized a computer-controlled scanning electron

microscope (CCSEM, FEI Quanta environmental SEM) with energy-dispersive X-ray

spectroscopy (CCSEM-EDX) available in Environmental Molecular Sciences Labora-

tory at Pacific Northwest National Laboratory. The CCSEM/EDX provides particle

size, morphology and, the elemental composition of thousands of individual parti-

cles. A total of ∼ 19600 particles were analyzed across all samples for this study.

CCSEM/EDX experiments were performed at an acceleration voltage of 20 kV and

a beam current of 480 pA. Particles were then classified into ten different classes

such as “Na-rich”, “Na-rich/sulfate”, “sulfate”, “carbonaceous”, “dust”, “carbona-

ceous coated dust”, “sulfate coated dust”, “Si+S”, “K+S” and “other” based on the
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atomic percentage data using the particle classification scheme shown in the SIB.3

Figure B.26. Chemical imaging of individual particles was performed using scanning

transmission electron microscopy (STEM) with an EDX detector.

We characterized the carbon properties of the particles using scanning transmis-

sion X-ray microscopy coupled with near-edge x-ray absorption and fine structure

(STXM/NEXAFS) (beamline 5.3.2.2) located in the Advanced Light Source (ALS)

at Lawrence Berkley National Laboratory collected at one hundred eleven energies

of the carbon K-edge. STXM/NEXAFS provides information about different types

of internally mixed particles like organic carbon (OC) where the organic mass is ho-

mogeneously distributed throughout the entire particle, elemental carbon mixed with

organic carbon (EC+OC) where particles possess soot-like properties (higher C=C,

sp2 hybridized bonds) along with organic functionalities, organic carbon infused with

inorganics (IN+OC), and particles containing mixtures of organic carbon, elemental

carbon, and inorganic inclusion (OC+EC+IN) [211]. The organic nature of particle-

containing (OC+IN), (OC+IN+EC) components can be revealed from organic volume

fraction (OVF) maps [3, 212, 213].

5.3 Result and discussion

Figure 5.1(a) and (d) shows the TBS distributed temperature sensing, cloud thickness,

CPC and, POPS total concentration at different altitudes for case study 1 and 2. For

case study 1, the aerosol sampling was done inside the cloud (at 500m) and above the
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Figure 5.1: Panel (a) and (d) shows the TBS distributed temperature
sensing, cloud thickness, CPC and, POPS total concentration at different
altitudes for August 15th and August 20th. Panel (b-c) shows the size
distribution of aerosols from POPS at 500m and 1000m altitude. Panel (e-
f) shows the size distribution of aerosols from POPS at 200m and 1100m
altitude.

cloud (at 1000m) and loitered for five hours before reaching ground (Figure 5.1(a)).

The number concentration obtained from POPS at both altitudes indicate a low

number concentration of particles, where CPC shows a higher number concentration

of aerosols above the cloud (at 1000m). A low level temperature inversion is observed

in this case which may trap the aerosols in the boundary layer and prevent the aerosols

from mixing that in turn form haze [268]. As POPS number concentration at both

altitudes does not show significant difference, we probed the size distribution from

POPS (Figure 5.1(b-c)). The POPS size distribution shows a variance, and a broader

size distribution is observed at high altitude (Figure 5.1(b-c)). For case study 2, the

aerosol sampling was done for the full profile of the flight at the cloud base (at 200m)
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and inside the cloud (at 1100m) (Figure 5.1(d)). Both CPC and POPS indicates

higher number concentration of particles in the case of high altitude (1100m). For

this case, temperature inversion is not observed. But the size distribution obtained

from POPS shows a clear difference at both altitudes, e.g., broader size distribution

of aerosols is observed at high altitude.

To understand the sources of airmass, 120 hr HYSPLIT(Hybrid Single Particle La-

grangian Integrated Trajectory) back trajectories were performed for the start and

end of each sampling period. Figure B.27 shows the back trajectory of the airmasses.

The Figure B.27 (a − b) indicates a different trajectory of the airmass which sug-

gest variation of aerosol sources, for example, the airmass of case study 1 is coming

from the northwest part of Canada, on the other hand the airmass of case study 2

is coming from the northeast part of Siberia. Additionally, the trajectory of airmass

on same day at different altitudes are not same (Figure B.27(c-d)). For case study

1, the airmass of high altitude traveled down to 500m on August 13th and trans-

ported to high altitude before reaching 1000m where the sampling was done. The

airmass of 500m altitude lies almost the same level. Contrarily, the airmass of high

altitude of case study 2 was coming from high altitude and merged with the airmass

at 200m on August 19th. Then the airmass travelled towards high altitude before

reaching 1100m. The airmass of low altitude (200m) was coming from the ground.

Overall, these results indicate long range transportation of aerosols before reaching

the sampling location.

82



Figure 5.2: The top row- (a) and, (b) shows size-resolved particle classes
obtained from CCSEM/EDX at 500m and 1000m altitudes for case study 1.
The middle row- (c) and, (d) shows size-resolved particle classes obtained
from CCSEM/EDX at 200m and 1100m altitudes for case study 2. The inset
shows (a,b,c and, d) the normalized size distribution of the particles, The
bottom row- (e) shows the number fraction of CCSEM/EDX derived particle
classes, panel (f) shows the particle classes obtained from STXM/NEXAFS
analysis where the particles are classified by different combinations of organic
carbon (O.C.) and other internally mixed components such as inorganics
(IN) and elemental carbon (E.C.). Here N.P. stands for the number of
particles analyzed.
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Figure 5.2 shows the offline chemical characterizations of the aerosols for the two

case studies. Figure 5.2(a) and 5.1(b) shows the size-resolved chemical composition

obtained from CCSEM/EDX measurements of the particles collected at 500m and

1000m altitude (case study 1). Dominance of carbonaceous aerosols is observed in

the low altitude particle population (500m) in smaller size bins (0.2-0.5 µm), and

dominance of sulfate particles is observed in the case of larger size bins (0.5-1.6

µm). In contrast, dominance of carbonaceous aerosols is observed at high altitude

particle population (1000m) in smaller size bins (0.2-0.5 µm), and dominance of sulfate

particles are observed in the case of larger size bins (0.5-3.6 µm). A broadening of size

distribution of aerosols is observed in the case of high-altitude particles which supports

the observation from POPS size distribution. The higher sulfate concentration and

broadening of the size distribution at high altitude indicates possible cloud processing

of the aerosols [216, 269]. Interestingly, the high-altitude aerosols were sampled above

the cloud. Now the question arises, how did the cloud processed aerosols reached

the higher altitude where there is no cloud? To answer this question, we checked

the back trajectory analysis (Figure B.27). The back trajectory analysis shows that

the airmass of high-altitude particles (1000m) are coming from very high altitude

(∼1450m). During the transport, the airmass reached 500m on August 13th and

again move in an upward direction and transported to higher altitude (1100-1450m)

during August 14th and 15th and reached 1000m altitude (Figure B.27(c)). We also

looked at the cloud base height of the respective dates. We observed that three cloud
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Figure 5.3: Ground based measurements at Oliktok point from PSAP (top
row-(a) and (b)) and CPC (bottom row-(c) and (d)). The cyan shaded
region showed the sampling duration.

bases present during August 14th and August 15th (Figure B.28). The cloud bases

are more prominent during end of August 14th and beginning of August 15th and

fluctuates between 300-3000m. Possibly during that time, the aerosols were processed

by the clouds and travelled down to 1000m altitude.

A recent study showed core and shell morphology of aerosol is the signature of cloud

processing of aerosol [270]. More oxidized organic matter in the cloud contributes

to the existence of organic shells after cloud processing. In case study 1, we ob-

served core-shell morphology of aerosols at high altitude (Figure B.29) which is also

consistent with the previous observation [270].
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Figure 5.2 (c) and (d) shows the size resolved chemical composition obtained from

case study 2. The dominance of carbonaceous aerosols is observed at both altitudes

and all the size bins, indicating biomass burning aerosols as a possible source. We

also observed a broadening of size distribution of aerosols at high altitude (1100m).

Interestingly, we did not observe any dominance of sulfate aerosols at high altitude;

instead, we observe more coated dust e.g., sulfate-coated dust, carbonaceous coated

dust etc. other than carbonaceous aerosols. Now the question arises, why carbona-

ceous aerosols dominate at both altitude in case study 2? Is it coming from any

burning event? Because previous studies indicate that the local oil field affects the

air quality at Oliktok Point [258, 271]. We looked at the ground-based measurement

from CPC and PSAP (Particle Soot Absorption Photometer) (Figure 5.3). In the

PSAP, light transmission through aerosol filter samples is measured at three different

wavelengths: red (660 nm), green (522 nm), and blue (470 nm) [272]. Pronounced ab-

sorption peaks are observed from PSAP for case study 2 (Figure 5.3(b) shaded region)

which is absent in the case of case study 1 (Figure 5.3(a) shaded region). The CPC

also shows a similar trend; higher number concentration of particles in case study 2

(Figure 5.3(d) shaded region). The sharp peaks from PSAP and CPC indicate the

influence of anthropogenic emission of aerosol which also supports the observations

from size resolved chemical composition (Figure 5.2(c) and (d). Figure 5.2(e) indi-

cates normalized particle fraction at each of the altitudes. The low altitude particles

(500m) from case study 1 are dominated with carbonaceous aerosols (∼78%), whereas
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Figure 5.4: Panel (a) shows C-Kedge the STXM/NEXAFS spectra ob-
tained from different types of particles observed in different samples from
this study. The right of each spectrum shows the STXM/NEXAFS carbon
speciation maps illustrating particle internal heterogeneity based on indi-
vidual spectra. The areas dominated by organic carbon constituents are
green, and inorganic regions are teal and the area dominated by C=C bond
is shown with red. Each of the scale bars represents 1µm. Panel (b) shows
the carbon speciation maps of all the particles from August 15th 2019 at
500m and 1000m altitudes.

the high altitude(1000m) particles are dominated with sulfate aerosols (∼54%). In

contrast, particles from case study 2 are dominated with carbonaceous aerosols at

both altitudes.

The carbonaceous features present in the aerosol population were probed
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with STXM/NEXAFS. Figure 5.2(f) illustrates the mixing state obtained from

STXM/NEXAFS. The particles from case study 1 (August 15th) are dominated with

OC+IN class. Contrarily, higher OC+EC+IN and OC+EC is observed in case study

2. The presence of relatively higher OC+EC and OC+EC+IN -containing particles

suggests that the airmass for this event is affected by biomass-burning aerosols. The

observation from STXM/NEXAFS is also in agreement with the observation from

CCSEM/EDX and ground based measurements.

Figure 5.4 (a) shows spatially resolved STXM/NEXAFS spectra of representative

internally mixed particles observed in both studies. Carbon speciation maps (C-maps)

are shown on the right of each spectrum; green, red, and cyan indicate organic-rich,

elemental carbon-rich, and inorganic-rich areas, respectively. Figure 5.3 (b) shows the

C-maps of all the particles from case study 1 at both altitudes. The C-maps showing

the dominance of OC+IN particles in case study 1. At 1000m, the organic shell (green)

and inorganic core (cyan) is more clearly visible, supporting the observation from

CCSEM/EDX, SEM imaging, cloud base height measurements, and back trajectory

analysis that suggest the possible cloud processing of aerosols.

5.4 Conclusion

Understanding atmospheric particle transport over short and long distances and the

vertical profile of particle composition might be a significant benefit of this research.

In the field of atmospheric science, studies done by tethered balloon system can
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provide efficient, cost-effective, and long-term monitoring of aerosols to access the

vertical profile. The combined use of multimodal micro-spectroscopic analysis, online

measurement data, and HYSPLIT back trajectory show variations in the physico-

chemical properties at different altitudes. These results further support the vertical

stratification of the Arctic atmosphere.

This study enabled us to characterize the aerosols from two unique cases. The

size-resolved chemical composition from CCSEM/EDX, C-features obtained from

STXM/NEXAFS, and online measurements from POPS and CPC from case study

1 suggest possible cloud processing of aerosols at high altitude. The results include

broadening of the aerosol size distribution, observation of higher sulfate concentration

and core-shell morphology of the aerosol. Furthermore, the back trajectory analysis

and cloud base height observation from the ceilometer also support chemical analysis

and online measurements. However, there was no cloud during the sampling time at

the high altitude. In contrast, at the low altitude case (500m) where the sampling was

done inside the cloud were devoid of those cloud processing signatures. Contrarily,

case study 2 indicates a higher carbonaceous concentration at both altitudes with

broadening of size distribution at high altitude. The ground-based observation from

CPC and PSAP indicate a higher concentration of particles suggesting a possible

contribution of anthropogenic emission from the ground that has been transported to

high altitude. Though aerosol sampling at both altitudes was done inside the cloud,

we did not observe any predominance of sulfate aerosols. This probably resulted from
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the nature (chemical composition) of the aerosol and cloud aqueous phase interaction.

The predominance of two types of aerosols from two case studies has a different effect

on the Arctic climate. The sulfate aerosols scatter solar radiation, thus have cooling

effect on Arctic climate. In contrast, some class of carbonaceous aerosol e.g., black

carbon absorbs solar radiation thus warms up the climate.
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Chapter 6

Conclusion and Future Direction

6.1 Conclusion

The studies reported in this thesis are primarily concerned with the effect of physico-

chemical properties on ice cloud formation. Both experiments on a known substrate

and with complex atmospheric particles were performed. The four most important

questions investigated are as follows:

1. Are there differences in water adsorption depending on surface properties, such

as the existence of different surface cations?

2. Do the surface properties, e.g., the presence of different surface cations, affect

ice nucleation?

3. How do the physicochemical properties of aerosol affect ice cloud formation over
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the marine boundary layer?

4. Are the physicochemical properties of aerosols vertically stratified?

The first question is addressed in chapter 2 where controlled experiments performed

on a known substrate e.g., muscovite mica, to probe the effect of surface cations on

water adsorption using FTIR spectroscopy. We observed that there are differences

in mica water interactions depending on the surface cation. However, the hydrogen

bonding network appears to be similar across mica surfaces based on FTIR analysis

results. It has been found that while RH affects the specifics of the water structure

around ions on surfaces like H+, K +, and Ca + -mica, the overall film thickness does

not vary significantly.

The second question is addressed in chapter 3 where controlled experiments on a

known substrates are conducted to examine the effect of surface cations on hetero-

geneous freezing of water. The experiments revealed that multivalent cation exposed

mica surfaces are better ice nucleators, in the order of Al3+ > Ca2+ ' Sr2+ > Mg2+

> K+. Based on these findings, we believe that the exposed cation size impacts nu-

cleation rate. This study also examined the relationship between valency and the

fraction of silica surface exposed to water. Based on the results of computer sim-

ulations, clusters of hydrogen-bonded water molecules anchored by the ions and a

higher fraction of free water are associated with multivalent ions on the surface. A

substantial fraction of free water can be found in the ion’s hydration shells, leading
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to ice-like structures, which are facilitated by regions of mica surface beneath them

that are empty of ions.

The third question is addressed in chapter 4 where multimodal micro-spectroscopic

techniques are employed to explain the effect of physicochemical properties of free

tropospheric aerosols on ice cloud formation. Using an integrated study of the com-

prehensive size-resolved chemical composition, direct observation of phase state of

individual particles, and estimated phase state using molecular corridor approach, as

well as FLEXPART and GFS meteorological analysis, the phase state of the particles

and its effect on ice formation of long-range transported particles can be accessed.

This research demonstrates that solid-like particles are effective INPs, which is vital

for predicting ice nucleation in the atmosphere. In general, this research contributes

to a better understanding of the phase state of long-range transported aerosols in the

development of ice clouds.

The fourth question is addressed in chapter 5 where tethered balloon sampling was

done to access the vertical profile of aerosol over the Arctic. Micro-spectroscopic

analysis, online measurements, and the HYSPLIT back trajectory show that the

physicochemical properties vary with altitude These findings provide additional ev-

idence for the Arctic atmosphere’s vertical stratification. One of the case studies

indicates cloud processing aerosols. Another case study indicates the influence of

anthropogenic emission from ground in the vertical aerosol population.
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6.2 Future Direction

In this section, results from some exploratory experiments and future directions are

discussed. These are not conclusive but may serve as a guide for future generations.

6.2.1 Heterogeneous Freezing of Dilute Solutions on Differ-

ent Ion Exposed Micas

From Chapter 3, we observed that presence of different cations on muscovite mica

affect the freezing temperature in a different way. Ice-nucleating particles are fre-

quently found in mixtures with soluble materials in the real atmosphere. The effect

of this soluble substance on ice nucleation, on the other hand, poorly understood. A

recent study investigated the immersion mode ice nucleation of dilute salt solution

adding different ice nucleators [229]. The study observed that 0.015M salt solution

with different ice nucleators has a different effect on freezing. Ice nucleation activity

is enhanced for some ice nucleators; for some, it is suppressed, and others remain

unchanged. This study motivated us to probe the effect of dilute solution on freez-

ing behavior of different cation exposed mica surfaces. We observed the freezing

events of very dilute salt solutions (eg. 0.015M NaCl, 0.015M (NH4)2SO4) on K+

and Mg2+-mica surface. Comparing this data with water freezing data of water and

dilute solution, we observed that dilute solution of (NH4)2SO4) enhances freezing of

water on K+-mica and hinders freezing on Mg2+-mica. On the other hand, addition

of dilute NaCl has no significant effect on freezing on K+-mica. To make a conclusion
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as to why we are observing this effect, more freezing is data needed.

6.2.2 Elucidate the role of surface chemistry of organic-

mineral surfaces in ice cloud formation

From chapter 3, we observed that, simply altering the surface cations (without chang-

ing surface roughness), we can probe the effect of surface chemistry e.g. surface cations

on mica. Mica is one of the common soil dust components [273]. The ability of better

ice nucleation on dust surface is often dictated by the presence of a small portion

of organic matter rather than mineral components [233]. Because the presence of a

low concentration of organic matter increases the glass transition temperature of the

mineral. Additionally, fertile soil is found to associate with organic matter such plant

litter, animal or microbial residues, lipids, carbohydrates, peptides, cellulose, lignin,

and humic like substances [274, 275] and can act as a potential source of INP [276].

So, it will be interesting to observe ice nucleation on different organic matter coated

mica surface to elucidate the role of organic-mineral surface on ice cloud formation

which is still now poorly understood.
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[12] Kärcher, B. Geophysical research letters 2004, 31(12).

[13] Rissler, J.; Vestin, A.; Swietlicki, E.; Fisch, G.; Zhou, J.; Artaxo, P.; Andreae,

M. Atmospheric Chemistry and Physics 2006, 6(2), 471–491.
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T.; Möhler, O. Atmospheric Chemistry and Physics 2021, 21(13), 10779–10798.

[183] Baustian, K. J.; Cziczo, D. J.; Wise, M. E.; Pratt, K. A.; Kulkarni, G.; Hallar,

A. G.; Tolbert, M. A. Journal of Geophysical Research: Atmospheres 2012,

117(D6).

[184] Augustin-Bauditz, S.; Wex, H.; Denjean, C.; Hartmann, S.; Schneider, J.;

Schmidt, S.; Ebert, M.; Stratmann, F. 2016.

[185] Zheng, G.; Wang, Y.; Wood, R.; Jensen, M. P.; Kuang, C.; McCoy, I. L.;

Matthews, A.; Mei, F.; Tomlinson, J. M.; Shilling, J. E.; others. Nature com-

munications 2021, 12(1), 1–10.

115



[186] Kanakidou, M.; Seinfeld, J.; Pandis, S.; Barnes, I.; Dentener, F. J.; Facchini,

M. C.; Dingenen, R. V.; Ervens, B.; Nenes, A.; Nielsen, C.; others. Atmospheric

Chemistry and Physics 2005, 5(4), 1053–1123.

[187] Hallquist, M.; Wenger, J. C.; Baltensperger, U.; Rudich, Y.; Simpson, D.;

Claeys, M.; Dommen, J.; Donahue, N.; George, C.; Goldstein, A.; others. At-

mospheric chemistry and physics 2009, 9(14), 5155–5236.

[188] Zhang, Q.; Jimenez, J. L.; Canagaratna, M.; Allan, J. D.; Coe, H.; Ulbrich, I.;

Alfarra, M.; Takami, A.; Middlebrook, A.; Sun, Y.; others. Geophysical research

letters 2007, 34(13).

[189] Knopf, D. A.; Alpert, P. A.; Wang, B. ACS Earth and Space Chemistry 2018,

2(3), 168–202.
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S. N.; Lelieveld, J.; Koop, T.; Pöschl, U. Nature communications 2017, 8(1),

1–7.

[229] Whale, T. F.; Holden, M. A.; Wilson, T. W.; O’Sullivan, D.; Murray, B. J.

Chemical science 2018, 9(17), 4142–4151.

[230] Knopf, D. A.; Alpert, P. A. Faraday discussions 2013, 165, 513–534.
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Appendix B

Supplementary

B.1 Supplementary Information of Chapter 3

B.1.1 Variability of micas from different sources

Because mica is a natural substance, with some variability in composition from source

to source, we tested samples from three different suppliers to verify that our results are

representative. Surface roughness measurements for K+-mica and Mg2+-mica from

all three suppliers show no significant change in surface roughness. (See below for

further discussion of surface roughness.) Table B.1 shows the surface areas of 1 µL

droplets on freshly cleaved mica (K+) from Tarheel Mica Co., Axim Mica Co., and

Asheville Mica Co. (See main text and below for a more detailed discussion of surface

area.) The surface areas of water droplets on K+-mica from different resources are

the same within the uncertainty of the measurements. All show that water spreads
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Figure B.1: Heterogeneous nucleation rate coefficient on different supplier’s
K+-mica. Note we have used a time base of minutes, not seconds, for Jhet.

into a thin pancake, consistent with previous measurements of a contact angle less

than 3◦ [107, 124, 277]. Note that mica is a high energy surface, and the contact angle

of water increases with age as contaminants from the ambient atmosphere adsorb to

the surface.

Table B.1
Surface area of 1 µL water droplet on different sources of K+-mica

Source of K+-mica Surface area of droplet (cm2)

Asheville 0.31± 0.01
Axim 0.303± 0.008

Tarheel 0.297±0.002

Figure B.1 is a plot of the heterogeneous nucleation rate coefficient, Jhet, for K+-mica

from Asheville, Axim, and Tarheel Mica Cos. (A more detailed discussion of Jhet

is below.) The figure indicates that liquid water nucleates to ice over a wide range

of temperatures, but that the freezing rates on mica from the different suppliers are
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Figure B.2: Heterogeneous nucleation rate coefficient on K+ and H+-mica.

similar. Our measurements are also consistent with the finding that mica is not a

good freezing catalyst. At 253 K, we see approximately one freezing event every three

minutes.

We have also measured Jhet on mica that has simply been rinsed with pure water,

thus replacing the K+ ions with H+ [60]. Figure B.2 shows no significant difference

in the heterogeneous nucleation rate coefficients for the two surfaces.

B.1.2 Ion Exchange

The mica samples were cleaved along the basal plane and treated with salt solutions to

exchange the surface ions. The treated surfaces were then rinsed with water to remove

the counter ions from the salt solution, leaving a surface with K+ ions exchanged for

divalent or trivalent ions (preserving charge neutrality). We used 0.1 M MgSO4

(Sigma Aldrich), saturated CaSO4 (Sigma Aldrich), 0.1 M SrCl2 (Acros Chemical)
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and 0.1 M anhydrous AlCl3 (Acros Chemical) solutions to get Mg2+, Ca2+, Sr2+ and

Al3+-mica, respectively. The treatment time was 20 to 25 minutes. Previous studies

showed soaking the mica sheets in salt solution only for few minutes can completely

exchange the surface cations [60, 81, 278] whereas inter layer cation exchange takes

a few days soaking time [278]. After rinsing, the treated mica sheets were dried at

room temperature, covered in a Petri dish; the dried samples were then ready for

experiments.

As a further check on our procedure, we analyzed some samples using a PHI 5800 X-

ray photoelectron spectrophotometer (XPS). The X-ray source used during analysis

was either a non-monochromatic Mg source (1254 eV) or a non-monochromatic Al

source (1487 eV). A neutralizer was used for charge correction to supply low energy

(6 eV) electrons to the surface. The analysis area has a nominal 800 µm diameter.

Data was collected with the sample at an angle of 45 degrees to the detector. For

survey scans a pass energy of 187.85 eV was used with a resolution of 0.8 eV/step

and a dwell time of 20 ms/step. For high resolution spectra a pass energy of 23.50

eV was used with a resolution of 0.1 eV/step and a dwell time of 100 ms/step.

Figure B.3 shows a comparison spectrum of a K+-mica surface (i.e. untreated) with

an Mg2+-mica surface. It is clear from the figure that the intensity of peak at 294

eV (K) is reduced while at the same time a new peak at 1305 eV (Mg) appears.

This indicates a successful surface ion exchange reaction which is consistent with the
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Figure B.3: XPS spectra of K+-mica and Mg2+-mica. The inset shows
the zoomed Mg peak (green). The appearance of a new peak at 1305 eV
(green) indicates the presence of Mg which is absent in case of the K+-mica
(yellow), indicating successful ion exchange.

result obtained by Xu and Salmeron [60]. They observed complete exchange of ions

by immersing natural mica in a salt solution. Note that though the exchange process

is completed, the K peak has not completely disappeared. This is because XPS is a

surface sensitive technique, but the detection depth can be more than 2 nm, which

is approximately two layers of mica [60]. The depleted K peak we are observing is

coming from subsurface layers, where the ions are not exchanged [278].

B.1.3 Surface Area of Droplets

To measure the surface area of droplets on the mica, we deposit a 1 µl droplet on

the surface, either freshly cleaved in the case of the K+-mica or ion exchanged and

dried for the others. The droplet on the surface is a hemisphere. We make repeated
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measurements of the diameter of the hemisphere, Dh, with a caliper, then compute the

surface area of the droplet in contact with the substrate as π
(
Dh
2

)2
. We measured

2-3 diameters for each of the drop and measured 6-10 droplets on different cation

exposed mica surfaces. That quantity is reported in Table 1 in the main text.

B.1.4 Characterization of (lack of) Surface Roughness

To characterize any changes in surface roughness due to the ion replacement process,

some of the prepared samples were imaged with a Nanosurf Easyscan 2 Atomic Force

Microscope using a silicon SHOCON probe. The AFM scanned 2048 lines over a 10

µm × 10 µm area of the surface, resulting in an image that records the measured

sample height for each 10 µm/2048 ∼5 nm×5 nm pixel.

Our first measure of surface smoothness is a calculation of the RMS roughness for the

samples. (See Woodward et al. [279] for a detailed discussion of RMS roughness and

features on a substrate.) The median height is subtracted from each image and the

residual recorded height above or below the median is squared and then summed over

all 20482 pixels. The resulting sum’s square root is recorded as the RMS roughness

on a 5 nm scale. The comparison in surface roughness between a K+-mica surface

and an Mg2+-mica surface reveals a very small change. To determine if this small

change is statistically significant, the same procedure was done for 64 disjoint 1.25

µm × 1.25 µm sub-domains of the 10 µm × 10 µm image (each sub-domain having

its own median measured sample height), so that a statistical uncertainty could be
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estimated for the measurement based on the standard deviation among the 64-member

ensemble. Finally, each of the 1.25 µm sub-domains was box-filtered (box-blurred)

with a uniform 3×3 filter to smooth any features on scales between 5 nm and 15

nm; the sub-domain images were then subtracted from the box-filtered images and

summed over the 2562 pixels in the sub-domain. The resulting sum’s square root

was recorded as the box-filtered RMS roughness on a 5 nm scale, essentially giving a

high-pass-filtered estimate of the local roughness in each 1.25 µm domain for scales

between 5 nm and 15 nm. These 64 local roughness measurements were combined to

form a separate ensemble with its own statistical uncertainty and compared between

the K+-mica and the Mg2+-mica. The three separate methods of measuring surface

roughness are all commensurate with no meaningful statistical difference in the surface

roughness between the two samples. Note that the procedure just described is also

a measure of local roughness and shows that the surface is locally as well as globally

smooth.

To reconfirm that point, we analyze the ensemble of linear scans with the AFM.

In this procedure, each line scan is compared to a 5-point moving average filtered

version of itself; the resulting smoothed line-scan is subtracted from the raw data.

This procedure acts as a high-pass filter. The 2048 line differences are then combined

to form a frequency histogram. If small-scale features are present, the histogram of

differences will show a significant width because of local (5 point) variations in the

surface topography.
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Figure B.4 is a plot of the histograms for the K+ data (left) and the Mg2+ data (right).

It is clear that the local height variability as detected by the AFM is minimal on scales

relevant to nucleation. It is also clear that the two surfaces have essentially the same

level of smoothness. The similarity between the two histograms is remarkable.

Figure B.4: Histograms of the residuals of local deviations from surface
topography for the K+-mica and the Mg2+-mica. The remarkable similarity
in the histograms shows that the two surfaces are similarly smooth.

As a final check on the similarity of surface smoothness between the two surfaces, we

computed the average magnitude of the slope observed in the two processed images

as a function of spatial scale. To obtain these plots, the value of |(∆z)|
∆x

was computed

for different values of ∆x. (x is the axis parallel to the line-scan direction, and z is the

height of the sample.) Surface roughness localized at a given scale would manifest

as a larger value of the slope. The initial values of ≈ 0.025 shows that the mean

difference in height between two adjacent AFM measurement points is less than a

tenth of a nanometer.
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Figure B.5: Mean slope as a function of spatial scale in the line-scan
direction of the AFM for the two samples. Surface roughness would manifest
a difference in this quantity. Both samples have essentially the same mean
roughness at all scales, though the mean slope decreases as the spatial scale
increases, as expected.

Figure B.6: Schematic of the cold stage used for drop freezing experiments.

B.1.5 Ice Nucleation Experiments

A custom built cold stage, shown schematically in Figure B.6 is used to observe ice

nucleation. It is a simplified version of the stage described in Niehaus et al., 2014
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[280]. A 0.3 mm thick copper plate is assembled on the top of a Peltier cooler. A

platinum resistance thermometer (Minco) embedded within the copper plate enables

temperature control of a test droplet via an Accuthermo FTC100D TEC temperature

controller. The top of the cold stage is covered with grooved plexiglass fitted with an

O-ring seal to isolate the test droplet from the atmosphere. A thin layer of vacuum

grease is spread on the top of the cold stage before putting mica sheets on it so that

there is no air gap between the mica and the cold stage. All data reported here are

from tests using a 1 µL volume droplet, placed on the basal plane of the mica. The

test droplet was cooled at 1.43 K min−1. Droplet freezing was observed with the

help of a microscope camera; the magnified image of the droplet was projected onto

a monitor and the phase transition is detected by eye as a marked change in the

droplet’s transparency. To ensure that drop freezing was correctly identified in this

manner, in some cases where drop freezing was observed, the top of the chamber was

removed and the droplet was prodded with a metal pick. In all cases, the droplet

was solid (i.e. it had indeed frozen). We observed only one droplet freezing at a time

because a 1 µL water droplet covers ∼ 0.3 cm2 on K+-mica. We observed repeated

freezing events (∼ 10) of a single drop of water, then repeated the experiment with a

different sheet of the mica. Each series in the plot of Jhet vs. T represents at least 50

trials.
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B.1.6 Heterogeneous Freezing Rate Coefficient

From the freezing temperature data and the measured contact area of the droplets

with the mica surface, we calculate the heterogeneous freezing rate coefficient. (Note

that comparison of the frozen fraction of droplets is misleading because droplets

spread to cover more or less of the surface, depending on the exposed ion.) The

nucleation rate is given by

ωhet =
Nf

ttot
(B.1)

where Nf is the number of freezing events within the observation time, ttot. For

experiments in which the temperature is continuously changing, Eqn B.1 can still be

used to determine the nucleation rate within the ith temperature interval using, [281]

titot =
∆T

c

(
N i
unfrz −N i

f

)
+

N i
f∑

j=1

∆tf,j (B.2)

where ∆T is the width of the temperature interval, c is the cooling rate, N i
unfrz is

the number of unfrozen droplets at the beginning of the interval, N i
f is the number

of droplets that froze within the interval, and ∆tf,j is the time that it took the jth

droplet to freeze in the interval. The heterogeneous freezing rate coefficient is then

Jhet(T
i) =

ωhet(T
i)

Adrop
. (B.3)

Adrop is the area of contact between the liquid water droplet and the substrate.
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B.1.7 Molecular dynamics (MD) simulations

MD simulations of water film on the mica surfaces were performed at 243.5 K in

the NVT ensemble. Mica crystal structure was imported from American Mineral-

ogist Crystal Structure Database [282]. The chemistry formula for the unit cell is

KAl2(Si3Al)O10(OH)2. Si was substituted with Al with a Si:Al ratio of 3:1. This

was achieved through randomly substituting the Si atoms to Al atoms in the crystal

structure. It was ensured that no two Al atoms were connected through a bridging

oxygen atom. The substitution creates a net negative charge that attracts cations.

Initially, cations, regardless of types, were placed in the voids created by Si/Al and

the bridging oxygen atoms. The ions were placed randomly on the mica surface and

were free to diffuse during the simulations.

The MD simulation systems comprised of a mica sheet with a water layer placed

on top of the surface. There was vacuum above the water layer and a repulsive wall

placed at the edge of the simulation box to prevent the water molecules from diffusing

across the box to the other side of the mica surface. The water layer on mica was

about 4 nm thick with 5000 water molecules. The box dimensions were 6.2 × 7.2

× 20 nm3, with the z-direction normal to the mica surface. The repulsive wall was

placed at least 8 nm away from the surface. The mica surface comprised 96 mica unit

cells. CLAYFF force field [283] was used to describe the surface. TIP4P/Ice water

model [284], which predicts the correct freezing point for water, was used to describe

144



the water molecules. Lorentz-Berthelot mixing rules [285] were used for water-surface

(including water-ion) cross interactions. The repulsive wall comprised of atoms with

no partial charge and Lennard Jones parameters σ = 0.356 nm and ε = 0.293 kJ/mol.

All the MD simulations were performed in the NVT ensemble at 243.5 K for 220 ns.

The temperature was annealed from 300 K to 243.5 K in the first 10 ns. During

the simulation, atoms in mica surface except the cations were held fixed, i.e the

mica surface except the cations was effectively at 0 K. The cations were free to

diffuse. Temperature was controlled using the V-rescale [286] thermostat with a time

constant of 2 ps. The water molecules and mica surface were coupled to different

thermostats at reference temperature of 243.5 K. The LINCS [287] algorithm was

used to maintain the water geometry and Particle Mesh Ewald (PME) [288] method

was applied to calculate the electrostatic interactions. We used a time step of 2 fs.

Configurations were stored every 10 ps and we used the last 120 ns of 220 ns for all

the analysis. For each system, three simulations were performed by randomizing the

molecular velocities of the atoms in the system. All simulations were performed using

Gromacs 2018.3 [289, 290, 291].

B.1.8 Calculation of hydrogen bonded clusters of water

molecules

We performed calculations to identify clusters of hydrogen bonded water molecules.

To this end, we first identified the hydrogen bonded water molecules. After the
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Figure B.7: Probability of observing clusters greater than a given size on
Ca2+-mica (a) and K+-mica (b) with hij > 0.7, hij > 0.8, and hij > 0.9
criteria.

hydrogen bonded water molecules were identified, clusters formed by those were found

using Cytoscope (a network analysis software) [146]. Geometric criteria were used

for identifying the hydrogen bonds between water molecules. To reduce the effect
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of thermal fluctuations we adapted the definition of history independent hydrogen

bonds as proposed by Stanley and coworkers [144]. We divided our 100 ns production

simulation into 10 observation windows of 2 ns each. We identified those hydrogen

bonds that existed for 80% of the frames in this 2 ns window. In this definition, the

bonds do not need to exist continuously. This criteria can be described as

hij =
1

Nc

Nc∑
t=1

hij(t) (B.4)

where

hij =


1 if there is a hydrogen bond between molecules i and j

0 otherwise

and NC is the number of configurations in the observation window. If hij > 0.8, then it

is considered that atoms i and j are hydrogen bonded in the observation window and

used for further cluster analysis. We also evaluated the effect of changing this criteria

to hij > 0.7 and hij > 0.9. As expected, with the less strict criterion (i.e. hij > 0.7)

more clusters are identified. However, the trends observed in the distribution of

cluster size with charge on the ions remains consistent, as seen in Fig. B.7. Thus,

this criteria does not affect the discussion and conclusion in the manuscript.

To evaluate the effect of the length of the observation window, we performed the

analysis for observation windows of 0.5, 1, 2 and 5 ns. Given the criteria above (i.e.
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Figure B.8: Probability of observing clusters greater than a given size
on (a) Ca2+-mica and (b) K+-mica using different lengths of observation
windows. hij > 0.8 criteria was used for all these calculations.

of hij > 0.8) it could be considered that the condition for being hydrogen bonded gets

stricter with increasing length of observation window. As expected, larger number of

clusters are observed with less strict criterion. Again, the trends across the cations
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however, remain consistent for all observation window lengths. See Figs. B.8(a) and

(b). We thus focus on the results from the 2 ns observation window. This gives us

a balance between identifying relatively longer lived clusters and sufficient sampling.

The results presented in the main text are for 2 ns observation window and are

averaged over ten windows – 110-112, 120-122, 130-132, 140-142, 150-152, 160-162,

170-172, 180-182, 190-192, and 200-202 ns.

B.1.9 Single ion in water simulations

MD simulations of single ion in water were performed in the NPT ensemble at 243.5K

and 1 bar. Six ions were studied: Ca+, Ca2+, Ca3+, K+, K2+, K3+. In each case,

the system consisted of one cation and 2000 TIP4P/Ice [284] water molecules. We

used the same Lennard Jones parameters [283] for the cations as the ones used for

the mica-water simulations.

The systems were equilibrated for 20 ns followed by a 100 ns production simulation.

Berendsen thermostat and barostat [292] with a time constant of 2 ps were used

to control the temperature and pressure during the equilibration simulation. In the

production run, the V-rescale [286] thermostat and Parrinello-Rahman barostat [293]

were used with a time constant of 2 ps for both. LINCS[287] algorithm was used

to keep the water molecules rigid. Particle Mesh Ewald (PME) [288] was used to

handle the long-range electrostatic interactions. A timestep of 2 fs was used. The

configurations were stored every 2 ps. Simulations were performed using Gromacs
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Figure B.9: Radial distribution function of cation and water oxygen calcu-
lated from simulations of single ion in water at 243.5 K. Panel (a): Ca ions
with 1+, 2+ and 3+ charge. Panel (b): K ions with 1+, 2+ and 3+ charge.

2018.3 [289, 290, 291]. The radial distribution function (RDF) between the cation

and water oxygen atoms are shown in Fig. B.9. The first and second minimum in

these RDFs were used to determine the water molecules within the first and second

hydration layer of the ions.
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B.1.10 Microsecond long simulations on smaller Ca-mica

surfaces

MD simulations of Ca-mica surfaces substituted with Ca2+ and Ca3+ ions were per-

formed at 243.5K. The surface generation methodology was the same as described

above. Since, these were longer simulations we reduced the surface dimensions to

3.1 × 3.6 nm2. This corresponding simulation box dimensions were 3.1 × 3.6 × 20

nm3. A layer of 1500 water molecules was placed on the surface. All other simulation

details are the same as described above. For each system, three simulations were

performed by randomizing the molecular velocities of the atoms.

B.1.11 Clusters on Ki+, i = 1, 2, 3 mica surfaces

The clusters of hydrogen bonded water molecules were calculated for the Ki+, i =

1, 2, 3 mica surfaces. The fraction of free water in the interfacial region as well as in

the hydrogen bonded clusters was determined. The results are shown in Fig. B.10.

B.1.12 Ice-like water cluster identification

Water molecules were classified as ice-like using the tetrahedral order parameter (q)

[149, 150]. The tetrahedral order parameter for a water molecule i is calculated using

Eq. B.5, where ni is the total number of water molecules in the first hydration shell

of water molecule i and θjik is the angle between the oxygen atoms of water molecules

j, i, and k (i.e., ∠OjOiOk).
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Figure B.10: Panel (a): Probability of observing clusters greater than a
given size on the surface of K-mica with various charges. The data presented
here uses the cutoff of 80% and observation window of 2 ns for determining
hydrogen bonded water molecules. Panel (b): Fraction of free water within
0.8 nm of the mica surface.Panel (c): Fraction of free water in the largest
cluster of hydrogen bonded water molecules. The solid lines indicate the
running average.

qi =

ni−1∑
j=1

ni∑
k=j+1

(|cosθjik|cosθjik +
1

9
)2 (B.5)

For a perfect tetrahedral, q = 0. We used a cutoff value of 0.4; if the tetrahedral

order parameter is less than 0.4, the water molecule is tagged as ice-like. The cluster

analysis was performed on the ice-like water molecules to obtain their clusters. Water

molecules identified as ice-like and within 0.35 nm of each other were considered

connected. Clusters between the connected water molecules were identified. No

water molecule could belong to more than one cluster. Water molecules within 0.8

nm were considered for these calculations. We show the distribution of clusters of

ice-like water molecules obtained from the microsecond long simulations of the Ca2+

and Ca3+-mica (smaller) surfaces.
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We also used PointNet based method [151] to identify the ice-like molecules. This

is a stricter criteria than tetrahedral order parameter. We find that several water

molecules in the largest clusters of hydrogen bonded water molecules were identified

as ice-like. Fig. B.12 is a representative snapshot.

B.1.13 Simulations of mica surfaces with shifted ions

To investigate the role of the regions of mica surface devoid of ions in promoting

ice nucleation, we created mica surfaces with ions shifted to limited region (approx-

imately 1.5 nm in width) of the surface. This resulted in a large region on the mica

surface devoid of ions. We performed these calculations on K3+- and Ca3+-mica.

Fig.B.13 shows the representative snapshots of the mica surface with shifted ions.

Simulations of water layer on these surfaces were performed at 243.5 K. The same

simulation protocol described above was used here. The positions of the ions however,

were restricted using position restraints. The analysis performed is the same as that

described above. The analysis included identification of the largest cluster of hydro-

gen bonded water molecules, largest cluster of ice-like particles, and identification of

free water in the hydrogen bonded clusters. Representative snapshots of the largest

cluster of hydrogen bonded water molecules and largest clusters of ice-like particles

are shown in Figs. B.14 and B.15.
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Figure B.11: Distribution of cluster size of ice-like water molecules for
3.1×3.6 nm2 mica surfaces. Ice-like water molecules were identified using
tetrahedral order parameter.
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Figure B.12: Snapshot of a cluster of hydrogen bonded water molecules
on Ca3+-mica surface with ice-like water molecules identified from Point-
Net highlighted in yellow. Color code: gray:mica surfaces, sienna: Ca3+

ions, blue: hydrogen bonded water molecules and yellow: water molecules
classified as ice-like by PointNet.
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Figure B.13: Snapshots of (a) K3+-shift and (b) Ca3+-shift mica. The ions
have been shifted to create a large region of mica surface devoid of any ions.
Color code: yellow: Si, pink: Al, red: oxygen, green: K3+ ion and brown:
Ca3+ ion.
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Figure B.14: Representative snapshots of hydrogen bonded clusters on
K3+-shift mica. Color code: white: Si, silver: Oxygen, grey: Al, red: water
in 1st hydration shell of ions, blue: water in 2nd hydration shell of ions, cyan:
free water, yellow: largest cluster of ice-like water molecules, and green: K3+

ion.
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Figure B.15: Representative snapshots of hydrogen bonded clusters on
Ca3+-shift mica. Color code: white: Si, silver: Oxygen, grey: Al, red: water
in 1st hydration shell of ions, blue: water in 2nd hydration shell of ions,
cyan: free water, yellow: largest cluster of ice-like water molecules, and
brown: Ca3+ ion.
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B.2 Supplementary Information of Chapter 4

B.2.1 Introduction

The supporting information provides ten additional figures, six supplementary text

sections and four supplementary tables.

B.2.2 Particle Dispersion Model

We performed backward mode simulations of the Lagrangian Flexible Particle (FLEX-

PART) dispersion model [205, 206, 207]. For each of the simulations corresponding

to our aerosol samples, 80,000 passive air parcels were released from OMP and trans-

ported backward in time and space for up to 20 days [205]. The backward simulations

calculated three-dimensional matrices of residence times of the air parcels every 3

hours in an output grid with a horizontal resolution of 1◦ latitude by 1◦ longitude

and 11 vertical levels up to 15 km. The backward simulations can also calculate sensi-

tivity factors of tracer mixing ratios at the receptor to emission fluxes in surface cells

during the transport period. We multiplied the sensitivity factors with CO emission

inventories, Emissions Database for Global Atmospheric Research version 4.2 (EC-

JRC/PBL. , 2011) and the Global Fire Assimilation System [294] to estimate the CO

contributions from anthropogenic and wildfire sources and air mass origins and ages

[208].
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Figure B.16: Classification scheme used to identify the types of particles
analyzed by CCSEM/ EDX.

B.2.3 Single-particle analysis

We used a computer-controlled environmental scanning electron microscope (FEI,

Quanta 3D) to probe individual particles. The CCSEM is equipped with an energy

dispersive X-ray (EDX) spectrometer with a Si (Li) detector possessing an active

surface area of 10 mm2. The X-ray spectra were taken at a beam current of 0.43

nA and an accelerating voltage of 20 kV. We utilized CCSEM/EDX data to classify

thousands of individual particles. We classified the particles into eight categories

based on their elemental compositions (atomic %): 1) Na-rich, 2) Na-rich/sulfate, 3)

sulfate, 4) carbonaceous, 5) dust, 6) carbonaceous coated dust 7) sulfate coated dust,

and 8) others. Figure B.16 illustrates the particle classification scheme. In the first

step, all the particles were segregated into two classes based on particles containing

more/less than 1 atomic percent of Na. Because the aerosol particles were collected

near marine environment, so they will be either Na-rich or Na-lean. The Na-rich
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particles were then subdivided into two groups based on the sum of the abundance

of mineral elements: aluminum, silicon, iron, and calcium because these elements

are common in dust particles. If the particles contained more sodium than mineral

elements (Al, Si, Fe and, Ca), they were classified in either “Na-rich” ([Na] ≥ [S]) or

“Na-rich/Sulfates” ([Na] < [S]) categories, depending on the concentration of sulfur

element with respect to sodium. Sodium-deficient ([Na] < 1 atomic %) particle were

classified into four groups. Particles dominated by carbon, nitrogen, and oxygen

elements (> 99 atomic %) were identified as “Carbonaceous particles”. With sulfur

concentration above a threshold level of 0.5 atomic %, the particles were classified

as “sulfate” when C, N, O, S were found to be the major constituent elements (>

99 atomic %). Particles containing [Al, Si, Fe, Ca] above 4% were considered dust.

Particles containing [Al, Si, Fe, Ca] less than 4% were classified into two categories.

If the atomic percent of the abundance of the element was less than 2%, the particle

was considered as “other”. Particles containing a percent of Al, Si, Fe, Ca greater

than 2% were subdivided into two classes- with [C, N, O] percent greater than 85%,

they were considered as carbonaceous coated dust, and with [C, N, O] percent greater

than 85% with [S]>1% were considered as sulfate coated dust. For INP classification,

we followed the same classification scheme, except we adjusted the [C, N, O] percent

because we excluded Si and N from the classification and normalized the atomic

percentage. Si and N constitute the Si3N4 substrates on which the IN experiments

were conducted and including Si and N would result in an overestimation of these
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elements.

The carbon features present in the aerosol population were analyzed using

STXM/NEXAFS. The detail of the beamline at Advanced Light Source at Lawrence

Berkeley National Laboratory is described elsewhere [295]. STXM utilizes the trans-

mission of soft X-ray beams generated from a synchrotron light source across a raster-

scanned sample at given photon energy to probe the chemical bonding of elements of

interest. Particles were scanned for energy levels between 278 and 320 eV to obtain

X-ray absorption spectra of the carbon K-edge. The X-ray transmitted through the

particles acquired at each energy and position is then converted to an optical density

(ODE) using the Beer-Lambert Law:

ODE = − ln

(
I(E)

Io(E)

)
= µ(E)ρt (B.6)

Where I is the intensity at a given energy, Io is the background intensity, µ(E) is

the mass absorption coefficient at X-ray energy E, ρ is the mass density and t is the

particle thickness [211]. The datasets acquired for this study included ‘maps’ that

were collected at eleven different energies of the carbon K-edge and spectral ‘stacks’

that were collected at 111 energies of the carbon K-edge. The spatially resolved

spectra yielded carbon composition and mixing states of individual particles. A 25

nm zone plate was used for the STXM imaging [296, 297]. The carbon K-edge images

can be used to calculate the organic volume fraction (OVF) [213]. The thickness of
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both organic and inorganic components was calculated from the optical density at

energy either pre-edge (278 eV) or post-edge (320eV). The OD at each a given energy

can be estimated as a linear combination of the ODs of the inorganic and organic

components [213, 298] -

OD278 = µINO278 ρINOtINO + µORG278 ρORGtORG (B.7)

OD320 = µINO320 ρINOtINO + µORG320 ρORGtORG (B.8)

where INO and ORG representing inorganic and organic components. By taking

OD320−OD278, the thickness of the inorganic (tINO) and organic (tORG) components

can be calculated as-

tINO =
OD278 − µORG278 ρORGtORG

µINO278 ρINO
(B.9)

tORG =
OD320 − AINOOD278

(µORG320 − AINOµORG278 )× ρORG
(B.10)

where, AINO is (µI320NO)/(µO320RG). Then the OVF was calculated by taking the

ratio of the organic component thickness to the total thickness. The mass absorption

coefficients were calculated using previous methods [299]. The densities of NaCl (2.16

gcm3) and Adipic acid (1.36 gcm3) are used for this work. The OD320 − OD278 was

used to calculate the TCA [212].
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B.2.4 Mixing State Calculation

In this study, C, N, O, Na, Mg, Al, Si, P, S, Cl, K, Ca, Mn, Fe, and Zn elements

were selected for mixing state calculation. A previous study showed CCSEM/EDX

is more quantitative for elements with Z>11 and only semi-quantitative for C, N,

and O [300] which added a caveat to the quantification mass calculation. This might

result in an overestimation of C, N, and O mass. The mixing state parameterization

begins with converting atomic percent data from the CCSEM-EDX to mass fractions

[217, 218]. The individual mass mi is calculated based on density due to elemental

composition. In this study we used 1.77 gm/cm3 for carbonaceous, 1.83 gm/cm3 for

sulfate, 2.2 gm/cm3 for Na-rich particle, 2.6 gm/cm3 for dust for mass calculation of

carbonaceous, sulfate, Na-rich, and dust particles, respectively [301]. For calculating

the masses of Na-rich sulfate, carbonaceous coated dust, and sulfate coated dust

particles, we took the arithmetic mean of the densities of known aerosol classes; for

example, to get the density of Na-rich sulfate particles, we took the average of the

density of Na-rich class and Sulfate class. The masses of each of the elements were

calculated by multiplying the atomic percent data by the particle mass. The volumes

of the particles were calculated from the area equivalent diameter. The masses of

the particles were then calculated by multiplying the volume with the densities of

each of the aerosol classes. Then the mass fraction of a particle within a sample,

the mass fraction of components within a sample and mass fraction of component

a within particle was calculated. The Shannon entropy for each particle (Hi), each
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component Hα and for the bulk Hγ is then calculated using the mass fractions. From

the Shannon entropy the diversity values for the number of species within a specific

particle Di, the average number of species within any given particle Dα, the number

of species within the entire sample are defined with the following equations-

Di = eHi , Dα = eHα , Dγ = eHγ (B.11)

The mixing state index χ is calculated from the diversity values using the following

equation-

χ =
Dα − 1

Dγ − 1
(B.12)

B.2.5 Spectral Deconvolution

We performed spectral deconvolution analysis to determine the relative contribution

from each of the observed functional groups [210, 220]. The spectral deconvolution

creates a fit of a spectrum using a nonlinear least square fit algorithm. The decon-

volved peaks were fitted with a pre-edge subtracted normalized spectrum. The fitting

was done by adjusting the peak positions and width value to obtain the height of each

of the peaks. From the peak height and width, the area under the curve is calcu-

lated. The fit parameters are listed in Table S2. Figure B.22 shows the representative

spectral deconvolution obtained for carbon K-edge spectrum for this study.
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B.2.6 Estimation of glass transition temperature (Tg) and

relative humidity-dependent glass transition tempera-

ture Tg(RH)

Gordon-Taylor equation from a previous study was used to calculate the glass tran-

sition temperature [302].

Tg(worg) =
wwTg,wkGT + worgTg,dry

wwkGT + worg
(B.13)

RH = 100×
(

1 + κorg ×
ρw
ρorg

worg
ww

)−1

(B.14)

Here worg is the mass fraction of organics, ww is the mass fraction of water, Tg,w is

the glass transition temperature of water (136K), kGT is the Gordon-Taylor constant

(taken as 2.5 from a previous study) [302], Tg,org is the dry glass transition tempera-

ture, ρw is the density of water (1 g/cm−3), ρorg is the density of organic (1.4 g/cm3),

κorg is the CCN derived hygroscopicity parameter of the organic fraction (0.17) [194].

For this study, we adopted the mean Tg,dry from a previous study [227]. Equation

S8 is converted to Tg(RH) by converting worg to relative humidity dependent term

[227, 228, 302].

Tg(RH) =

(
1− 1.4− 1.4×RH

100

1.4− 1.28×RH
100

)
× 136 + 0.4×

(
1.4− 1.4×RH

100

1.4− 1.28×RH
100

)
× Tg,dry(

1− 1.4− 1.4×RH
100

1.4− 1.28×RH
100

)
+ 0.4×

(
1.4− 1.4×RH

100

1.4− 1.28×RH
100

) (B.15)
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B.2.7 Ice Nucleation Experiments

The ice nucleation experiments were performed using a custom-made temperature

and humidity-controlled cryo-stage that was described in detail in a previous study

[214]. The ice nucleation setup was interfaced with a temperature control unit (Model

22C, Cryogenic Control Systems, Inc.) and a water vapor supply to control relative

humidity inside the chamber. The temperature of the cryo-stage was monitored by

a temperature sensor (±0.15 K, Pt-100, Omega Engineering Inc.) that was located

at the bottom of the sample holder. The desired dew point temperature (Td) was

achieved by passing ultra-high purity dry N2(g) through a temperature-controlled

water reservoir and then pumped into the ESEM chamber. Ice nucleation exper-

iments were performed at isobaric (constant Td) as well as isothermal conditions,

meaning constant particle/substrate temperature (Tp). The first ice nucleation event

over the entire exposed area was detected by looking at SEM images during isobaric

experiments while decreasing the Tp at a rate were of 0.1-0.2 K/min. A chilled mirror

hygrometer (GE Sensing, Model 1311XR) was used to measure the Td. Tp and Td were

used to calculate the relative humidity with respect to ice (RHice), from the ratio of

P (Td) and Pice(Tp) where P (Td) and Pice(Tp) denoted the water vapor partial pressure

in the ESEM chamber and saturation vapor pressure over ice at Tp, respectively. The
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error of RHice was calculated using the below equation-

Error = RHice−100× e
(9.550426−5723.265/(Td−0.15)+3.53068×LN((Td−0.15))|0.00728332×(Td−0.15))

e(9.550426−5723.265/(Tp+0.3)+3.53068×LN((Tp+0.3))|0.00728332×(Tp+0.3))

(B.16)

Here, Td= dew point temperature Tp= Particle temperature

B.2.8 Estimation of NINP

We estimated the activated INP (NINP ) per liter of air via deposition mode (205-

220K) for each of the samples which are provided in Table S1. To compute the

NINP values, the observations of INP activated fractions and measurements of total

particle number concentration in air (ambient condition) obtained with an optical

particle counter (> 0.3 micron) throughout each sample collection period were used.

The observed active fractions were computed using the ratio of the number of ice

crystals generated simultaneously to the total number of particles on the substrate.

This calculation results in the NINP 0.017, 0.017 and 0.01 L−1 for sample SA1, SA2,

SA3 respectively. The calculated INP concentrations are within the range of the

previous OMP study [164].
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Figure B.17: The bar graph of folded (multipled) contribution (%) of air
mass concentration at each site at the respective times.
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Figure B.18: The top panel reports the concentration and the bottom
panel normalized values of elemental carbon, organic carbon, anion, and
cation. Note, sodium concentrations were not reported due to the high
blank concentrations associated with quartz filters.
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Figure B.19: FLEXPART carbon monoxide source apportionment plot for
different sampling times shown with different colors, e.g. SA1 (green), SA2
(yellow), SA3 (red).

Figure B.20: Size-resolved mixed particle classes obtained from
STXM/NEXAFS; N.P. stands for the number of particles analyzed.
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Figure B.21: Scatterplot of average particle species diversity, Dα, and bulk
population species diversity, Dγ . The solid lines indicate constant mixing
state index χ values. Green, mustard yellow, and red filled circles represent
sample SA1, SA2, and SA3 respectively.
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Figure B.22: Representative spectral deconvolution of carbon K-edge spec-
trum. The bold black line is the normalized spectrum obtained from the
experimental data and the green line is the fitted curve. Each of the colors
showed different fitted peaks.

Figure B.23: Representative organic volume fraction maps from
STXM/NEXAFS analysis for different samples with respect to NaCl/Adipic
acid system. The yellow color indicates organic-rich, and the blue color
indicates inorganic-rich portions of the particles.
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Figure B.24: The plots (a)–(c) represent the ambient conditions of sample
SA1, SA2 and, SA3 respectively for the last five days of transport, the condi-
tions were extracted from the GFS analysis along the FLEXPART modeled
path weighted by the residence time. The red and blue line represents the
mean value of temperature and RH respectively and the shaded region rep-
resents the uncertainty of the temperature and RH.

Figure B.25: Representative scanning electron microscopy images of the
identified INPs of different classes (a) carbonaceous, (b) sulfate, (c) carbona-
ceous coated dust and, (d) sulfate coated dust and their respective energy
dispersive X-ray spectra.
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Table B.2
Sampling dates, times, plume age, estimated mass fraction of organic
carbon, concentration, and size of the particle population and of the

INPs(a)

Sample

Sampling

Date and

Times

(2014)

Plume

Age

(Day)

OC

(µg/m3)

DAeq

(µm)

As

(mm2)

fA

(10−5)

dINP

(µm)

NINP

(L−1)

SA1
4 July

14:49-21:00

16.37 0.469
0.52

(±0.71)

0.015

(±0.001)

7.03

(±1.11)

NA
0.017

±0.003

SA2
10 July

17:24-20:22

16.24 0.056
0.58

(±0.52)

0.012

(±0.002)

9.99

(±5.34)

2.56

(±2.01)

0.017

±0.009

SA3
12 July

15:07-18:33

16.01 0.114
0.48

(±0.49)

0.023

(±0.001)

4.26

(±0.42)

2.25

(±1.47)

0.010

±0.001

(a) Mean area equivalent diameter (DAeq), the total surface area of the particles

available for ice nucleation (As), INP diameter (dINP ). The numbers in brackets

indicate the standard deviations for DAeq, As, dINP . For sample SA1, dINP is not

available.
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Table B.3
Spectral deconvolution parameters.

Energy
(eV)

Transition Functional group
Width
(eV)

References

285.1 K1s −→ π∗ ′C∗ = C ′ 1.20± 0.07 [220, 297]

286.6
K1s −→ π∗ or
K1s −→ π∗

C = O′ or
C∗OH

0.92± 0.09 [211, 303]

287.7 K1s −→ C∗H ′C∗ = H ′ 1.10± 0.11 [220, 222, 304]

288.3 K1s −→ π∗ ′NH(C∗ = O)′ 0.38± 0.40 [220, 222, 304]

288.6 K1s −→ π∗ ′COOH ′ 0.89± 0.05 [211, 220, 225, 304]

289.5 K1s −→ π∗ ′C −OH ′ 1.2± 0.06 [210, 211, 220, 222, 304]

290 Edge Step Total Carbon 2± 0.20 [210, 211, 220, 222, 304]

290.4 K1s −→ π∗ ′C∗O3 0.68± 0.10 [210, 211, 220, 222, 304]

297.1 L22p1/2 K∗ 1.20± 0.40 [210, 211, 220, 222, 304]

299.7 L32p3/2 K∗ 0.82± 0.31 [210, 211, 220, 222, 304]

300.2 1s −→ σ∗ ′C∗ = C,C∗ = O 4.08± 1.25 [210, 211, 220, 222, 304]

Table B.4
Average particle concentration in the air from optical particle counter

measurement, number of particles analyzed using CCSEM/EDX,
STXM/NEXAFS and aspect ratio measurement.

Sample
Np, L

−1

(>0.3µm)

Np,L
−1

(>0.4µm)

Number of

Particles

analyzed using

CCSEM/EDX

(Size resolved

chemical

composition

& mixing state)

Number of

Particles

analyzed using

STXM/NEXAFS

(Mixing state,

TCA)

Number of

particles

analyzed for

Aspect ratio

measurement

SA1 247.4 79 11099 750 122

SA2 171.1 56 4346 233 104

SA3 171.3 35 8252 403 102
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Table B.5
Particle phase state in different samples from STXM/NEXAFS

Measurements.

Samples Mixing State
Number

of

Particles

Phase State Phase State (%)

Solid
Semi

Solid
Liquid Solid

Semi

Solid
Liquid

SA1

OC + INO 299 53 81 165 17.80 27.02 55.18

OC+EC 4 4 0 0 100.00 0.00 0

OC+EC+INO 178 38 61 79 21.35 34.27 44.38

OC 0 0 0 0 0.00 0.00 0

SA2

OC + INO 86 6 24 56 6.98 27.91 65.11

OC+EC 3 2 1 66.67 33.33 0

OC+EC+INO 82 19 25 38 23.17 30.49 46.34

OC 2 2 0 0 100.00 0.00 0

SA2

OC + INO 80 7 13 60 8.75 16.25 75

OC+EC 16 10 6 0 62.50 37.50 0

OC+EC+INO 198 24 34 140 12.12 17.17 70.71

OC 2 1 0 1 50.00 0 50

Table B.6
The temperature and relative humidity with respect to ice for both the

mixed-phase and cirrus cloud regimes investigated using the ESEM.

Sample
Mixed Phase Cloud Regime Cirrus Cloud Regime

Temperature (K) RHice (%) Temperature (K) RHice (%)

SA1 235 - 250 120 - 128 205 - 220 119 - 125

SA2 235 - 250 117 - 131 205 - 220 126 - 139

SA3 235 - 250 121 - 136 205 - 220 134 - 135
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Table B.7
Experimentally derived heterogeneous ice nucleation rate coefficients, Jhet
as a function of the water activity criterion, ∆aw used in Figure 4.6(c).

∆aw
Jhet

(cm−2s−1)
∆aw

Jhet
(cm−2s−1)

∆aw
Jhet

(cm−2s−1)

SA1

0.1435 47.5182

SA2

0.1234 56.74531

SA3

0.14351 27.06575

0.14351 51.83821 0.14423 61.90418 0.15801 29.32108

0.16274 57.02168 0.14788 68.09575 0.16734 31.98674

0.16988 63.35779 0.17554 75.66064 0.17597 35.1852

0.17771 71.2771 0.18027 85.11968 0.18616 39.09489

0.1807 81.45917 0.19847 97.2792 0.20464 43.9815

0.18596 95.03641 0.20372 113.49324 0.21404 50.26434

0.18622 114.04336 0.21318 136.1915 0.21405 58.64217

0.19173 142.55419 0.21416 170.23937 0.23405 70.3704

0.19461 190.07281 0.22408 226.98126 0.23914 87.96299

0.1975 285.10839 0.22526 340.47874 0.2409 117.28433

0.20436 570.21679 0.23917 680.95749 0.24392 175.92599

0.27622 351.85198
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B.3 Supplementary Information for Chapter 5

Figure B.26: Classification scheme used to identify the types of particles
analyzed by CCSEM/EDX.
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Figure B.27: 120 h Hybrid Single-Particle Lagrangian Integrated Trajec-
tory (HYSPLIT) back trajectory for the end of each sampling period for the
samples collected 08/15/2019 (a, c), samples collected on 08/20/2019 (b,d).

Figure B.28: Cloud base heights measured from ceilometer.
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Figure B.29: Core-shell morphology of particles from case study 1 at
1000m. The left panel shows the particle morphology from SEM imag-
ing. The right panel shows the same field of view of the particles using
STXM/NEXAFS Imaging

Table B.8
Dates, times, flight hours, altitude and, the instrument flown during TBS

flights.

Sampling

Date

Sampling time

(UTC)

Flight

hours (hr)

Altitude

(m)

Instrument

flown

08/15/2019 21 : 18 : 00− 03 : 41 : 00 5 500m iMet, POPS, CPC

08/15/2019 21 : 18 : 00− 03 : 41 : 00 5 1000m iMet, POPS, CPC

08/20/2019 23 : 44 : 00− 01 : 37 : 00 2.7 200m iMet, POPS, CPC

08/20/2019 23 : 26 : 00− 01 : 37 : 00 3.9 1100m iMet, POPS, CPC
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