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This paper summarizes the recent state of the art of the following topics presented at the FQMT’08

conference: Foundations of quantum physics, Quantum measurement; Quantum noise, decoherence

and dephasing; Cold atoms and Bose–Einstein condensation; Physics of quantum computing and

information; Nonequilibrium quantum statistical mechanics; Quantum, mesoscopic and partly classical

thermodynamics; Mesoscopic, nano-electro-mechanical systems and optomechanical systems; Spins

systems and their dynamics, Brownian motion and molecular motors; Physics of biological systems, and

Relevant experiments from the nanoscale to the macroscale.

To all these subjects an introduction is given and the recent literature is overviewed. The paper

contains some 680 references in total.
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Introduction

Recent progress in nanoscale technologies enables the pre-
paration of well defined artificial structures composed of atoms
(molecules) in the number range of between several and
hundreds and to measure many characteristics of such systems
of nanoscale sizes. At the same time, advances of measurement
techniques open the possibility to investigate not only these
artificial structures, but also structures of similar nanoscale size
occurring in nature, as for example complex molecules, molecular
motors in living cells, prions and viruses.

There is thus a growing demand for a better understanding of
the (possible phenomenological ‘‘quantum thermodynamical’’)
laws which govern the behavior of these systems and insight into
the problems and interpretations of quantum physics based upon
the methods of condensed matter physics and quantum optics. To
find these laws is a challenging task, due to the complexity of
these systems, their diversity, and the fact that these systems are
on the borderline between different disciplines (i.e., physics,
chemistry and biology) where the diverse dynamic behavior of
these systems and corresponding various methods of their
description (individual and statistical, microscopic and macro-
scopic, classical and quantum) meet.
ll rights reserved.
In general, the FQMT’08 conference addressed quantum
physics and non-equilibrium quantum statistical physics and
focused on six main aspect and problem areas:
1.
 Time evolution of non-equilibrium quantum systems.

2.
 The role of size and dimension on systems.

3.
 Many-body effects, disorder.

4.
 Quantum noise and quantum decoherence.

5.
 Molecular motors, nanoscale biological systems.

6.
 Foundations of quantum mechanics and quantum field theory.

These aspects and problems concern many physical situations
studied by condensed matter physics (e.g., metals, semiconduc-
tors, superconductors, and their various combinations, in artifi-
cially created structures), plasma physics, nuclear physics,
elementary particle physics, chemistry and biology. A good
understanding of the time evolution of quantum systems, both
on the short and long time scale is essential for an explanation of
many experiments pertaining to mesoscopic systems. The theory
of non-equilibrium behavior of quantum systems is, however, far
from being complete. There are lasting and extremely important
problems related to modern technologies, including questions of
irreversible behavior of real systems in comparison with rever-
sible microscopic laws, emergence of classical macroscopic
behavior from microscopic quantum behavior and macroscopic
quantum systems (such as Bose–Einstein condensates), limits to
‘‘phenomenological’’ thermodynamic descriptions, and the pro-
blem of how to describe properly open quantum systems far from
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equilibrium states (as for example a system under the influence of
strong time dependent laser pulses), especially in the case of
strong interaction between a small system and reservoirs (contact
baths).

The above problems are related to questions of description of
dissipation, dephasing and decoherence processes, and, on a very
basic level, to the foundations of quantum mechanics and related
theories of quantum measurement. The best systems to measure
and investigate these problems and questions are mesoscopic
systems which are nowadays prepared by technologies which
provide artificial structures having well defined parameters.
Various systems of nanoscale size are studied by methods of
condensed matter physics and quantum optics, using suitable
samples, to observe the behavior of quantum systems in order to
obtain a deeper understanding of quantum physics, as repre-
sented by quantum interference phenomena, decoherence pro-
cesses, entanglement, the uncertainty principle, nonlocality and
quantum measurement.

A better knowledge and insight into the foundations of
quantum physics is of principle interest for proper formulation
of the fundamental laws of physics in regard to Bell inequalities
and quantum gravity. It is also essential for developing a suitable
description of small quantum systems and their applications. This
applies particularly to quantum optics investigations and physics
of quantum computing, where questions of quantum interference,
entanglement and decoherence processes together with knowl-
edge of time scales governing the dynamics of the studied
systems are essential and mutually beneficial.

Time evolution of mesoscopic systems and accompanied
decoherence processes are strongly related to the many body
interactions in systems. The strong correlations in systems are,
however, far from being understood even in equilibrium. Apart
from the properties determined by (electron) charges, spin
dynamics of nanoscale systems are also interesting to study, both
in terms of basic research and possible applications. An under-
standing of mesoscopic systems, however, is far from being
complete. Another promising contribution to advance the under-
standing of mesoscopic systems, and at the same time the
foundation of quantum physics, comes from a combination of
electron transport and mechanical degrees of freedom in so-called
nano-electro-mechanical systems (NEMS). These systems not only
provide interesting data, but they also bring other possibilities of
how to measure and investigate other small systems of various
origins.

The last, but not the least, challenging problem is represented
by stochastic behavior of quantum systems caused either by
innate features of the systems or by noise related to the fact that
the studied systems are open. Quantum and temperature
fluctuations, as well as quantum noise in mesoscopic systems,
created an essential part of the conference contributions.
Particularly, spin fluctuations and related dynamics were dis-
cussed. Experimental as well as theoretical studies of transport
and optical properties, including full counting statistics of systems
were considered. The conference dealt also with the physics of
Brownian motion and molecular motors, of both artificial and
biological systems.

Nowadays, all the above-mentioned problems connect ther-
modynamics, statistical physics, quantum theory and physics of
small systems not only from a theoretical, but also from an
experimental point of view, at many levels. This recent state of the
art motivated the organization of the FQMT’08 conference and the
following choice of its main topics: Foundations of quantum
physics, Quantum measurement; Quantum noise, decoherence
and dephasing; Cold atoms and Bose–Einstein condensation;
Physics of quantum computing and information; Nonequilibrium
quantum statistical mechanics; Quantum, mesoscopic and partly
classical thermodynamics; Mesoscopic, nano-electro-mechanical
systems and optomechanical systems; Spins systems and their
dynamics, Brownian motion and molecular motors; Physics of
biological systems, and Relevant experiments from the nanoscale
to the macroscale.

Many participants have submitted a contribution to these
proceedings. These have been grouped in 11 sections:
1.
 General physics.

2.
 Foundations of quantum mechanics.

3.
 Quantum measurement, entanglement, coherence and dis-

sipation.

4.
 Quantum optics.

5.
 Cold atoms and Bose–Einstein condensation.

6.
 Physics of quantum computing and information.

7.
 Quantum thermodynamics.

8.
 Non-equilibrium quantum statistical physics.

9.
 Physics of small quantum systems.
10.
 Spin systems and their dynamics.

11.
 Biological systems and molecular motors.
A guide in the bibliography

The details of the recent developments regarding to the
subjects of individual sections (together with some very recent
development during a period of several months after the
conference) can be found in the included literature (ordered
mostly by years of publication):
1.
 General physics: from Refs. [1–39].

2.
 Foundations of quantum mechanics: from Refs. [40–149].

3.
 Quantum measurement, entanglement, coherence and dis-

sipation: from Refs. [150–214].

4.
 Quantum optics: from Refs. [215–236].

5.
 Cold atoms and Bose–Einstein condensation: from Refs. [237–

251].

6.
 Physics of quantum computing and information: from Refs.

[252–298].

7.
 Quantum thermodynamics: from Ref. [299–347].

8.
 Non-equilibrium quantum statistical physics: from Refs.

[348–486].

9.
 Physics of small quantum systems: from Refs. [487–602].
10.
 Spin systems and their dynamics: from Refs. [603–618].

11.
 Biological systems and molecular motors: from Refs. [619–

682].
We note that, apart from some exceptions, only recent books
and review articles are referred to. We suppose that the reader
will find all other important articles in these books and reviews.
Apart from this, we often do not refer in the text to specific books
or review articles and leave the reader to find out the more
detailed information from the variety of references offered in this
article, which are roughly classified above.

Contents

The aim of this article is to summarize the problems discussed
at the conference, to introduce main topics of individual
contributions and, last but not the least, to point out relations
between these topics.

The following 11 sections of this article correspond to the 11
groups of the contributions to these proceedings.

Due to many relations between discussed topics, texts in the
following 11 sections partly overlap. The aim is, however, to show
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common themes from different points of view and levels of
generality in different sections.
1. General physics

This section of the proceedings contains papers, which deal
with various fundamental concepts of physics. They discuss not
only some of basic principles of quantum mechanics (the field of
physics connecting most of contributions in the proceedings), but
also special and general relativity. Their authors wrote these
articles from the point of view to find out new ways to look at
some lasting ‘‘puzzles’’ of nature, specifically, the concept of time
and its direction, the existence of gravitational waves and their
measurement, properties of black holes and their relation to
formulation of gravity theory and its consequences for observa-
tions and its relation with concepts of quantum mechanics. These
papers have overlaps with many topics discussed in the other
Sections of the proceedings.

Contrary to the following sections, we will not introduce here
any themes related to the papers of this section. Apart from
information in the articles, readers can find some additional
information either in the literature accompanying this section [1–
38] or in the following sections and literature to these sections at
the end of this article.
2. Foundations of quantum mechanics

The central phenomenon which connects basic topics of the
foundations of quantum physics as an interpretation of quantum
mechanics, non-locality of quantum mechanics, quantum entan-
glement and quantum measurement problem with teleportation
experiments, possible quantum qubits behavior and studies of
various mesoscopic (nano)systems, is the phenomenon of quan-
tum interference and its possible decay by various (decoherence)
processes.

2.1. Border between classical and quantum physics

The existence of quantum interference, confirmed experimen-
tally at the microscopic level, brings the natural question about a
possibility of quantum interference of macroscopically distinct
states. This question is the basis of the famous Schrödinger’s cat
thought experiment [49], which was formulated soon after
another famous thought experiment, the Einstein–Podolsky–
Rosen (EPR) paradox [40,49], questioning the completeness and
non-locality of quantum mechanics. Both thought experiments
ask the question what is the relation between the classical and
quantum physics. This leads to other questions: Where is the
borderline between the classical and quantum worlds? What does
macroscopic and microscopic mean from this point of view? At
which level can we still observe superposition of quantum states?
The standard Copenhagen interpretation of quantum mechanics
just states that microscopic quantum objects are measured by
classical macroscopic apparatus. The collapse of the wave
function (by some ‘‘stochastic’’ unknown process) occurs in the
relation with the measurement and we will receive an ‘‘un-
predictable’’ measured value. At the time of its formulation,
experiments, which would enable measurement of the transition
between the micro- and macro-worlds under well defined
conditions, were not accessible. With the possibility of more
sophisticated quantum optics and solid state ‘‘mesoscopic’’
experiments, the old questions have re-emerged together with
many new questions related to the Copenhagen interpretation of
quantum mechanics and other possible schemes for under-
standing the foundations of quantum mechanics. Nowadays,
however, these questions can be discussed together with the
relevant experimental results.

The role of quantum interference and its erasing by decoher-
ence processes is still not fully understood, but we are gradually
getting better insights in many problems of quantum physics of
the micro-worlds and macro-worlds. In addition, we see the old
problems, represented by the EPR and Schrödinger’s cat para-
doxes in a new light. The emerging landscape of foundations of
quantum physics and relevant experiments is ever more complex.
2.2. Non-locality of quantum mechanics

Many experiments have attempted to test non-locality of
quantum mechanics as well as the quantum complementarity
principle. Since interference effects are often seen as the
manifestation of non-local behavior, there is sometimes believed
to be a direct relationship between tests of quantum non-locality,
entanglement and complementarity. After pivotal experiments of
Alain Aspects and his group [43–47] investigating the non-locality
of quantum theory and Bell’s inequalities from the late seventies
and early eighties of the last century, other independent
experiments testing quantum non-locality appeared. These
experiments came from two fields which were also discussed at
the FQMT’08 conference: quantum optics and (mesoscopic) solid
state physics.

The complementarity principle, which is in contradiction with
local theories, was tested via ‘‘which-way’’ double slit type
experiments. A Gedanken which-way experiment using micro-
maser cavities was suggested and gradually improved upon by
Englert, Rempe, Scully, and Walter [55,56,66,83]. Ideas related to
the so-called quantum eraser thought experiments reported in
the articles above were experimentally realized in 1995 [69].

All experimental tests of non-locality and complementarity up
to now support non-locality of the quantum mechanical picture
and seem to exclude the idea of local reality. This is still a heavily
debated subject, however, and there are opposing view points,
that argue that locality cannot be excluded, see e.g. Ref. [15,93–
95,111]. Non-locality is also strongly advocated on the basis of
teleportation experiments using entangled states. For the first
time, the possibility to teleport a photon was discussed in [61].
Teleportation was then experimentally realized in 1997 [71].

To summarize, apart from well known Bell inequalities, several
other inequalities testing the possibility to describe microscopic
world by quantum mechanics have been developed and experi-
mentally tested. They are known under the following names: 1.
Clauser, Horne, Shimony, and Holt, 3. Clauser and Horne, 3. Carg
and Mermin, and 4. Leggett inequalities.

Up to now a possibility exists that all these experiments still
suffer from some hidden implicit assumptions (related to possible
introduction of additional undesired parameters or even to
technical limits of experiment), called loopholes, which can bring
serious doubts as for the conclusions from experimental tests on
quantum mechanics. Combinations of Locality, Angular-correla-
tion and Detection loopholes can affect the proper interpretation
of tests. The ultimate test on ‘‘non-completeness’’ of quantum
mechanics is still missing: a single experiment that closes all the
loopholes at once.

From the theoretical side, it has been put forward that the
contextuality loophole cannot be closed, i.e., that the Bell
inequalities cannot be derived if one takes proper account of the
hidden variables of the detectors, implying that Bell inequality
violation has no say on local realism [136]. Along another line of
approach, normal (‘‘local’’) computer algorithms were designed
that mimic the role of detectors and mirrors in a real experiment.
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V. Špička et al. / Physica E 42 (2010) 207–227210
Since they may reproduce the quantum violations of Bell
inequalities, this again questions the supposed relation between
Bell inequalities and absence of local realism, see Refs. [125,126]
and the contributions of the de Raedt group to these proceedings.

2.3. Interpretations of quantum mechanics

Apart from the Copenhagen interpretation of quantum me-
chanics and its small variations, there are many other interpreta-
tions among which it is difficult to distinguish, since they provide,
at least in principle, the same description of nature and the same
results when applied to concrete physical situations.

We will not discuss these theories here, see many references to
this section at the end of this article. We will just briefly comment
that the problem of the collapse of the wave function, measure-
ment of microscopic versus macroscopic states and decoherence
processes, are related in some of the above-mentioned inter-
pretation of quantum mechanics. Environmentally induced
decoherence is one possible explanation of the collapse of the
wave function and non-possibility to observe macroscopic super-
position of states. In the model for a realistic quantum measure-
ment of Balian et al., there occurs first a dephasing in the off-
diagonal elements of the density matrix, that is made permanent
on a somewhat longer timescale by decoherence due to the bath
[107,181].

2.4. Stochastic electrodynamics

In this section we will briefly mention an alternative approach
to explain observations of quantum phenomena: stochastic
quantum mechanics [139–149].

This approach is basically based on the postulates of classical
mechanics which are combined with only one additional
assumption: the existence of the stochastic background which is
considered to be a randomly fluctuating electromagnetic field.
This all pervasive, so-called Zero point radiation (ZPR), is
permanently present even at the absolute zero of temperature
at every point of the universe. According to stochastic electro-
dynamics (SED), it is the presence of ZPR which causes all
quantum effects we observe.

Up to now, several quantum effects have been satisfactorily
explained in terms of SED, e.g. Black body radiation spectrum,
Lamb shift, and Casimir force.
3. Quantum measurement, entanglement, coherence and
dissipation

This section deals with some core problems of recent physics,
as the measurements on quantum systems, entanglement,
quantum interference and related mechanisms of decoherence
and dissipation. These are, nowadays, contrary to past thinking,
not only posed as theoretical, academic problems, but they also
are now more than in the past reflected in recent experiments and
even suggested applications.

Investigation of various manifestations of quantum correla-
tions (entanglement), interference, dissipation, dephasing and
decoherence in general is a very active area of recent research,
since we need to understand quantum correlations and decoher-
ence at microscopic, mesoscopic and macroscopic scales to be
able to deal with recent experimental systems, see also Sections 4
and 5. On the other hand, nowadays a huge diversity of
investigated systems, with often well controlled parameters,
provide us an enormous amount of experimental data to build
up a gradually ever more satisfactory picture of quantum
correlations and decoherence processes and related theories of
their description which would lead to satisfactory theory of
measurements on quantum systems. Apart from providing a
practical solution for every-day problems encountered when
analyzing the behavior of experimentally tested systems, this
progress in knowledge about quantum correlations, interference
effects and decoherence processes also helps us to improve our
understanding of quantum physics at its most fundamental level
and emergence of the classical world from the quantum one, as
well as macroscopic irreversibility from microscopic reversibility.
As already partially discussed in the previous section, interference
and decoherence processes play also a crucial role in the
interpretation of quantum mechanics and possible alternative
theories.
3.1. Quantum measurement problem

Quantum systems exhibit many features different from
classical ones and consequently their states are supposed to be
described by wave functions, these features being unknown in
classical mechanics. Natural questions thus emerge: What we can
measure in quantum systems and how do we perform measure-
ments to gain relevant information about the system?

First, to gain some insight into these tasks we have to treat any
measurement of the quantum systems as a physical process. This
process involves, apart from the measured system itself, also a
device (usually macroscopic) which measures the system and
shows us the desired information. Both, the system and the
device, must be treated as quantum systems; in terms of quantum
dynamics (see also Sections 2 and 8) we have to consider the
measured system as an open one which interacts with the device
and its environment. In addition, the device must behave also
classically to provide us definite numbers on its scale or counter.
One of the most fundamental tasks of quantum measurement, not
yet fully satisfactorily answered, is to understand this dual nature
(quantum and classical) of the device. Moreover, this task is
combined with a need of (generally non-equilibrium) description
of dynamics of the measured open system and its preparation
together with the device before the measuring process (the highly
non-trivial problem of initial conditions); see also Section 8. Due
to openness of the system, we can also look at the process of
measurement as a process during which the system loses its
quantum coherence, see also the text about decoherence in this
section below.

Second, to understand what we can measure in quantum
systems we have to return to the basic features of quantum
mechanics. As is well known, there is a very basic difference
between classical and quantum mechanics regarding measure-
ments of the system: In classical mechanics all observables
commute, they can be measured simultaneously and therefore
the state of the system is observable, since it is just represented
by the set of measured values of observables. In quantum
mechanics, however, operators representing observables gener-
ally do not commute and therefore the state cannot be
represented just by the set of simultaneously measured values.
Accordingly, these questions arise: Are information about systems
based on non-commuting observables and the standard von
Neumann approach to measurement is only possible and
sufficient to characterize the quantum system? Can we measure
somehow the state of the system as represented by the wave
function, i.e. to measure the wave function itself? Can we even
ask: Does the quantum wave function exist, does it have some
real meaning or is it just our technical tool? We can clearly see
that these questions, which have nowadays a practical meaning,
see also Section 9, are closely related to the basic questions of the
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foundation of quantum mechanics and its various interpretations
which were discussed in the previous section. The exact solutions
of all steps of a model for an ideal measurement favor the
statistical interpretation of quantum mechanics [107,181].

von Neumann’s original approach to formalize quantum
measurement is based on the famous projection postulate and
the set of projection operators, commonly called projection-
valued measurement (PVM). This traditional definition is too
restrictive from the point of view of possibilities of gaining
information on quantum systems, so its concept was generalized
for well known positive operator valued measurement (POVM)
which is related to understanding the measured system as a
subsystem of a bigger, composite system. Again, this concept
brings us back to fundamental non-separability of quantum
systems and their openness, see also the text above and Sections
2 and 8.

Later on, with development of experiments of quantum optics
and mesoscopic physics, other concepts dealing with quantum
state reconstruction (often using the concept of the Wigner
function bearing some semiclassical features) and various
possibilities for how to perform measurements on quantum
systems have emerged: non-demolition measurement, weak
measurement on quantum systems, quantum tomography, and
quantum state endoscopy of quantum fields in cavities. As
discussions at the FQMT08 conference and contributions to its
proceedings show, the question of how to gain information about
quantum systems is a very important and lively part of current
investigations in physics.
3.2. Entanglement

One of the surprising features of quantum mechanics is its
coherence and entanglement. This leads to processes that are
rather unexpected from the point of view of classical mechanics.
Contrary to classical physics, where non-interacting subsystems
can be completely separated, quantum mechanical systems
manifest non-classical correlations between subsystems even if
these are not mutually interacting. This non-local correlation,
which is closely related to tests on non-locality of quantum
mechanics mentioned in the previous section, is called entangle-
ment. If all loopholes in tests on non-locality of quantum
mechanics are closed, entanglement would just provide us a
needed mechanism which prevents Einstein’s spooky action at a
distance. Recent experiments have even found a lower limit of the
speed of this hypothetical spooky action at the distance and have
shown that with high probability the non-local correlations in
quantum systems are indeed truly non-local.

Apart from its relation to the very foundations of quantum
mechanics and its tests the existence of entanglement has also
other consequences important for methods of description of
quantum systems: Due to entanglement, any quantum system is,
in principle, the open system (see also Section 8) via its non-
separability caused by non-trivial correlations with its environ-
ment.

Quantum entanglement is not only an interesting phenomen-
on related to foundations of quantum physics, but it also seems to
be one of the key concepts of the many branches of recent physics
and their applications, e.g., in physics of quantum computers and
quantum information science, among others. Several quantum
protocols such as teleportation and related quantum communica-
tion cannot be in principle realized without the help of entangled
states.

The most essential task related to the physics of entanglement
is to find algorithms to detect entanglement and methods of how
to distinguish separable states from entangled states. Measures of
entanglement represent a vast field by itself and involve methods
enabling us to quantify bi-particle, three-particle and even many-
particle entangled states in many-body systems, at least from the
theoretical point of view, see review articles in the end of this
article.

Another important question is how to prepare artificially
entangled states experimentally on purpose. Artificial entangled
states were for the first time prepared in the case of photons by
methods of quantum optics. Recent works deal even with
entanglements in trapped atomic ions and ultracold atoms in
optical lattices. Of course, entanglement is very seriously
investigated also in all artificially prepared systems which are
supposed to be candidates for working quantum computers, see
also the text related to decoherence below in this section and
Sections 6 and 8.

Entanglement also offers an interesting possibility to make tests on
quantum mechanics without Bell’s inequalities or their various general-
izations, which were discussed in the previous section.

Since quantum entanglement has became a basic resource in
quantum information science and other applications of quantum
physics, it is really vital to understand how non-classical
correlations decay in a real environment (and classical behavior
of the system emerges). So, dynamics of entanglement is another
challenging task of recent physics and we immediately see the
connection of entanglement with non-equilibrium quantum
statistical physics and quantum thermodynamics, especially with
decoherence theory.

It is often stated that entanglement is a purely quantum
phenomenon. However, Allahverdyan et al. demonstrate that it
may also occur in the problem of two classical Brownian particles
that have interacted with each other in the past, but are free now
[182].
3.3. Decoherence and dissipation

Generally, decoherence can be a candidate for explaining most
of the difference between the microscopic world of quantum
physics and the macroscopic (classical) world we directly observe.
From this point of view, the idea of decoherence can help us in the
end to understand, even at the very fundamental level, the
relation between quantum statistical physics and thermody-
namics. Since the decoherence time is very sensitive to the
parameters of the system and to the reservoir with which the
system is coupled, its values can change over many orders from
the very small (non-measurable nowadays) values for macro-
scopic objects to the very large values for almost isolated
elementary particles. The small, ‘‘mesoscopic’’ systems, see also
Sections 9–11, however, provide a possibility to make measure-
ments of decoherence in the time range which is observable by
recent techniques.

In general, decoherence is a process of a loss of quantum
interference (coherence) due to non-unitary dynamics of the
system, which is a consequence of a coupling between the system
and the environment (in terms of theory of open systems
discussed in Section 2, due to interaction between the open
system S and the reservoir B).

Phenomenologically, the transition in time from the quantum
(coherent) state into the classical (decoherent) state can be
described by a decoherence factor e-t=t, where t is the decoher-
ence time. Generally, the decoherence, of course, includes both
dephasing and dissipative contributions, sometimes denoted as T2

and T1 processes. Dephasing is related to processes randomizing
the relative phases of the quantum states. Dissipation corre-
sponds to interaction processes which are changing the popula-
tions of quantum states.
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The description of the decoherence processes for various
systems is a highly non-trivial task which is far from being
satisfactorily fulfilled. Many highly successful models have
already been introduced for the description of systems with
dissipation, e.g., variants of the central spin model (both, system
and reservoir are represented by spins), spin-boson model
(system composed by spins, reservoir by bosons) not to mention
the celebrated Caldeira–Leggett model. However, as the confer-
ence talks and discussions revealed, new, more complex and more
realistic models are needed to describe the dissipation processes
together with improvement of the general theory of open
systems, see also Section 2. There are still many unanswered
questions related to quantum coherence, the most important, at
least as it seems now, are the following ones:
1.
 What are the dynamics of decoherence? In other words, how do
the off-diagonal elements of the density matrix of the system
evolve in time under various conditions, depending, e.g., on the
initial state of the system and the reservoir, and on the
strengths of coupling between the system and the reservoir?
The realistic determination of decoherence times for various
systems is a very useful, but sometimes difficult to fulfill, aim.
2.
 What are possible mechanisms of decoherence in various

systems? Apart from this, what is the relation of these
mechanisms to other mechanisms in systems, e.g. namely to
quantum relaxation processes?
3.
 What is the relation of decoherence processes with the transition

between quantum and classical behavior?

4.
 How are decoherence processes related to quantum measurement

processes? Namely, a natural question emerges as to whether
decoherence can cause collapse of the wave function in
relation to the measurement processes. If yes, what is the
difference between measurement of microscopic and possible
macroscopic coherent states, if any? What is the relation to the
possible irreversibility on the microscopic level caused by
quantum measurement? In other words, can quantum deco-
herence satisfactorily solve the ‘‘measurement problem’’ and
related collapse of the wave function, if this really occurs?
4. Quantum optics

Quantum optics deals with the quantum aspects of light and
its interaction with matter. It is thus connected, via its concepts
and rich experimental methods, to many problems discussed in
these proceedings. Experimental methods of quantum optics are
now commonly used to investigate a very wide range of various
quantum systems. They provide us tools to test basic concepts
of quantum physics and enable us also to realize experiments on
quantum systems which lead to many important applications
of quantum physics. There is, of course, already a vast and still
very quickly growing literature dealing with many aspects of
quantum optics, see the references at the end of this article, so we
will only briefly point out and summarize several aspects which
are important for consideration in these proceedings.

This is the field of physics which has been closely related not
only to foundations of quantum physics (Section 2) and quantum
statistical physics (Section 8) just from their very beginnings at
the turn of the twentieth century, but it also helps substantially
in quickly developing areas, such as the physics of cold atoms
and Bose–Einstein condensation (Section 5) and the physics of
quantum computing (Section 6).

The mutual relationship of the foundations of quantum physics
and quantum optics was started by early works on Blackbody
radiation spectrum, photoelectric effect and Compton scattering,
which revealed quantum aspects of light and introduced the
concept of the photon, a dualistic picture of light, Bose–Einstein
statistics and stimulated and spontaneous emission of light.
Almost simultaneously, natural and long lasting questions have
emerged: What are light quanta? Are photons really necessary?
At the same time during investigations of the blackbody radiation,
the question of the so-called Zero point fluctuations of electro-
magnetic field has emerged and this has lead to a parallel
formulation of quantum mechanics, so-called Stochastic electro-
dynamics (see Section 2).

Later on, formal technical means (of the quantized electro-
magnetic field) and improved experimental methods enabled
development of lasers, various forms of interference experiments,
‘‘which-path’’ and delayed-choice experiments, and the formula-
tion of various optical EPR (Einstein, Podolsky, Rosen) experi-
ments. Optical tests of various forms of Bell’s inequalities have not
only improved our understanding of the foundations of quantum
physics, but have also gradually led to a better understanding of
the various light states (coherent, bunched and antibunched light,
non-classical, squeezed states) and entanglement. Finally, these
achievements opened the way to man-made entangled photons
and the experimental possibility of teleportation. This has led to a
boost of the physics of quantum computers and communication
which we have witnessed in recent years.

In the nineties of the last century, methods of quantum optics
have enabled us also to cool down systems of atom gases to
extremely low temperatures and thus to create and to observe for
the first time Bose–Einstein condensation phenomena in real
systems. Quantum optics methods of Doppler, Sysiphos and sub-
recoil cooling are nowadays commonly used. The techniques of
quantum optics can provide us a real possibility to manipulate
atoms with photons. There is now even the possibility to entangle
photons and cold atoms and use entangling collisions in a Bose–
Einstein condensate for the physics of qubits.

The further improvement of theoretical concepts and experi-
mental methods of Quantum optics and its mutual relations with
other branches of physics is very much needed to further improve
our possibilities to observe properties of quantum systems and to
suggest and to realize in practice new schemes for better
understanding of the foundations of quantum physics and
quantum statistical physics and its following use for dealing with
experiments on real quantum systems and their proper inter-
pretation.
5. Cold atoms and Bose–Einstein condensation

This is a field which, from its very beginning, has been strongly
related to quantum optics, discussed in the previous section, and,
as we will see, not only confined to the methods of laser cooling.

From the point of view of foundations of quantum physics, it is
extremely tempting to reach Bose–Einstein condensation (BEC) in
real systems, since the Bose–Einstein condensate represents a
macroscopic quantum state. To reach experimental conditions
under which a diluted gas of atoms creates Bose–Einstein
condensate is, however, an extremely demanding task, especially
from the point of view of trapping atoms in limited space and at
the same time cooling them down to ultra-low temperatures. It is
thus not at all surprising that only in 1995 was a real example of
Bose–Einstein condensation finally realized. As already men-
tioned, quantum optics provides methods of cooling a gas of
atoms to very low temperatures. To reach even lower tempera-
tures needed for Bose–Einstein condensation, the additional
method of evaporative cooling must be used. As the diluted gas
of atoms is cooled down, it must be caught in the so-called
magnetic trap. The process of developing these magnetic traps is a
demanding task in itself.
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V. Špička et al. / Physica E 42 (2010) 207–227 213
From the first experimental manifestations of BEC in 1995, the
physics of cold atoms has become one of the most active areas of
contemporary physics which has strong overlaps not only with
quantum optics but also with the foundations of quantum physics
(Section 2), the physics of quantum computing (Section 6) and
even with Non-equilibrium quantum statistical physics (Section
8). In fact, BEC in ultra cold atoms is also very interesting from the
point of view of many particle physics. An ideal Bose–Einstein gas
does not express superfluidity. To reach superfluidity we have to
have a weakly interacting gas of atoms.

From the point of view of the foundations of physics, very
interesting experiments have been performed which demonstrate
macroscopic quantum coherence in BEC, showing quantum
superposition and interference between systems with macro-
scopic numbers of particles. Again, we are dealing with the border
between the microscopic and the macroscopic realms and the
transition from quantum to classical behavior of systems which
usually happens at the macroscopic scale.

There are also many experiments with cold atoms which
are using other methods of quantum optics to trap atoms,
so-called optical lattices. These are created by the periodic
modulation of light intensity in a standing wave. By super-
imposing a number of different laser beams, it is possible to
generate potentials which are periodic in one, two or three
dimensions, so that we can study the dimensional dependence of
the physics of trapped atoms. Recently, experiments were
performed with quantum coherence and entanglement with
ultracold atoms in optical lattices. The large scale entanglement
which could be generated in the large arrays of atoms in the
lattice (created by trapping potentials of a laser field) offer
possibilities that may lead to quantum information processing in
these structures. In addition BEC offers rich opportunities for
storing and processing optical signals. So, BEC has already started
to be used in the physics of quantum information processing
(Section 6).

Last but not the least it is also worth mentioning experiments
with rotation of ultracold atom systems and studies of far from
equilibrium properties of these systems. So, there are strong
overlaps of the field of cold atoms with nonequilibrium quantum
statistical physics, see Section 8.
6. Physics of quantum computing and information

Another group of theories and experiments related strongly to
both foundations of quantum physics (Section 2), quantum
measurement, entanglement, coherence and dissipation (Section 3)
and their possible applications, is dealing with the physics of
quantum computing, i.e., the physics of qubits. Physics of quantum
computing works with all basic principles of quantum physics. We
can therefore understand various qubits systems as theoretical and
experimental models for understanding and testing properties of
quantum mechanics and related concepts independently of a real
possibility of creating a working quantum computer—due to various
conceptual and experimental problems, especially with decoher-
ence, we are nowadays far from knowing if this is possible in
principle, not to mention its practical realization.

We can see difficulties on the way to real implementation of
quantum algorithms from the following list of conditions,
originally formulated by DiVincenzo in the early nineties of the
last century, which a quantum mechanical system must obey if it
is to be used as an quantum information processing device:
1.
 It must be possible to initialize the system into a well-defined
quantum state.
2.
 It must be possible to apply unitary operations to each
individual two-level system that serves as a qubit.
3.
 It must be possible to apply unitary operations to some pairs of
qubits.
4.
 The information stored in the quantum register, in particular
the relative phases of all quantum states, must be preserved
for a sufficiently large number of logical operations.
5.
 It must be possible to read out the state of each qubit with high
fidelity.

Problems with simultaneous realization of all these conditions
can be immediately related to various tasks to be solved which
were mentioned in many other sections of this article, namely to
the problem of preparation of the initial state and its following
measurement (to read out information) during its evolution
(Sections 3 and 8) together with problems related to decoherence
processes (Section 3).

Physics of quantum computing was motivated by a possibility
to use quantum mechanics, especially its superposition principle,
coherence and entanglement, for developing quicker and more
efficient algorithms for some special tasks within quantum rules
than it is possible within the rules of classical mechanics, which is
used by common computers. There is a vast literature on quantum
algorithms and protocols and the field is quickly growing—so we
will not mention any details of this development here, see also the
list of books and reviews at the end of this article.

These algorithms and protocols are intended to be developed
into forms which enable us to use them for practical quantum
information processing, quantum cryptography and quantum
communication based on quantum entanglement and teleporta-
tion. To deal with them successfully in practice, it is also
necessary to develop protocols with high fidelity and quantum
error corrections schemes which compensate destructive effects
of quantum decoherence processes. All these mentioned fields are
nowadays quickly developing and they provide us also ever better
insights into the foundations of quantum physics and to the
relation of physical processes and quantum information.

The central theme of ‘‘qubits physics’’ is thus the theoretical
description and measurement of five closely related phenomena:
quantum entanglement, teleportation, decoherence, dissipation
and noise.

There are nowadays several ideas being put forward as how to
realize quantum qubit systems practically. The most active work
is mainly on these systems: quantum optical systems, trapped
ions and atoms, liquid and solid state NMR, superconducting
systems and semiconductors systems (electron spin qubits and
excitons in quantum dots).

The most important task of all the investigations into these
various possible systems, which are candidates for qubits, is the
fight between quantum coherence (needed for the proper
function of qubit systems from the point of view of possible
quantum computing algorithms) and decoherence (coming
naturally from the environment and being a natural obstacle to
a realization of possible ‘‘quantum processors’’ in the future, but is
inevitable due to coupling to an environment which enables us to
read out information from systems).
7. Quantum thermodynamics

Originally, thermodynamics developed as the phenomenological
description of the macroscopic behavior of macroscopic systems. It
formulated the most general laws of the macroscopic world as the
First and the Second Laws of thermodynamics and introduced such
concepts as temperature, heat, entropy and state variables.
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Phenomenological theory of heat engines based on thermodyna-
mical behavior of macroscopic systems was also developed.

The real challenge for thermodynamics came with the
miniaturization of systems which were the objects of experi-
ments. In addition, discussions about macroscopic quantum
effects and possible interference of macroscopically distinct states
also contributed to a new emerging view of thermodynamics. The
question has become: under which conditions the thermody-
namic behavior still manifests? And, of course, whether the
thermodynamic laws are still valid. Additional quantum mechan-
ical ingredients, such as quantum interference effects, (coherent)
tunneling, quantum non-locality and entanglement, quantum
(not only thermal) fluctuations and finite size systems (splitting
to system and reservoir) together with possible reduced dimen-
sionality of systems, started to play an important role. All old
certainties, as the theory of heat engines, Maxwell’s demon
problem, its relation to information and thermodynamics laws,
appeared suddenly in a new light. Discussions about what is the
meaning of quantum thermodynamics started and continue up till
today, together with a huge development in the related field of
the quantum statistical and mesoscopic physics, see also Sections
8–11. The theoretical considerations have been complemented by
more and more sophisticated and sensitive, sometimes really
‘‘crafty’’, experiments. In fact, there is the question up to which
extent (size, parameters of systems) thermodynamics can provide
a unifying description of ‘‘macroscopic objects’’ based on the laws
known from statistical physics (discussed in the Section 8) and
quantum mechanics (Sections 2 and 3). Especially, the use of the
concept of temperature and its limits were questioned in
connection with small quantum systems. The validity of the
Second Law of thermodynamics was questioned, too. New
suggestions of ‘‘heat’’ engines on the molecular level have been
discussed. In addition, concepts developed in these four inter-
related disciplines (discussed in Sections 2, 3, 7 and 8 of this
article) are nowadays intensively tested and their possible
limitations manifested by experiments on small quantum (meso-
scopic) systems (Sections 9 and 10), the special case as molecular
motors being discussed in Section 11.
8. Non-equilibrium quantum statistical physics

Statistical physics has provided a theoretical basis of the laws
of thermodynamics due to its recognition of the molecular
structure of matter, and has applications to a diversity of systems
with many elements, also outside the range of condensed matter
physics, such as star clusters, granular materials, traffic problems,
econophysics, risk management, etc.

The basic task of statistical physics is to relate microscopic
characteristics of the systems, like interactions and dynamics of
their many microscopic parts, with their macroscopically ob-
served properties. It connects the level of description of the
dynamics of individual particles, such as electrons, with macro-
scopic behavior of such complicated structure, such as metals.
Special attention must be paid to the description of the systems
when the number of particles and other parameters involved are
somewhere between those which lead to exhibition of either
microscopic or macroscopic features, e.g., systems have meso-
scopic features, see also Section 4 and references there.

Non-equilibrium quantum statistical mechanics is our tool to
understand at least in part many particle interacting quantum
systems out of equilibrium and phenomena related to these
systems as are various transient, relaxation, transport and
dissipation processes, (thermal) fluctuations and corresponding
noise during measurements on systems—in summary to under-
stand all (generally non-linear and non-equilibrium) stochastic
processes, linear or non-linear effects, short and long time
behavior of systems and dependency of the behavior of an
individual system on its initial state, structure, size and
dimensionality. This is accompanied by a better understanding
of the reversibility of phenomena at the microscopic level and the
general irreversibility at the macroscopic level.

The properties of systems where quantum mechanics plays an
important role, can be, in addition to classical behavior, strongly
influenced mainly by the three essential manifestations of
quantum mechanics: the Pauli exclusion principle, quantum
interference effects and quantum fluctuations. We have discussed
in more detail mainly quantum interference and its relation to
quantum decoherence and dissipation in the Section 3. Quantum
interference effects also play an essential role in the mesoscopic
structured discussed in Sections 9–11.

Considering the huge variety of properties and phenomena
related to various systems to find the most feasible methods of
their description, statistical physics has developed many meth-
ods. Here we will mention only those which are the most relevant
to the conference contributions.
8.1. Non-equilibrium Green’s functions

The theoretical microscopic description of any quantum
system starts from the Hamiltonian of the isolated system which
can be, however, driven by some external time dependent field
described by the additional time dependent part of the Hamilto-
nian. Such an isolated externally driven system is then called a
closed system. The dynamics of a closed system are governed by
the unitary evolution which is described either by the Schrödinger
equation for the wave function or the Liouville equation for the
density matrix of the system. Very often the needed (relevant)
observables are single particle ones and, in this case, a one particle
reduced density matrix description is used to find these
observables. This reduced one particle matrix is found from
approximations of the famous BBGKY chain of equations for
reduced density matrices [353,428].

From the point of view of formulation of an approximation
scheme, it is often advantageous not to calculate directly the
single particle reduced density matrix, but to formulate dynamics
within the Nonequilibrium Green’s function method [409–469].
This method was extensively used for investigations of many
extended systems such as metals, semiconductors, plasma
physics and nuclear matter physics systems when the closed
system description appears as the natural one and, in conse-
quence, it leads to a solvable description of the system. Similarly
to the closed equation for a single particle reduced density matrix
obtained by approximations within the BBGKY hierarchy, the
irreversibility of the description and the related description of the
dissipation phenomena emerge in this description when the
asymptotical (approximal) equations are closed either for the
single particle Green’s functions or related single particle
distribution function, as is in the case of the Boltzmann equation.

There are many identities and relations which help to solve the
dynamical equations written for closed systems. One special
identity, which is worth mentioning here, is the famous fluctua-
tion–dissipation theorem, which, as its name implies, relates
fluctuations with the effect of dissipation. This theorem is at the
heart of linear response theory and enables us to formulate Kubo–
Greenwood formulas for the solution of various linear response
problems. As an identity, which must be fulfilled in any linear
response theory, the fluctuation–dissipation theorem can also
serve us as the control for models involving dissipation. The study
of glasses has taught us, however, that it applies only to systems
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where the largest timescale is less than the observation time
[365,367].
8.2. Density matrix approaches to non-equilibrium

For better description of molecular, mesoscopic and quantum
optical systems, it can be, however, advantageous (from the point
of view of the possibility to find the solution of the dynamics) to
introduce the concept of an open system, which can be also useful
from the stand point of a more natural description of quantum
mechanics itself, due to its principal of non-locality, see Section 2.

Supposing there is a small part of a total system T, which we
are preferably interested in. In this case, we divide the total closed
system T ¼ SþB, which is always governed by unitary evolution,
to a so-called (relevant for us) open system S and (irrelevant for
us) a bath B named sometimes also a reservoir. The dynamics of
the open system S is then governed by the non-unitary dynamics
for the reduced density matrix of the system S obtained by
projection of the total density matrix to the subspace S and the
Liouville equation for the total system T only to the subspace S,
too. As a result of a projection technique, e.g. Nakajima–Zwanzig,
we will have a generalized master equation (GME) for the reduced
density matrix of the open system S [451–466]. Formally, this
scheme works fairly well. The first important problem, however,
emerges just at the level of this step. There are no essential
problems to find a reasonable approximation of the resulting
equations when the coupling between the open system S and the
bath B is weak, so the separation seems to be quite natural. In this
case of weak coupling, we have the very well formulated Davies
theory. As soon as the coupling is very strong, problems start and
even today no really satisfactory approximations are known. In
this respect it is interesting to recall the breakdown of the
Landauer inequality for the amount of work to be dispersed in
order to erase one bit of information, occurring exactly in this
regime [307,308].

Generally, the GME has a very complicated structure, and to
find its solution for different systems and conditions is one of the
tasks of recent quantum statistical physics. Similar to the
situation in the description based on the closed systems, the
basic approximation, which essentially simplifies the GME, is the
Markovian approximation which removes all memory effects and
introduces a local time structure of the equation. In such a case,
the memory effects are important for the description of the
system, and much more complicated non-markovian approxima-
tions are used. From the point of view of behavior of systems we
can also formulate the GME in the so-called Brownian motion or
Quantum optics limit—the names of approximations and their
use are self-explanatory.

Apart from methods based on the density matrix description
and related Liouville equation for the quantum mechanical
density matrix, there are also methods using the path-integral
formulation. Especially, the Feynman–Vernon formulation is often
used. The path integral formulation is especially advantageous for
formulation of problems with dissipation. On the other hand, we
can solve a dissipative quantum dynamical problem with a path
integral approach, the GME, or even via a generalized quantum
Langevin equation. Special attention to various models with
dissipation is given in Section 3.

It is worth mentioning here the existence of various formula-
tions of non-equilibrium fluctuation theorems for open systems
[402,404–407]. This is the field where the essential progress has
been made very recently regarding generalizations of fluctuation
theorems from classical to quantum systems. These theorems
formulate fundamental identities for energy exchanges between a
non-equilibrium system and its environment, and their formula-
tion is thus very important, e.g., for dealing with non-equilibrium
physics of small systems (Section 9).

Finally, we will mention very briefly some special advanced
methods of how to deal in practice with very difficult tasks related
to the proper description of many-body effects in quantum
systems far from equilibrium: Recently, we are witnessing
growing interest in improvements and use of methods such as
time dependent density functional theory (TDDFT), dynamical
mean-field theory (DMFT) and density matrix renormalization
group (DMRG). These methods often combine advantages of both
basic approaches mentioned above, Non-equilibrium Green’s
functions and density matrix methods.
9. Physics of small quantum systems

In the context of this section, systems are understood to be
small (often also called mesoscopic) when their parameters
enable us to observe quantum interference effects manifested,
for instance, in the transport characteristics of electrons. Usually
these systems are artificially created structures which combine
metal, semiconductor or superconductor materials. Various
characteristics related to electrons in these structures are studied.
The ‘‘small’’ size of the system is not the only one decisive
parameter which determines whether quantum interference will
be manifested. In fact, what is small from the point of view of
manifestations of quantum interference effects depends also on
the interactions in the systems. For instance, the quantum
coherence of an electron which moves in the sample ballistically
without scattering events can be disturbed by its scattering with
phonons; of course, with decreasing sample size there is a greater
probability that the electron will flow through the sample without
any inelastic scattering which disturbs its quantum coherence. On
the other hand the increasing temperature drastically increases
the probability of electron–phonon scattering. So, when tempera-
ture is lower, the size of the sample can be bigger to observe
interference effects related to the electron moving without
scattering through the sample. Of course, the concentration of
electrons is another parameter which influences the quantum
behavior because of its relation to the electron–electron interac-
tion.

Physics of ‘‘small’’ (mesoscopic) systems has been a very active
area of research already for many years, which brings ever further
motivation for investigations due to ever improving technologies.
These enable the preparation of ever more interesting samples
with very well defined parameters and to measure, in the past
inaccessible, details. Nowadays, experiments can measure quan-
tum interference effects in a system and their dependence on
various parameters as for example: dimensionality of the sample
(quantum dots, quantum wires and various two-dimensional
systems are common), size of the sample and its geometry,
concentration of impurities (the number of scattering events can
be varied), concentration of electrons, temperature of the sample
and its environment, and strengths of electric and magnetic fields.

These artificially prepared systems enable us to test various
hypotheses, methods and theories developed in the above
discussed areas of Quantum thermodynamics (Section 7), Statis-
tical physics (Section 8), Foundations of physics (Section 2) and
Physics of quantum measurement, entanglement, coherence and
dissipation (Section 3).

In these small systems, many quantum interference and
fluctuation phenomena are studied under various conditions,
among others, weak electron localization, universal conductance
fluctuations, persistent currents, and tunneling (resonant tunnel-
ing). Special attention is also paid to the Aharonov–Bohm effect,
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quantum Hall effects, and quantum chaos [369,491,497,499,
500,509,510,528].

An especially fast developing area is ‘‘quantum dots’’ physics
[530,533,534]. Nowadays, quantum dots can be fabricated with a
few levels, thus constituting artificial atoms. As their parameters
can be manipulated, they yield unprecedented tools to study the
dynamics of few level open systems and dissipative processes in a
controlled way. Quantum dots systems, as mentioned already in
Section 6, are also candidates for creating working qubit systems.

Another very active area of research is dealing with molecular
systems and molecular electronics [527,539,535].

‘‘Mesoscopic’’ systems have also contributed to the develop-
ment of some special theoretical methods of quantum statistical
physics. To describe very effectively linear transport of electrons
in mesoscopic systems, the Landauer–Büttiker method was
introduced [369,488,497,499,500,506]. This formalism, based on
the idea of transport as a scattering problem, is suitable for the
description of transport through samples where only elastic
scattering (on impurities) takes place. Transport channels are then
well described by transmission and reflection coefficients, and we
have a simple recipe of how to calculate transport characteristics.
In this case, this efficient method is equivalent to the Kubo–
Greenwood formula which has to be, however, used when
inelastic scatterings must be taken into account [489,490,494].
To describe various transport regimes in the case of disordered
systems, random matrix theory [375] and non-linear sigma
models [366] are also in use. Many techniques, originally used
for the description of bulk (extended) systems, as for example
Green’s functions [418–420,435,489,494,507,514,515,520,521] or
the path integral approach [369], have been also adapted to
describe the physics of small systems.
9.1. Physics of nanomechanical and optomechanical devices,

quantum limit

In this subsection, we will briefly comment on two categories
of small mechanical systems, opto-mechanical and nano-electro-
mechanical systems (NEMS).

The central part of both systems is the mechanical resonator of
nanometer to micrometer size scale which is coupled to a
specially shaped ‘‘environment’’. This coupling enables us to
detect vibrational modes of the resonator and also enables these
systems to work as ‘‘devices’’.

Due to advances in microfabrication techniques, nanomecha-
nical devices have a great potential, not only in applications, as,
e.g., ultrasensitive mass and force detectors at the molecular level,
high-speed optical signal processing devices, and electrometers,
(e.g., when coupled to a Cooper-pair box) but also in investiga-
tions of fundamental concepts of quantum mechanics.

Opto-mechanical systems consist of a resonator coupled to a
radiation field by radiation pressure effects. A radiation field
serves as a probe to read out information about the state of the
resonator (oscillator’s frequency and position).

Nano-electro-mechanical systems (NEMS) are nanometer to
micrometer scale mechanical resonators coupled electrostatically
to electronic (mesoscopic) devices of comparable size. In other
words, NEMS are micro-electro-mechanical (MEMS) systems
scaled to submicron size. As a central part of NEMS, the
mechanical resonator, very simple structures, such as a cantilever
or a bridge, are commonly used [570,578,585]. A mechanical
resonator having submicron size and small mass can vibrate at
frequencies from a few megahertz up to around a gigahertz. There
is a possibility to detect the displacement of the vibrating part of
the resonator (e.g., cantilever) by ultrasensitive displacement
detectors. Several working schemes have been suggested
[571,578,584]. One of the possibilities for an extremely sensitive
motion detectors for a nanomechanical resonator is a single-
electron transistor (SET) [568,583,582].

There are plenty of suggested, and even experimentally
realized schemes for devices using electro-mechanical coupling
to the submicron resonator.

Mass spectrometer: When a small particle (molecule) attaches
itself to a resonator, its mass can be determined from the resulting
vibrational frequency shift of the resonator [573,574].

Electro-mechanical which-way interferometer: The resonator
(cantilever) is electrostatically coupled to a quantum dot situated
in one of two arms of an Aharonov–Bohm ring. The vibrating
cantilever decides which way the individual electron goes from
the dot. At very low temperature a submicron cantilever can be
represented by a single quantum mechanical oscillator [564,569].

Systems for solid state quantum information processors: There is
a possibility that nano-electro-mechanical systems will play an
important role in the development of quantum computer systems,
see also Section 3. The task of fabricating physical qubit elements
in such a network that will reach sufficiently long quantum
decoherence decay times and at the same time will be able to
control entanglement of individual elements, is one of the
obstacles on our way to a quantum computer. Recently, a
promising scheme has been suggested: high frequency nanome-
chanical resonators could be used to coherently couple two or
more current-biased Josephson junction devices to make a solid
state quantum information processing architecture [580,586].

Nanomechanical resonators coupled to a Cooper-pair box: The
system of a nanomechanical resonator which is electrostatically
coupled to a Cooper-pair box has been studied both theoretically
and experimentally [566,572,578,585]. There is hope that these
systems can be used to test some ideas from the decoherence
theory and questions related to the foundation of quantum
physics, see the text below.

BioNEMS: With advancing technologies and the huge sensitiv-
ity of NEMS to detect small inertial masses (even of individual
molecules) and at the same time forces (chemical forces), there is
an increasing possibility that NEMS will be effectively used to
improve our knowledge of macromolecules existing in living cells
by measuring their masses and binding forces. Questions of the
type: ‘‘Can one realize a nanoscale assay for a single cell?’’ have
already been seriously asked. Biochips involving nanoscale
mechanical systems could be quite helpful in biochemistry
studies [560].

Nano-electro-mechanical systems represent a great hope for
improving our understanding of many aspects of the behavior of
small systems. Apart from providing ultra-sensitive measuring
techniques and many other possible applications, this also
enables us to test basic ideas of quantum statistical physics and
conceptual foundations of quantum mechanics mentioned in
Sections 2 and 8.
9.1.1. NEMS, statistical physics and foundations of quantum

mechanics

Taking into account ‘‘mesoscopic’’ sizes, masses of both the
nanomechanical resonator and coupled devices, temperatures
involved (NEMS systems operate at very low temperatures) and,
in addition, coupling of the whole NEMS into its surroundings, we
can see that we have the systems par excellence to study all
essential questions of the quantum statistical physics of open
systems: fluctuations, noise, dissipation and decoherence effects.
For example, the analysis of the current noise spectrum can help
to distinguish between possible mechanisms of transport of
electrons between two contacts of a quantum shuttle device.
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Suggested models and approximation schemes can be tested
experimentally.

Nano-electro-mechanical systems also offer a possible fasci-
nating insight into the realm of the foundations of quantum
physics, since their parameters approach now a possibility to
measure not only the crossover between classical and quantum
behavior of a nanomechanical resonator, but also to observe
interference of macroscopically distinct quantum states and
related decoherence times, due to environmentally induced
decoherence. In addition, NEMS are promising from the point of
view of detailed studies of decoherence theory and of observa-
tions of decoherence times which are important not only for the
tuning of NEMS and, e.g., their possible use for quantum processor
systems, but also for testing alternative approaches to quantum
mechanics, where the decoherence times play an essential role,
see also Section 3.

A possibility to use NEMS for which-way experiments, one of the
essential tests of interference behavior and non-locality nature of
quantum mechanics, was already mentioned above.

Testing the Heisenberg Uncertainty Principle is another choice.
There is an increasing effort to approach the quantum limit for
position detection. The recent [581] ultra-sensitive measurements
of positions of a resonator (effectively represented by an
oscillator) at very low temperature were made on the NEMS
system. The positions of a nanomechanical resonator, a vibrating
mechanical beam (with the frequency of about 20 MHz) which
was about a hundredth of a millimeter long and cooled down to
about 60 mK, were measured by a single-electron transistor
coupled electrostatically to the resonator. It is fascinating to
realize that this test of the Uncertainty Principle used a
mechanical beam, very small from the point of view of human
senses, but still macroscopic from the point of view of common
conception of the micro-world and the macro-world of quantum
mechanics. The beam consists of about 1012 atoms. Such a many-
particle object definitely is not considered to be microscopic. This
experiment is not only trying to approach the Heisenberg
Uncertainty limit for a position measurement, but it tries to
approach it for a macroscopic object. In other words, this type of
experiment aims to find a crossover not only between the
quantum and classical worlds but also to find out how this
crossover is related to the possible distinction between the micro-
world and the macro-world.

Interference of macroscopically distinct states and measurement

of decoherence times: At the end of the discussion of NEMS and
foundations of quantum mechanics, we will return to the
nanomechanical resonator coupled to Cooper-pair box NEMS
already introduced above. This NEMS offers a working scheme to
produce superpositions of distinct position states and measure
their decay due to environmentally induced decoherence
[566,572,578]. This scheme is based on the idea of coupling a
nano-mechanical resonator to a Cooper-pair box to gain an
advantage of coupling the resonator to a well defined two-level
system (spin down and spin up states; a Cooper-pair box consists
of a small superconducting island which is linked through a
Josephson junction to a superconducting reservoir). The aim is to
produce entangled states of a mechanical resonator and a Cooper-
pair box: As soon as the Cooper-pair box is in a linear
superposition of charge states (prepared by using an external
gate) the resonator is (due to entanglement) driven in a super-
position of spatially separated states. Under some circumstances,
the separation of these states is large enough to be distinct states.
Since the used resonator (cantilever) contains about 1010

21011

atoms, we can suppose these states are macroscopically distinct
states. There is a possibility to observe decoherence times related
to this superposition of macroscopically distinct position states
due to their coupling to the ‘‘well defined’’ environment.
10. Spin systems and their dynamics

Physics of spins offers a rich variety of phenomena realized in
many different systems and new possibilities to create relatively
simple two-level models to study dynamics of spins under various
external fields and in various environments. At the same time
modern technologies enable us to create well defined artificial
structures as quantum dots and their arrays, where dynamics of
spins can be well controlled by our choice of the system’s
parameters and external fields. Spins systems are thus very
convenient (both from the theoretical as well as experimental
point of view) especially for studies of basic questions of
foundations of quantum physics (Section 2), quantum measure-
ment, entanglement, coherence and dissipation (Section 3),
quantum information processing (Section 6) and non-equilibrium
quantum statistical physics (Section 8). Of course, many theore-
tical and experimental efforts are concentrated on properties
related to spins in small (nanoscopic) systems (previous section).
Due to specificity of these small spins systems we will briefly
discuss some of their particular properties here.

Since there is a vast amount of activity in all these fields, it is
not possible to mention all of them in this very limited space; we
will therefore briefly mention only two applications of spin
dynamics studies.

10.1. Spin electronics (spintronics)

Contrary to traditional solid state electronics which is based on
the charge of electrons, spin electronics, or spintonics, deals with
electron spin as an independent degree of freedom. Involvement
of spin degree of freedom raises the question of the fundamental
character what kind of new physics emerges when the processes
related to electron charge and the electron spins are related. Some
answers to this question lead to rapid transitions from funda-
mental studies to device technology of the magnetic memory
storage industry; studies on sandwich structures, which consist of
alternating ferromagnetic and non-magnetic metal layers lead to
phenomenon of Giant magnetic resonance (GMR); its various
forms were quickly used for many, nowadays commonly used,
devices.

While mainstream spintronics continues with scientific stu-
dies of metal based structures and their technological improve-
ments leading to ever better metal based devices, a parallel, more
fundamental from the point of view of basic science, effort has
now concentrated on semiconductor spintronics. Semiconductor
spintronics now aims to understand the details of electron spin
dependent transport so as to be able to develop electron devices
whose resistance is well controlled by magnetic fields and the
spins of charge carriers that flow through them.

There is also a possibility to manipulate carrier spins in
semiconductors only by electric fields through spin–orbit cou-
pling which can generate spin polarization through two pro-
cesses: influencing a geometric phase and via spin-dependent
scattering. This possibility has lead recently to an enormous
number of studies.

10.2. Spins and quantum information processing

One of most promising candidates for solid state qubit systems
is based on semiconductor quantum dots. Coherent control of a
quantum system based on electron spins states in quantum dots
could allow reasonable state preparation, coherent manipulation
and readout. There is the possibility that spin based qubit
nanoscopic systems could potentially operate even at room
temperature and benefit from single-spin detection schemes. In
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this context, molecular nanomagnets have been proposed as
hardware for quantum computation. The proposals for spin-based
quantum information processing have generated a lot of attention
with respect to the coherent control and decoherence processes of
spins in many environments, and have led to many interesting
studies important for both fundamental as well as applied research.

To summarize, in order to cope successfully with manipulation
of spin states of quantum dots arrays by electrical means is a
highly desirable aim of fundamental importance not only for the
development of various spintronic devices such as possible spin
transistors, filters and memories, but also for developing working
scalable solid state qubits systems. We can also see again that
further studies of decoherence processes and in general develop-
ment of non-equilibrium statistical mechanics dealing with spin
degrees of freedom influenced by various environments are
urgent tasks.
11. Biological systems and molecular motors

Investigations of properties and behavior of biological systems
require concentrated simultaneous efforts of many scientific
disciplines due to complexity of these systems and involvement
of enormous numbers of mutual interactions of their individual
parts not only within, but also between different levels of their
complicated hierarchical structures, creating an architecture
going from individual atoms over huge biomolecules, through
cells and tissues to the whole of a living organism. They are thus
representing systems, the different parts of which going from the
microscopic through the mesocscopic to the macroscopic world.
Apart from hierarchy in space and size scales, we cannot forget
about the complicated and rather variable hierarchical structure
of time scales which determines the dynamics of individual parts
of living organisms and, as a result, their behavior as a whole. In
addition, all parts of living organisms are open systems which are
very often in states far from equilibrium.

Thus, biological systems offer physics many fascinating
possibilities to investigate these systems at various levels of their
complexity and present challenging tasks on the way to under-
standing how the laws of physics work in such complex systems.
To understand these living systems at least partially, we have to
combine many fields of physics. It is impossible to name all fields
of biophysics and biological physics which are nowadays quickly
developing, but we can mention modeling brain functions,
immune system, structure, solvation and folding of biomolecules,
electron and proton transfer in bioenergetics and enzyme
catalysis, ultrafast quantum dynamics in photosynthesis, physics
of cell membranes, see also the books and reviews related to this
section in this article biography.

As for themes discussed up to now in these proceedings we
will first mention possible relation of physics of living organisms
to Foundations of physics (Section 2) and Quantum measurement,
entanglement and dissipation (Section 3). It is generally agreed
that chemistry of biomolecules is governed by the laws of
quantum mechanics. It is, however, up to now completely unclear
whether quantum mechanics plays any significant role in the
essential processes which lead to life; the possible role of
quantum coherence, entanglement and of decoherence processes
in living organisms remains uncertain, together with questions
relating to at which levels transition from quantum to classical
takes place. Any existence of macroscopic quantum phenomena in
living organisms is not supported by any evidence up to now.

Very important overlaps exist between biological physics and
non-equilibrium statistical physics (Section 8) together with
physics of small systems (Section 9) since cells exhibit exceptional
dynamics caused by the presence of ATP driven active motion
which is realized along cytoskeleton (semidilute network of
biopolymers which guarantees the mechanical stability and
integrity of cells and enables active and directed traffic of
molecules within cells) with the help of molecular motors of
nanoscale sizes.

We will now finish this section by a short discussion of the
physics of molecular motors which can be either natural or
artificially prepared structures. There is still an undecided question
of whether apart from commonly occurring classical molecular
motors, quantum molecular motors play some role in living cells.

11.1. Molecular motors and rectified motion

Physics of artificially created and molecular motors occurring
in nature create a special branch of physics where physics of small
(‘‘mesoscopic’’) systems, statistical physics and biological physics
mutually overlap. Contrary to the preceding sections, this
subsection deals with classical as well as quantum systems. The
basic feature of ratchet systems is the existence of a periodic, but
asymmetric potential in the presence of an ac driving field. In
addition, a system with a ratchet effect must have such
parameters that thermal and quantum (in the case of quantum
motors) fluctuations play an important role in its dynamics.
Under these conditions directed transport can appear both in
classical and quantum systems. Due to the essential role that
Brownian motion plays in the ratchet effect, systems manifesting
this effect are called either ratchet, or equivalently, Brownian
motor systems. Due to the importance of fluctuations, ratchet
effects appear generally in small systems [652–655,668].

The ratchet effect occurs naturally in biological systems where
it creates a base for functioning of so-called molecular motors.
These are proteins that take care of transport and muscle
contraction in living organisms [644,646,634,648,658,659,
664,667]. Apart from these naturally created systems, molecular
motors are also studied in artificially shaped systems which, in
some sense, mimic functions of molecular motors in living cells
[653,668].

The theoretical and experimental study of both classical and
quantum molecular motors enables us to develop a better
stochastic method of systems description which is in some sense
complementary to a fully microscopic description, starting from
deterministic Newton or Schrödinger equations. Similarly, as
Langevin and Fokker–Planck equations are complementary to the
reversible, deterministic Newton equation and irreversible statis-
tical mechanics based on it, the quantum Langevin equation and
other quantum stochastic equations are complementary to the
irreversible quantum statistical description starting from the
‘‘reversible, deterministic’’ Schrödinger equation. In the end, both
approaches, either the one starting from the deterministic
description or the one starting from the stochastic description,
must provide the same results. Again, natural questions in
relation with classical and quantum molecular motors, are
‘‘How the irreversibility is emerging?’’ and ’’Where is the cross-
over between the classical and quantum worlds?
Summary

The FQMT’08 conference and the conference contributions to
these proceedings have demonstrated many relations between
such areas as foundation of quantum physics, quantum measure-
ment theory, decoherence theory, quantum optics, quantum
thermodynamics, non-equilibrium quantum statistical physics
and their applications to the physics of quantum computing, cold
atoms, physics of mesoscopic systems, biological systems and
molecular motors.
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Apparently, there is also an increasing tendency for merging
theoretical and experimental methods of quantum optics and
solid state physics. Similar to the FQMT’04 conference, lectures
and discussions during the FQMT’08 conference and contributions
to its proceedings have also shown several quite challenging goals
of the recent physics which are common to all these areas. From
the time of the FQMT’04 conference there have been some
important partial successes on the way to solve tasks we
formulated in the Proceedings from the FQMT’04 conference,
but we are still far from finding their final satisfactory solution.
So, in some cases we almost repeat the list of tasks from the
conclusion of the FQMT’04 conference, perhaps with a little
different stress on their various aspects. For example, over the
four years since FQMT’04, it is clear that one of the most urgent
tasks of physics is a proper formulation of fully non-equilibrium
statistical theory of quantum systems together with a proper
dealing with initial conditions suitable for a description of
decoherence process under various circumstances. For this task,
it is also crucial to improve our understanding the phenomenon of
non-separability of quantum mechanical systems and related
entanglement and to find out a better way of how to handle open
systems so as to get deeper insight into their dynamics.

We now list some goals which the lectures and discussions at
the FQMT’08 conference and its conference proceedings reveal to
be important for future developments:

1. To improve methods for the description of (open) systems far

from equilibrium: The need for improvement in this field is being
driven by a growing demand to understand details of quick
switching-on processes during experiments on nano-size systems
which must be, due to their contacts, understood as open systems.
These transients, switching-on or off processes, generally start
from highly non-equilibrium quantum initial states.

The proper understanding of formulation of the initial state
(i.e., the preparation period of systems before their measurement)
and its time development (its measurement) is important not
only from the point of view of basic science (theory of quantum
measurement, quantum transport theory) but this is also crucial
for possible applications. This is in fact a really interdisciplinary
field where many fundamental questions and possible applica-
tions meet: as it was mentioned at various places in previous
sections, non-equilibrium theory of open systems relates, via
decoherence theory, to all branches of physics discussed at the
conference, from the foundations of quantum mechanics, to
measurements on quantum systems, to the physics of quantum
computing and mesocopic systems.

We need to develop a non-equilibrium theory which will be
able to describe (open) systems with various numbers of particles
(e.g., from individual electron systems up to many-electron
systems) with sufficient accuracy in all time ranges, e.g., covering
processes and dynamics of the system from short-time to long-
time scales. To this end, we need to find a proper description of
initial conditions, interactions in the system, and efficient
methods of how to find dynamics beyond both Markovian and
linear approximations. A really challenging problem is to develop
a theory which describes proper dynamics of the system when the
interaction between the system and the reservoir is a strong one,
and weak coupling theories are not working properly.

2. To develop more complex models for dissipation processes: In
‘‘small systems’’, such as nanonectromechanical systems (NEMS),
complicated couplings can be created between various parts of
the system and their surroundings. There is a possibility that, e.g.,
the resonator can be damped via excitations of internal modes of
the system. The dissipation can also be mediated via the strong
electron–phonon interaction when an adiabatic (Born–Oppenhei-
mer) approach is not sufficient. In other words, we have to study
dissipation mechanisms in these new systems and to develop
methods for including them in the dynamical description, so that
these mechanisms will be still practically treatable within the
generalized master equations (GME) framework.

3. To improve our understanding of decoherence in various

(microscopic–mesoscopic–macroscopic) systems: There is an in-
creasing need to understand: (a) the relation between decoher-
ence processes and the quantum measurement problem, (b)
emergence of classical macroscopic world from the quantum
world, and (c) the physics of possible working qubit systems.

4. To get better insight into entanglement in various (micro-

scopic–mesoscopic–macroscopic) systems: Due to basic significance
of quantum entanglement in behavior of quantum systems and
increasing use of the idea of quantum entanglement in various
experiments in many branches of physics it is necessary to
improve our algorithms and methods for detecting and quantify-
ing entanglement together with possibilities of how to prepare
entangled states artificially in various systems. At the same time,
we need to develop methods of how to describe properly the
dynamics of entanglement depending on the system environ-
ment. This is needed not only from the point of view of final
understanding of the transition from quantum to classical
classical behavior and as to why macroscopic many body systems
have a tendency to behave classically, but also to be able to
develop possible real working schemes based on the physics of
quantum entanglement, such as various teleportation protocols.
Last but not least, better understanding of entanglement can lead
us to improved versions of non-equilibrium quantum statistical
mechanics and quantum thermodynamics.

5. To create new methods to analyze noise spectra and to thereby

extract useful information from systems such as nano-electro-

mechanical systems (NEMS): There is continuing need to gain
more information about ‘‘mesoscopic’’ systems from transport
studies as opposed to only from the mean current, which
measures the total charge transported via the system. Full
counting statistics (FCS), i.e., the knowledge of the whole
distribution of transmitted charge through the small system, of
course, provides more information about the system than just
only the first cumulant of the FCS (mean current). Already the
second cumulant, the current noise, can help us to distinguish
between the different transport mechanisms which lead to the
same mean current. The problem, however, is how to coordinate
the choice of a model of the measured small system with a
method of how to calculate reliable several first cumulants;
calculations heavily depend on an approximation of a generalized
master equation (GME). Due to technical difficulties, calculations
are up to now limited.

6. To study intensively physical processes in ‘‘small’’ biological

systems, i.e., on the level of cells and their organelles: Recent nano-
technologies enable us to construct (biomimetic) systems, which
mimic at least some features of complicated biological systems
and mechanisms in living cells. Apart from the investigation of
mimetic systems, nano-devices (e.g. NEMS) provide us a possibi-
lity to ‘‘follow individual molecules’’ in cells and manipulate
them. This increases the possibility of a ‘‘symbiosis’’ between
biology and physics: We can improve our knowledge of how cells
work by using physics, but also physics research can be motivated
by studies of cellular mechanisms. Molecular motors is the field
where physics and biology already mutually cooperate. It is
assumed nowadays, that every directed motion in living cells
(such as transport of ions through cells’ membranes, and kinesin
walking along cytoskeletal filaments) is governed by molecular
motors. These ‘‘microscopic engines’’ probably operate in the
overdamped Brownian motion regime and for a better under-
standing of their roles in cells, a further development of methods
of statistical physics is essential: we deal not only with individual
motors in cells, but our challenge is to understand highly
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cooperative behavior of many molecular motors, filaments of the
cytoskeleton system, transport through membranes, and orga-
nelles of the cell. We can encounter such phenomena as traffic
flows, traffic jams and pattern formation in cells. In fact, there are
many problems where physics can help biology and vice versa.
For example, recent investigations show that statistical physics
can help us understand biological information processing: the
effect of stochastic resonance can explain how weak biological
signals are amplified by random fluctuations.

7. To further improve systems which we can study experimentally,
to suggest new experiments for small systems and to investigate

various combinations of systems and parameters we have under our

control: There are many promising areas of research, such as
Quantum optics, Cold atoms and Bose–Einstein condenastes,
Physics of quantum computing, Nano-electro-mechanical and
Opto-mechanical systems, Spins systems, Quantum Brownian
motion and Molecular motors, which provide us a possibility to
test experimentally the developed models and basic theories (as
for example the theory of decoherence) in greater detail.

There is hope that working on the above-mentioned problems,
in the future we will understand how and when a possible
quantum thermodynamic description will appear as a special
limit to quantum statistical physics. We will have better
explanation for the irreversibility not only from the point of view
of how it appears in the macroscopic world when a microscopic
description is in principle based on a reversible description, but
also in relation to the quantum measurement process which is an
irreversible process itself. At the same time, we will understand
better when and how the classical macroscopic world which we
daily observe is emerging from our quantum statistical picture of
the micro-world.

Even small experimental systems (generally far from equili-
brium states) are still complicated from the point of view of
theoretical description and the interpretation of experiments.

In other words, we need to develop theoretical methods and
models we are able to solve, and from which it is possible to
extract information comparable with experimental data. At the
same time, the model has to be able to describe the actual
complexity of the experiment.

To conclude, we can again, as already after the FQMT’04
conference, say that the depth and the diversity of the questions
addressed at the FQMT’08 conference were very profound and is
reflected in these proceedings.
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International Conference on Frontiers of Quantum and Mesoscopic Thermo-
dynamics (FQMT04), Physica E 29(1–2) (2005).

[24] A.Yu. Khrennikov (Ed.), Foundations of Probability and Physics—3, AIP
Conference Proceedings, 2005.

[25] A.J. Leggett, The Problems of Physics, Oxford University Press, Oxford, 2006.
[26] G. Fraser (Ed.), The New Physics for the Twenty-first Century, Cambridge

University Press, Cambridge, 2006.
[27] S. Blugel, G. Gompper, E. Koch, H. Muller-Krumhaar, R. Spatschek, R.G.

Winkler (Eds.), Computational Condensed Matter Physics, Forschungszen-
trum Julich, 2006.

[28] G. Adenier, A.Yu. Khrennikov, T.M. Nieuwenhuizen (Eds.), Quantum Theory:
Reconsideration of Foundations—3, AIP Conference Proceedings, vol. 810,
AIP, Melville, NY, 2006.

[29] G. Adenier, A.Yu. Khrennikov, P. Lahti, V.I. Manko, T.M. Nieuwenhuizen (Eds.),
Quantum Theory: Reconsideration of Foundations—4, AIP Conference
Proceedings, vol. 962, AIP, Melville, NY, 2007.
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[328] J. Šesták, Science of Heat and Thermophysical Study, Elsevier, Amsterdam,
2005.

[329] A.E. Allahverdyan, R.S. Garcia, Th.M. Nieuwenhuizen, Phys. Rev. E 71 (2005)
046106.

[330] M. Hartmann, G. Mahler, O. Hess, Fundamentals of nano-thermodynamics,
in: M. Rieth, W. Schommers (Eds.), Handbook of Theoretical and Computa-
tional Nanotechnology, American Scientific Publishers, 2005.

[331] C. Bustamante, J. Liphardt, F. Ritort, Phys. Today (July) (2005) 43.
[332] I. Kim, G. Mahler, Eur. Phys. J. B 54 (2006) 405.
[333] R.F. O’Connell, J. Statist. Phys. 124 (2006) 15.
[334] A.E. Allahverdyan, Th.M. Nieuwenhuizen, Phys. Rev. E 73 (066119) (2006).
[335] L. Leuzzi, T.M. Nieuwenhuizen, Thermodynamics of the Glassy State, Taylor

& Francis, Boca Raton, FL, 2007.
[336] A.E. Allahverdyan, Th.M. Nieuwenhuizen, Phys. Rev. E 75 (2007) 051124.
[337] E. Bormashenko, A. Shkorbatov, O. Gendelman, Am. J. Phys. 75 (2007) 911.
[338] R.F. O’Connell, Fluctuation Noise Lett. 7 (2007) L483.
[339] G.W. Ford, R.F. O’Connell, Phys. Rev. B 75 (2007) 134301.
[340] M.J. Henrich, G. Mahler, M. Michel, Phys. Rev. E 75 (2007) 051118.
[341] M.J. Henrich, F. Rempp, G. Mahler, Eur. Phys. J. 151 (2007) 157.
[342] A. Allahverdyan, R.S. Johal, G. Mahler, Phys. Rev. E 77 (2008) 041118.
[343] U. Seifert, Eur. Phys. J. B 64 (2008) 423.
[344] I. Birjukov, T. Jahnke, G. Mahler, Eur. Phys. J. B 64 (2008) 105.
[345] A. Allahverdyan, G. Mahler, Eur. Phys. Lett. 84 (2008) 40007.
[346] A. Ben-Naim, Entropy Demystified, World Scientific, Singapore, 2008.
[347] W.T. Grady, Entropy and the Time Evolution of Macroscopic Systems, Oxford

University Press, Oxford, 2008.
8. Non-equilibrium quantum statistical physics

[348] P. Hänggi, H. Thomas, Phys. Rep. 88 (1982) 207.
[349] E. Nelson, Quantum Fluctuations, Princeton University Press, Princeton,

1985.
[350] C.W. Gardiner, Handbook of Stochastic Methods for Physics, Chemistry and

the Natural Sciences, second ed., Springer, Berlin, 1985, 1997.
[351] H. Smith, H.H. Jensen, Transport Phenomena, Clarendon Press, Oxford, 1989.
[352] S. Chapman, T.G. Cowling, The Mathematical Theory of Non-uniform Gases,

third ed., Cambridge University Press, Cambridge, 1990.



ARTICLE IN PRESS
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[422] V. Špička, P. Lipavský, Phys. Rev. B 29 (1995) 14615–14635.
[423] N. Sivan, N.S. Wingreen, Phys. Rev. B 54 (1996) 11622.
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[645] F. Jülicher, A. Ajdar, J. Prost, Rev. Mod. Phys. 69 (1997) 1269.
[646] D. Reguear, J.M.G. Vilar, J.M. Rubi (Eds.), Statistical Mechanics of Biocom-

plexity, Lecture Notes in Physics, vol. 527, Springer, Berlin, 1999.
[647] J. Luczka, M. Matlak (Eds.), Transport Phenomena from Quantum to Classical

Regimes, Proceedings of the XXIV International School of Theoretical
Physics, Acta Phys. Polonica B, vol. 32(2), 2001.

[648] J. Howard, Mechanics of Motor Protein and Cytoskeleton, Sinauer Associ-
ates, Sunderland, 2001.

[649] R. Lipowsky, S. Klumpp, Th.M. Nieuwenhuizen, Phys. Rev. Lett. 87 (2001)
108101.

[650] Th.M. Nieuwenhuizen, R. Lipowsky, S. Klumpp, Europhys. Lett. 58 (2002) 68.
[651] R.M. Mazo, Brownian Motion, Oxford University Press, Oxford, 2002.
[652] R. Dean Astumian, P. Hänggi, Phys. Today 55 (2002) 33.
[653] H. Linke, Appl. Phys. A 75(2) (2002).
[654] P. Reimann, P. Hänggi, Appl. Phys. 75 (2002) 169.



ARTICLE IN PRESS
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