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Abstract

Of all electrons, runaway electrons have long been recognized in the fusion community as a dis-

tinctive population. They now attract special attention as a part of ITER mission considerations.

This review covers basic physics ingredients of the runaway phenomenon and the ongoing efforts

(experimental and theoretical) aimed at runaway electron taming in the next generation toka-

maks. We emphasize the prevailing physics themes of the last 20 years: the hot-tail mechanism

of runaway production, runaway electron interaction with impurity ions, the role of synchrotron

radiation in runaway kinetics, runaway electron transport in presence of magnetic fluctuations,

micro-instabilities driven by runaway electrons in magnetized plasmas, and vertical stability of the

plasma with runaway electrons. The review also discusses implications of the runaway phenomenon

for ITER and the current strategy of runaway electron mitigation.
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I. INTRODUCTION

An inherent feature of a tokamak as a plasma confinement system is that the confined

plasma has to carry a significant current, and the associated magnetic energy is greater than

the kinetic energy of the current carrying particles. It is pertinent that the tokamak current is

always much greater than the characteristic Alfvén current of 17 kA, by roughly three orders

of magnitude in a fusion reactor. Bulk electrons are the current carriers in a fusion-grade

plasma under nominal conditions, and the electron flow velocity is then much smaller than

the electron thermal velocities. It is, however, possible that a small population of highly

supra-thermal electrons becomes a significant or even the dominant current carrier. The

underlying reason is that the friction force decreases with increasing speed for fast electrons,

as shown in Fig. 1. The electrons can then undergo “unlimited” acceleration by an electric
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FIG. 1. Momentum-dependent friction force for a test electron in the plasma in comparison with

the driving electric field E. To generate runaway electrons from a Maxwellian tail, the electric

field has to exceed a critical Connor-Hastie field ECH. When E > ECH electrons with momentum

higher than the critical mvc enter runaway regime. All electrons enter the runaway regime when

the electric field exceeds the Dreicer field ED.

field, which is an effect predicted in 1925 in Ref. [1] and known now as runaway phenomenon.

Runaway electrons have long been a spotlight topic in plasma research for both academic

and practical reasons. They may trigger gas breakdown in strong electric fields, including

those encountered in atmospheric lightning, they can be present in magnetic reconnection
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events, and they can be produced deliberately to create high-energy electron beams. Many

aspects of electron beam physics and beam-plasma interactions pertain naturally to runaway

electron behavior. One of such aspects is the excitation of waves by the fast electrons, either

in a form of spontaneous non-thermal radiation or as a stimulated emission leading to

electron-driven instabilities.

Collisional processes are much slower for the runaway electrons than they are for the

bulk electrons. Their characteristically low collisionality does not allow runaway electrons

to establish a Maxwellian distribution over the time-scales of interest. From the theory

standpoint, runaway electrons require a kinetic treatment whereas the bulk is tractable with

just the fluid moments.

Early theoretical studies have established two production mechanisms of the runaways: a

diffusive leak of electrons from the Maxwellian tail into the runaway range [2] and knock-on

collisions that multiply the runaway population exponentially [3]. The goal of those and

subsequent studies was to describe the growth of a small runaway population in a given

driving electric field without any feedback from the runaways on the field and without any

collisional processes other than Coulomb collisions in a fully ionized plasma. The need to

assess RE implications for tokamaks requires a broader approach that would allow to identify

and integrate other relevant physics. In particular, high inductance of the system indicates

that the electric field can hardly be viewed as a given. It changes dramatically in step with

the runaway evolution whereas the current is more difficult to change. The problem thus

requires a simultaneous description of the runaway kinetics and the evolving electric field

as one of the research priorities. It is also necessary for an integrated physics analysis to

cover very different time scales, such as collisional relaxation time in the bulk plasma, the

timescale of runaway multiplication via avalanche mechanism, and the time scale of the

plasma current decay. Runaway electrons are ubiquitous in the start-up plasmas during

the electrical breakdown of the gas, but their current usually remains relatively small by

the time plasma heats up and becomes a good conductor. They then dissipate gradually,

because the low loop voltage is unable to support them in a 10 keV temperature range. A

sufficiently long time of the discharge shut-down in regular operational regimes can easily

prevent reoccurrence of the runaways, but their reoccurrence becomes a clear danger when

the shut-down time has to be very short in an emergency. Copious production of the runaway

electrons can then be powered by the large stored energy of the poloidal magnetic field in
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the plasma [4, 5]. The potential damage of the plasma facing components of fusion reactors

by these electrons is a matter of serious concern for all large tokamaks including ITER [6].

These mission-driven considerations are omnipresent in the runaway studies that we attempt

to review in this paper now, 40 years after the then thorough review [7], 30 years after review

focused on electron driven instabilities [8] and more than 20 years after the milestone work

on avalanche production of the runaways [5].

The following physics themes have received particular attention in the last 20 years: the

hot-tail mechanism of runaway production, the role of synchrotron radiation in runaway

kinetics, runaway electron transport in presence of magnetic fluctuations, micro-instabilities

driven by RE in magnetized plasmas, vertical stability of the plasma, with REs, and runaway

electron interaction with impurity ions. All of them are essential physics elements of the

disruption mitigation problem. These developments have addressed some of the outstanding

research topics identified earlier in Ref. [9], such as the role of the hot tail and the Thomas-

Fermi-based approach to fast electron scattering by the partially ionized high-Z impurities.

Rapid cooling of plasma thermal electrons is common at the beginning of the disruption

events in tokamaks. This naturally links RE production to disruptions. An extensive empir-

ical knowledge about disruptions and their control in existing machines is still insufficient to

tell how to make reactor-size machines disruption-free. As a back-up “line of defense”, a dis-

ruption mitigation system (DMS) is envisioned for ITER, and RE mitigation is a substantial

part of this mission. Detailed overviews of ITER DMS strategies and the related research

were published in 2015 in Ref. [10] and Ref. [11], respectively. The mitigation attempts rely

on impurity injection into the plasma with the goal to radiate most of the stored energy

without any structural damage. Massive gas injection and pellet injection are under con-

sideration and experimental testing. There has been a significant progress in understanding

the role of impurities in runaway kinetics, which includes improved description of RE inter-

action with bound electrons and partially screened nuclei in high-Z gases. This knowledge

is essential for optimization of impurity content and impurity deposition technique because

of the known dual role of impurities. They can either facilitate runaway production via

bulk plasma cooling or help to dump the existing runaways via their enhanced scattering

or via triggering MHD instabilities. It is, however, unclear at the moment whether the

mitigation system can be sufficiently flexible to meet most of the physics and engineering

constraints. The results of the ongoing experiments themselves are not immediately scalable
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to next-generation tokamaks, which raises concerns regarding DMS capabilities and runaway

control, as summarised in Refs. [12, 13]. The problem requires a creative input from the

first-principles theory and numerical simulations to develop a self-consistent picture of the

bulk plasma and RE responses to impurity injection.

Experimental studies of runaway electrons have advanced significantly in recent years.

Decades ago, runaway electrons were merely an occasional, and sometimes, a detrimental

byproduct of the experiments. In contrast, nowadays, nearly every tokamak has a dedicated

experimental time for the runaway research. Despite the fact that runaway electrons seem

to be inevitable in ITER, it is hardly possible to learn enough about them from existing

tokamaks that are significantly smaller in size, have lower current and are limited in pulse

lengths. It is particularly difficult to have experimental settings in which the runaway be-

havior is robustly reproducible. Nonetheless, the latter problem has been solved successfully

in many modern tokamaks. They now provide credible experimental data and new insights

into runaway electron physics.

The experimental studies of runaway electrons are conducted in two distinct regimes:

quiescent regimes and disruptive regimes. In quiescent runaway plasmas (QREs), a low-

density plasma is run at lower and lower density until REs begin to appear; in this regime,

the background hot plasma carries most of the current and only traces of relativistic electrons

can be detected. In disruptive regimes, REs are created during a disruption and the current

is quickly overtaken by the relativistic electrons. The QRE plasmas are beneficial from

the diagnostic point of view, due to the long time scales, nearly steady-state conditions,

and ability to use standard tokamak diagnostics (e.g. charge-exchange recombination) to

diagnose the background plasma. On the other hand, the disruptive regimes, while more

challenging to diagnose, allow study of many important processes, such as the vertical motion

of the RE current channel and RE beam final loss when REs hit the vessel wall.

Although diagnosis of REs is challenging, especially in disruptive regimes, RE diagnostics

have been expanded in recent years, as described in Section XA. Modern diagnostics, for

instance, give a relatively good idea of the structure of the runaway electron distribution

function, at least on a slow time scale, and permit some insights into the complex disruption

processes, such as the complex poloidal structure of plasma line radiation during the thermal

quench. Measurement of RE instabilities has improved, despite the challenging frequencies

of 100 MHz or more, enabling first detailed study of kinetic instabilities in REs. Synchrotron
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emission imaging has greatly improved, allowing the detailed structure of the most energetic

REs to be measured.

Significant progress has been achieved in recent years in development of numerical tools.

These tools include: continuous and Monte Carlo solvers for the kinetic equation, guiding

center and full orbit codes, MHD codes, codes for modeling of kinetic instabilities, various

synthetic diagnostic tools. Being focused on the physics of runaway electrons our review

does not present technical descriptions of these numerical tools. We, however, give references

to those tools when discussing corresponding physics.
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II. PARTICLE ORBITS

A. Guiding center orbits

The presence of strong magnetic field commonly justifies a guiding center description

of electron motion. The guiding center theory implies that the spatial scale of the field

is larger than the particle Larmor radius and the time-scales are longer than the electron

gyro-period. The equilibrium field typically satisfies these conditions, but perturbed fields

may violate them. It is convenient to use Lagrangian formalism for the guiding center

motion. The guiding center Lagrangian was derived by Littlejohn [14] in a non-relativistic

case and generalized to the relativistic case by Wimmel [15]. The relativistic guiding center

Lagrangian has the form1

L =
e

c

[

A+
mc

e
u||b

]

Ẋ+
m2c

2e
J⊥ζ̇ − eΦ−mc2

√

1 +
u2‖
c2

+
J⊥B

c2
. (1)

The dynamical variables in this Lagrangian are X, u‖ , J⊥, and ζ. The vector potential

A, the scalar potential Φ, the magnetic field absolute value B and its unit vector b are all

functions of X and time.

The variable J⊥ is a relativistic adiabatic invariant related to magnetic moment µ:

J⊥ = µ
2

m

√

1 +
u2‖
c2

+
J⊥B

c2
. (2)

The variable u‖ is related to the parallel velocity of the guiding center by

(

b · Ẋ
)

=
u||

√

1 +
u2

‖

c2
+ J⊥B

c2

(3)

as follows from one of the Lagrangian equations.

The dynamical variables X, u‖, J⊥ and ζ are not canonical, but transformation to canon-

ical variables is straightforward for orthogonal magnetic coordinates in which the vector

potential of the equilibrium magnetic field and the magnetic field itself have the following

covariant representation:

A = Aϕ∇ϕ+ Aθ∇θ,

B = Bϕ∇ϕ+Bθ∇θ,
(4)

1 Note that e is negative for electrons.
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where ϕ and θ are the toroidal and poloidal angles, respectively, and Aϕ does not depend

on angles at a flux surface. In a large aspect ratio tokamak with circular flux surfaces, the

covariant components of the vector potential and the magnetic field are

Aϕ = −B0

r
∫

0

rdr

q(r)
; Aθ =

1

2
B0r

2 − B0 cos θ

r
∫

0





r2

R0

+ r∆′ + r

r
∫

0

∆′
1

r1
dr1



dr; (5)

Bϕ = B0R0; Bθ = B0
r2

R0q(r)



1− r

R0

cos θ +∆′ cos θ −
r
∫

0

∆′
1

r1
dr1 cos θ



 , (6)

where B0 is the field on magnetic axis, R0 is the major radius, q(r) is the safety factor, and

∆(r) is the Shafranov shift.

Equations (4) transform the Lagrangian to

L = Pϕϕ̇+ Pθθ̇ + Pζ ζ̇ −H, (7)

where

Pϕ ≡ e

c

[

Aϕ +
mc

e
u||
Bϕ

B

]

,

Pθ ≡
e

c

[

Aθ +
mc

e
u||
Bθ

B

]

,

Pζ ≡
m2c

2e
J⊥

(8)

and the Hamiltonian H ≡ eΦ + mc2
√

1 +
u2

‖

c2
+ J⊥B

c2
needs to be expressed in terms of

Pϕ, Pθ, Pζ and θ.

The angles ϕ, θ, ζ are now canonical coordinates and Pϕ, Pθ, Pζ are the canonical mo-

menta. The corresponding equations of motion are the Hamilton equations.

The orthogonal magnetic coordinates can always be introduced locally, but this coordi-

nate system is inconvenient globally for many equilibrium configurations of interest, such

as elliptically shaped equilibria where it involves singularity at magnetic axis. Also, the

magnetic field lines are not necessarily straight in the orthogonal coordinates. For these

reasons, numerical implementation of the orthogonal coordinates is challenging for realistic

tokamaks. It is however possible to redefine the toroidal and poloidal angles and thus con-

struct global straight field lines magnetic coordinates that preserve Hamiltonian structure

of the guiding center equations [16].
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FIG. 2. Guiding-center orbits of electrons in TEXTOR corresponding to the different energies in

the plasma with the plasma current 350 kA and the toroidal field 2.5 T: curves 1-5 correspond to

energies E = 10 keV, 10 MeV, 20 MeV, 40 MeV, and 46 MeV, respectively. Figure adopted from

[17].

The guiding center motion in an equilibrium field of a tokamak is fully integrable. It

preserves the toroidal magnetic moment Pϕ, adabatic invariant J⊥, and energy W . These

conservation laws determine the shape of the particle orbit as

W = eΦ +

√

m2c4 + c2
(

Pϕ − e

c
Aϕ

)2
(

B

Bϕ

)2

+m2c2J⊥B = const. (9)

The unperturbed orbits are close to magnetic surfaces, which means that the shape of

the orbit is to lowest order

Aϕ(ψ) =
c

e
Pϕ = const, (10)

where ψ is the flux surface label. The runaway electrons have small pitch angles and move

almost, albeit not exactly, along the magnetic field lines. Their orbits in the poloidal plane

are generally shifted to the low-field side from the magnetic axis, as shown in Fig. 2, because

electrons move opposite to the plasma current.
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B. Resonant MHD perturbations

The unperturbed motion is double periodic and characterised by the poloidal and toroidal

transit frequencies ωϕ(Pϕ;W ; J⊥) and ωθ(Pϕ;W ; J⊥). Knowledge of these frequencies enables

identification of resonant orbits (the ones that are most sensitive to perturbations). The

resonance condition for a perturbation of frequency ω and toroidal number n is

ω − nωϕ(Pϕ;W ; J⊥)− lωθ(Pϕ;W ; J⊥) = 0 (11)

where l is an integer. For small perturbations, electron excursion from a resonant orbit

scales as a square root of the perturbation amplitude, in contrast with the linear scaling

for a non-resonant orbit [18]. A particle does not move far away from its unperturbed

orbit as long as the resonant surfaces with different n and l values remain well separated

in the constants of motion space. However, the motion changes sharply as soon as the

neighbouring resonances overlap and the particle is then allowed to diffuse globally over a

set of overlapping resonances.

The frequencies of MHD perturbations are typically much smaller than ωϕ(Pϕ;W ; J⊥)

and ωθ(Pϕ;W ; J⊥) for relativistic electrons. Consequently, the resonance condition simplifies

to

− nωϕ(Pϕ;W ; J⊥)− lωθ(Pϕ;W ; J⊥) = 0. (12)

This simplification means that perturbations are effectively static and, thus, conserve the

energy of the particles. They change only the toroidal angular momentum Pϕ, which leads to

the transport of particles across the equilibrium magnetic surfaces. The resonances marked

by Eq. (12) are closely related to rational magnetic surfaces, but they are not exactly there,

because of the drift-orbit excursions. Consequently, stochastic diffusion of magnetic field

lines does not necessarily cause the same diffusion of the fast electrons. In presence of static

perturbations, fast electrons diffuse in Pϕ with J⊥ and energy being conserved. Note that

Pϕ ≈ −eB0

c

r
∫

0

rdr

q(r)
+mu‖ (R0 + r cos θ) (13)

in a large aspect ratio tokamak with circular flux surfaces. In this case, the equilibrium

orbits of electrons with negligible pitch-angles ( J⊥ = 0 ) deviate from the flux surface by

roughly mcu‖q/(eB0). The drift-orbit-averaged diffusion should, therefore, differ from the

Rechester-Rosenbluth estimate [19] that neglects any orbit deviation from the field line.

13



Calculation of the drift-orbit-averaged diffusion coefficient for passing particles in stochas-

tic magnetic field can be found in Ref. [20]. This work also reconciles the differences between

the results of earlier calculations. It is important to point out that the diffusion coefficient

presented in Ref. [20] is formally a sum of delta-functions located at discrete resonances,

which precludes global transport of particles unless some broadening of the delta-functions

mixes the resonances into a continuous array. The sum can then be replaced by an integral

over resonance labels.

Nonlinearity of the perturbed motion is commonly the dominant reason for resonance

broadening [18]. The broadened resonances give rise to global quasi-linear diffusion when

non-axisymmetric perturbations are large enough to overlap resonances with different n and

l values. It is, however, not unusual that overlap of resonances with low to moderate val-

ues of n and l requires impractically large perturbations. Such resonances tend to form

isolated phase space islands separated by Kolmogorov-Arnold-Moser (KAM) surfaces that

act as transport barriers. The transport mechanism can then be a combination of parti-

cle convection within the islands and diffusion across the KAM surfaces. This suggests an

advection-diffusion model for cross-field transport [21]. Although such model can reason-

ably replicate results of direct numerical simulations, it can hardly serve as an independent

predictive tool. The problem is the inherent lack of universality in the transport coefficients.

To meet the resonance overlap condition, the perturbations should typically have large

toroidal mode numbers. Such perturbations are not characteristic to linear MHD insta-

bilities but they can be produced nonlinearly by the initial tearing mode. Simulations of

existing experiments with nonlinear MHD codes NIMROD [22, 23] and JOREK [24] show

that initially unstable long wavelength modes may eventually randomise magnetic surfaces

within a large part of the plasma volume or even globally (see Figs. 3 and 4).

The magnetic field then loses its perfectly nested structure due to presumably random

radial walk of every field line. The resulting diffusion coefficient for fast electrons should

increase roughly as (δB)2 with the perturbation level, but large uncertainty remains with re-

gard to characteristic spatial scales and correlation lengths of the perturbations, which makes

it difficult to quantify their impact on runaway confinement without speculative conjectures.

It is still unfeasible for the existing codes and computers to simulate the randomized field

directly, because of severe resolution requirements and the need for a kinetic rather than

MHD description of the emerging short scales. This situation motivates numerous sensitivity
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FIG. 3. Modeling of massive gas injection in JET. Poloidal cross sections of Te, ne, j, and Poincaré

plots of the magnetic surfaces at the toroidal position of the injection at t = 0 (upper row) and

t = 6.2 ms (lower row). Figure adopted from Ref. [24].

studies of the fast electron transport to magnetic fluctuations produced by the MHD codes,

created by external magnetic coils or to the arbitrarily postulated ones [21, 25–31].

The efforts to quantify cross-field transport of runaway electrons under experimentally

relevant conditions involves Monte Carlo simulations with either guiding center codes such

as ANTS [27], ASCOT [32] or, more recently, a full orbit code KORC [33]. It is tempting to

describe the outcome of such simulations in terms of a radial diffusion coefficient or particle

confinement time, but this simplistic reduction can easily miss the critical sensitivity of the

transport to the structure of nonlinear resonances and thus jeopardize the credibility of the

results. The role of resonances needs, therefore, to be addressed explicitly in interpretation

of the simulation results.

One of the issues resolved by numerical studies conclusively is whether external magnetic

15



Time=0.84 ms, 158 confned REs

Time=0.74 ms, 1653 confined REs

0

5

10

15

20

25

FIG. 4. Test particle simulation of runaway electron loss during thermal quench in DIII-D (shot

137620). Snapshots of the electron population before and after the thermal quench (0.74 ms and

0.84 ms, respectively). Colored dots mark poloidal locations of the confined runaway electrons.

At 0.84 ms, the “outer ring” of runaway electrons lies mostly inside the flux tube defining the 2/1

island. Each color represents electron energy in MeV. Grayscale dots on the right side are magnetic

field line puncture plots with toroidally averaged poloidal flux contours superimposed. Left side

plots with the color dots are mirror image cross-sections with identical poloidal flux contours. The

circle in lower right indicates the poloidal location at which the escaping electrons strike the wall.

Figure adopted from Ref. [28].

coils, also known as Resonant Magnetic Perturbation (RMP) coils, can be used to facilitate

runaway losses [27, 34]. This may be an option for a small machine, like TEXTOR [35], but

does not look practical for an ITER-size device. The reason is that the required short-scale

perturbations decay fast with the distance from the coils and can extend to the plasma

core only in a small machine. In larger machines, the resonances would overlap just in the

outer part of the plasma, as seen in Fig. 5 that shows a Poincaré plot of the magnetic field
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FIG. 5. Poincaré plot of ITER magnetic field with the outer magnetic surfaces destroyed by the

resonant magnetic perturbation coils with the coil current of 90 kA. Figure adopted from Ref. [34].

structure in ITER when RMP is applied.

Particle tracing codes reveal that the contribution of the very short wavelength perturba-

tions to transport is relatively small as a result of averaging along the guiding center orbit or

full gyro-orbit. This is especially relevant to higher energy particles (and hence to runaways)

that have larger orbit excursions from the equilibrium flux surfaces. Their diffusion coeffi-

cient should therefore decrease with energy. Depending on input parameters, one finds either

global stochasticity or coexistence of stochastic areas and good magnetic surfaces within the

plasma, which is instructive for understanding experimental data, but still not sufficient for

conclusive first principle predictions of radial losses of the runaway electrons even when the

codes simulate saturated regimes of plasma instabilities rather than just assess sensitivity

to pre-specified perturbations. The co-existence of destroyed and undestroyed magnetic sur-

faces suggests that global diffusive losses may be hindered by transport barriers for runaway

electrons, and the electrons would only escape in short pulses through statistically formed

“turnstiles” [36].
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C. Orbit-averaged kinetic equation

Particle motion in a tokamak is a combination of hamiltonian motion in the equilibrium

magnetic field and a distortion of the equilibrium orbit by the perturbed fields and collisions.

For a small population of runaway electrons, the resulting kinetic equation is linear in its

distribution function and can be written schematically as

∂f

∂t
+ {H, f} =

∫

C(6) (Z,Z ′)f (Z ′) d(6)Z ′ (14)

with H = H0 + H1, where H0 is the Hamiltonian of the unperturbed motion, H1 is the

perturbed part of the Hamiltonian, {H, f} is the Poisson bracket, Z denotes a phase space

point, the kernel C(6) (Z,Z ′) characterizes collisions, and the integral is over phase space

volume. The perturbed Hamiltonian includes a regular inductive electric field as well as

perturbations from randomly fluctuating fields. The latter are known to cause quasi-linear

diffusion of the particles.

Equation (14) describes a particle distribution in 6-dimensional phase space, but the

strong equilibrium magnetic field and toroidal symmetry of this field make it possible to

reduce the dimensionality of the problem from 6 to 3 via a guiding center approximation and

orbit averaging. The guiding center motion in the equilibrium magnetic field of a tokamak

is fully integrable. It conserves particle energy, toroidal angular momentum and magnetic

moment and can be characterized by canonical action-angle variables. The corresponding

Hamiltonian H(Pζ ;Pθ;Pϕ) depends only on three canonical moments (actions) in this case.

The actions are conserved quantities, and the conjugate canonical angles ζ, θ, ϕ (related to

but different from geometrical angles) are cyclic coordinates that characterize gyromotion,

poloidal motion and toroidal motion respectively. An additional discrete index σ (omitted

here for brevity) labels passing and counterpassing particles.

The unperturbed guiding center motion is periodic in angles and has three characteristic

frequencies, ωζ,θ,ϕ = ∂H/∂Pζ,θ,ϕ. Equation (14) can thus be written as

∂f

∂t
+ ωζ

∂f

∂ζ
+ ωθ

∂f

∂θ
+ ωϕ

∂f

∂ϕ
=

∫

C(6) (Z,Z ′)fdP ′
ζdζ

′dP ′
θdθ

′dP ′
ϕdϕ

′ − {H1, f} (15)

When the perturbed fields are small and the characteristic collision frequency is much lower

than ωζ,θ,ϕ, the distribution function is a sum of a large slowly evolving part 〈f〉 that does
not depend on angles and a small rapidly oscillating part f∼. The slowly evolving part will
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then satisfy a 3-dimensional equation with an angular averaged collision operator and two

angular-averaged contributions from the perturbed fields (regular and random):

∂〈f〉
∂t

=

∫

C(3) (Pζ,θ,ϕ, P
′
ζ,θ,ϕ)〈f〉dP ′

ζdP
′
θdP

′
ϕ − 〈{H1, 〈f〉}〉 − 〈{H1, f∼}〉,

C(3) ≡ 1

(2π)3

∫

C(6)(Pζ,θ,ϕ, ζ, θ, ϕ, P
′
ζ,θ,ϕ, ζ

′, θ′, ϕ′)dζdθdϕdζ ′dθ′dϕ′
(16)

Further simplification is possible in the case of small particle excursions from magnetic

flux surfaces (zero orbit width approximation). This decouples different flux surfaces in

Eq. (16) and reduces Eq. (16) to a two-dimensional equation on each flux surface. The

zero orbit approximation means that radial transport of the particles can be neglected to

lowest order. The orbit averaging in this case reduces to averaging over particle poloidal

bounces on a given flux surface labeled by Pϕ. Note that Pϕ ≈ eAϕ/c in the zero orbit

width approximation, and C(3) is a strongly peaked, delta-like function of Pϕ − Pϕ
′. The

distribution function on the flux surface is a function of particle energy E and relativistic

adiabatic invariant J⊥ ≡ 2ePζ/ (m
2c). Equation (16) then reduces to

∂〈f〉
∂t

=

∫

C(2) (Pϕ, E , J⊥, E ′, J ′
⊥)〈f〉 (Pϕ, E ′, J ′

⊥) dJ
′
⊥dE ′ − 〈{H1, 〈f〉}〉 − 〈{H1, f∼}〉,

C(2) (Pϕ, E , J⊥, E ′, J ′
⊥) =

m2c

2e

∫

C(3) (Pϕ, E , J⊥, P ′
ϕ, E ′, J ′

⊥)

ωθ(P ′
ϕ, E ′, J ′

⊥)
dP ′

ϕ

(17)

The collision operator in this equation splits into a sum of partial contributions from

various elementary processes, which determines the following structure of Eq. (17),

∂ 〈f〉
∂t

= C1 〈f〉+ C2 〈f〉+ C3 〈f〉+ C4 〈f〉+ E 〈f〉+ D 〈f〉+ S 〈f〉 (18)

where C1 〈f〉 is the electron drag term, C2 〈f〉 is the elastic scattering term, C3 〈f〉 describes
the synchrotron radiation reaction, C4 〈f〉 describes bremsstrahlung losses, E 〈f〉 is a contri-

bution from the driving electric field, D 〈f〉 describes quasi-linear diffusion in the presence

of micro-instabilities, and S 〈f〉 represents a particle source from knock-on collisions. We

use the Euclid Math font in Eq. (18) to denote operators.

An explicit form of the bounce averaged kinetic equation describing Coulomb collisions,

radiation friction, and a simplified knock-on collision source, can be found in Refs. [5, 37].

In these papers and elsewhere, a pitch angle parameter λ is used as a variable instead of

J⊥. A finite orbit width correction would add a neoclassical radial transport term to the

kinetic equation. We discuss specific contributions to the kinetic equation in more detail in

subsequent sections of this review.
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Proper orbit averaging can be important for accurate quantitative predictions, especially

for small-aspect-ratio machines, but most qualitative features of the runaway kinetics can

already be revealed within a straight and uniform magnetic field set-up that we use in this

review by default unless otherwise specified. Equations (19)-(25), listed below, show partial

contributions to Eq. (18) for this set-up. These expressions imply that the background

plasma is cold and fully ionized. The presence of partially ionized impurities does not change

the structure of the listed operators but requires updated expressions for the stopping power

and elastic collision frequency, as discussed further in Sections III B, III C.

• Electron drag

C1f =
1

p2
∂

∂p
eECH

(

p2 +m2c2
)

f, (19)

where ECH ≡ 4πe3ne ln Λ
mc2

is the Connor-Hastie critical field.

• Elastic scattering

C2f =

(

2πe4

m2c4
cnionZ

2 ln Λ

)

m2c2

p2

√

1 +
m2c2

p2
1

sin θ

∂

∂θ
sin θ

∂f

∂θ
(20)

• Synchrotron radiation reaction

C3f =
2e4B2

3m3c5

[

1

p2
∂

∂p

p3
√

m2c2 + p2

mc
sin2θf +

mc

p sin θ

∂

∂θ

p cos θsin2θ
√

m2c2 + p2
f

]

(21)

• Bremsstrahlung

C4f = nionc

∫

p1
√

p21 +m2c2

(

dσbr
d3p

)

p1p

f (p1) d
3p1

− nioncf (p)

∫

p
√

p2 +m2c2

(

dσbr
d3p

)

pp1

d3p1,

(22)

where
(

dσbr

d3p

)

p1p
is the bremsstrahlung cross section (see Eq. (56)) integrated over

directions of photon emission, the result of this integration can be found in Ref. [38].

This expression includes only electron-ion collisions, because the bremsstrahlung from

electron-electron collisions is smaller for high-Z impurities.

• Electric field drive

Ef = eE

(

− 1

p2
∂

∂p
cos θp2f +

1

sin θ

∂

∂θ

sin2θ

p
f

)

(23)
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• Quasilinear diffusion

Df =

[

1

p2
∂

∂p
p2
(

Dpp
∂f

∂p
+Dpθ

∂f

p∂θ

)

+
∂

p sin θ∂θ
sin θ

(

Dθp
∂f

∂p
+Dθθ

1

p

∂f

∂θ

)]

(24)

The diffusion coefficients are determined by the energy spectrum of the excited waves

(see Section IX).

• Knock-on collisions

Sf =
ne

2π2m

∫

p1
p

1
√

p21 +m2c2
1

√

p2 +m2c2

(

dσ

dγ

)

γγ1

×

f (p1; θ1) d
3p1

√

sin2θsin2θ1 −
(

cos θ cos θ1 −
√

γ−1
γ+1

√

γ1+1
γ1−1

)2
−

ne

2π2m
f (p; θ)

∫

p

p1

1
√

p21 +m2c2
1

√

p2 +m2c2

(

dσ

dγ

)

γ1γ

×

d3p1
√

sin2θsin2θ1 −
(

cos θ cos θ1 −
√

γ1−1
γ1+1

√

γ+1
γ−1

)2
,

(25)

where ne is the cold electron density; γ ≡ 1
mc

√

p2 +m2c2 is the electron relativistic

factor; dσ
dγ

is the Møller cross section (see Eq. (26)).
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III. ELEMENTARY PROCESSES

A. Coulomb collision operator

Binary collisions are generally described by the Boltzmann collision operator, which

is quadratic in the particle distribution function. These collisions tend to establish a

Maxwellian distribution. Small deviations from the Maxwellian can be studied with a lin-

earized collision operator. Such linearization does not require the deviation to be small at

every velocity. It is also justified when the distribution function includes a small tail of non-

Maxwellian particles (say, runaway electrons), in which case linearization means that the tail

particles collide just with the Maxwellian bulk rather than with each other. The linearized

collision operator does not describe a closed system. Consequently, it does not conserve the

number of tail particles, their momentum and energy. It must, however, return zero when

applied to a Maxwellian distribution with the bulk plasma temperature. Additional physics

factors allow further simplifications of the linearized collision operator.

First, the dominance of small-angle collisions enables the reduction of the integral op-

erator to a Fokker-Planck-type operator with a large logarithmic factor in the collision

frequency. The difference between the linear integral operator and the Fokker-Planck ex-

pression represents knock-on collisions that can give rise to the exponential growth of the

fast particle population, albeit at a rate that is lower (by the large logarithm) than the

small-angle collision rate. This growth rate can thus be calculated perturbatively, based on

the lowest order long-lifetime solution of the Fokker-Planck equation.

Second, electron-ion collisions can reasonably be viewed as elastic scattering due to the

small electron-ion mass ratio.

Third, the coefficients in the Fokker-Planck collision operator simplify significantly when

particles of interest are much faster than the bulk electrons.

The last two simplifications were used in Ref. [39] for non-relativistic particles and in

Ref. [40] in a relativistic case.

A linearized Fokker-Planck operator that applies to both, slow (thermal) and fast (run-

away range) velocities is presented in Ref. [41]. This combined operator is suitable for

simultaneous calculation of Spitzer resistivity and runaway dynamics in an electric field

that is significantly lower than the Dreicer field.
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B. Electron-electron collisions and stopping power

A quantum-mechanical description of relativistic electron collisions based on the Dirac

equation was developed by Møller in Refs. [42, 43]. The resulting differential cross-section

for a fast electron collision with a target electron that is initially at rest has the form (see,

for example, [44])

dσ

dγ
=

2πr2e
γ20 − 1

[

γ20

(

1

γ − 1

)2

+ γ20

(

1

γ0 − γ

)2

+ 1− 2γ0 − 1

γ0 − 1

(

1

γ − 1
+

1

γ0 − γ

)

]

,

(26)

where re is the classical electron radius and γ0 is the incident electron relativistic factor. The

first two terms in Eq. (26) represent the classical Rutherford cross-section; the remaining

terms are due to the exchange interaction.

In hot plasmas, impurities are typically fully ionized, so that all bulk electrons are free.

In contrast, cold post-disruption plasmas contain both free electrons and bound electrons

residing in partially ionized impurities. The presence of bound electrons is essential when

runaways are mitigated by massive injection of material. Collisions with free and bound

electrons have apparent differences and need to be considered separately.

Collisions with bound electrons — Given the dominance of small energy exchanges in

Coulomb collisions, the resulting energy losses can be viewed as continuous and described

in terms of a stopping power derived by Bethe in Ref. [45]. The stopping power in the form

derived in the paragraph “Ionization losses of fast particles” in [44],

dE
dt

= −2πe4nbound

mcβ

[

ln
m2c4(γ2 − 1)(γ − 1)

2I2
−
(2

γ
− 1

γ2

)

ln 2 +
1

γ2
+

(γ − 1)2

8γ2

]

, (27)

where I is the mean excitation potential, β is the incident electron velocity normalized to the

speed of light, and γ = 1/
√

1− β2. Equation (27) can be obtained from (26) by imposing

a proper constraint on the minimum energy transfer to bound electrons [46]. Note that this

equation does not include the small density-effect correction associated with the dielectric-

response function of the medium. More information about the density effect can be found

in Refs. [47].

The mean excitation potential for neutral gases is approximately I ≈ (10eV )Z0 [48],

where Z0 is the charge of the nucleus, which ensures accuracy of Eq. (27) to within about
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10%. In numerical calculations, it might be preferable to use either Eq. (27) and experi-

mentally verified ionization potentials with summation over impurity species of interest or

stopping power data provided in Ref. [47]. A convenient approximation of [47] data for the

ionization potentials of Argon, Neon and their ions can be found in Ref. [49].

Equation (27) is similar but still somewhat different from the earlier Bethe formula [50]

for ionization losses of a heavy fast particle

dE
dt

= −2πe4nbound

mcβ

[

ln
4(mc2)

2
γ(γ2 − 1)(γ − 1)

I2
− 2β2

]

. (28)

Apart from the different numerical factor in the large argument of the logarithm, there is

also a different γ-dependence for the electrons. This is because the incident electron has a

stronger deflection in an individual collision than a heavy particle. The stopping power is

therefore somewhat lower for an electron than for a heavy particle with the same incident

velocity.

Collisions with free electrons — Collisions with free electrons give a stopping power with

a logarithmic factor that involves plasma frequency ωp =
√

4πnfreee2/m and represents

shielding of the incident particle field in cold plasmas [46, 51]

dE
dt

= −2πe4nfree

mcβ

[

ln
m2c4(γ2 − 1)(γ − 1)

2~2ω2
pγ

2
−
(2

γ
− 1

γ2

)

ln 2 + 1 +
(γ − 1)2

8γ2

]

. (29)

The presence of the excitation potential in Eq. (27) and the Planck constant in Eq. (29)

indicate that both expressions require a quantum mechanical derivation. The difference

between the logarithmic factors in Eqs. (27) and (29) can be explained qualitatively at semi-

classical level by noting that the logarithmic factor is essentially twice the classical Coulomb

logarithm, lnΛ, defined as lnΛ ≡ ln(ρmax/ρmin), where ρmin and ρmax are the minimum

and the maximum values of the impact parameter. The value of ρmin is the same for the

free and the bound electrons, because it corresponds to the closest possible collision. The

maximum impact parameter for the bound electrons is roughly βc~√
1−β2I

, which means that

the duration of an ionizing collision should be shorter than the characteristic orbital period

of the bound electron ~/I. For collisions with free electrons, the skin depth βc/ωp determines

the maximum impact parameter. This is why ~ωpγ replaces I under the logarithm. Note

that the large logarithmic factor in Eq. (29) differs from the classical Coulomb logarithm for

non-relativistic plasma in which ρmax is the Debye length.
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For 10MeV electrons and 1020m−3 plasma density, we have lnΛfree ≈ 21, whereas

lnΛbound in Eq. (27) for 10MeV electrons in Argon is approximately 12. The large logarith-

mic factors are commonly viewed as constants, because of their relatively weak dependence

on arguments. This suggests the following frequently used practical estimate for the total

stopping power [5]:
dE
dt

= −4πe4

mcβ
ln Λfree

(

nfree +
1

2
nbound

)

, (30)

although it is apparently not as accurate as expressions (27) and (29).

Close collisions (knock-ons) — Unlike collisions with small energy exchanges, the rarer

events with larger exchanges cannot be described adequately in terms of the stopping power

and be represented by a differential operator in the kinetic equation. The borderline between

the small and large exchanges is somewhat fuzzy, which is usually acceptable, because of the

weak (logarithmic) dependence of the stopping power on the choice of this borderline. In

general, the large logarithm requires some adjustment to avoid double counting, as detailed

in Ref. [52].

The knock-on collisions between the primary fast electrons and the immobile target elec-

trons create a one-step access for the secondary electrons to the runaway regime. Such

collisions are characterized by the Møller cross section (26).

The outgoing electron moves at an angle θγ with respect to the incident electron velocity.

The energy and momentum conservation laws ascertain that

cos θγ =

√

γ − 1

γ + 1

√

γ0 + 1

γ0 − 1
(31)

Equations (26) and (31) determine the source S (production rate) of the outgoing electrons

in phase space in terms of the distribution function (f0) of the incident electrons:

S = nfullc

∫

p0

2π
√

p20 + 1

p

p2
√

p2 + 1

dσ

dγ
δ [(n · n0)− cos θγ] f0 (p0;n0) p

2
0dp0dΩ0 (32)

where n0 and n are the unit vectors along the momenta of the incident and the outgoing

electrons, respectively, dΩ0 is the solid angle element for n0, and nfull is the total density

of free and bound electrons (assuming that the energy exchange in close collisions exceeds

the ionization energy for the bound electrons). Each scattering event can be viewed as a

production of two outgoing electrons (described by the source S) and the disappearance

of the incident electron, which requires a corresponding sink term in the kinetic equation.

Implementation of this bookkeeping is straightforward in Monte-Carlo simulations [53] but
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requires some extra care within a continuous formulation to preserve particle conservation

properties in the kinetic equation. Reference [52] provides such a continuous formulation

along with a procedure for solving the kinetic equation numerically.

The bookkeeping problem is particularly simple when the primary electrons are ultrarel-

ativistic and the secondary electrons of interest have much lower energies. One can then

formally use Eqs. (26) and (31) in the limit of γ0 → ∞ to describe production of just the

secondary electrons, which automatically eliminates the need to consider a sink term sepa-

rately. This simplification is justified when the electric field exceeds the runaway avalanche

threshold significantly. The resulting source term has been introduced in Ref. [5] with an

additional assumption that the primary electrons have a negligibly small pitch angle. Ref-

erence [54] offered an amended source term that did not use the γ0 → ∞ limit and could,

therefore, describe collisions with comparable energies of the primary and secondary elec-

trons. This, however, left an open question of adding a proper sink. Also, that amended

source still implied that all primary electrons had negligibly small pitch angles. The latter

was then a necessary compromise to make computations affordable. Modern computational

resources enable exact modeling of the source for a gyro-averaged distribution function.

The argument of the δ-function in Eq. (32) involves the azimuthal angle of the electron

gyro-motion. To perform gyro-averaging of the δ-function, we rewrite it as

δ [(n · n0)− cos θγ] = δ [cos θ cos θ0 + sin θ sin θ0 cosϕ− cos θγ] , (33)

and average this expression over the azimuthal angle ϕ to obtain

〈δ [(n · n0)− cos θγ]〉ϕ =
1

π

1
√

sin2θsin2θ0 − (cos θ cos θ0 − cos θγ)
2
, (34)

or, using notations from the bounce-averaged kinetic equation [5, 37],

〈δ [(n · n0)− cos θγ]〉ϕ =
1

π

1
√

b2λλ0 −
(

σ
√
1− bλσ0

√
1− bλ0 − cos θγ

)2
, (35)

where b ≡ B
Bmax

with B and Bmax being the local magnetic field and the maximum magnetic

field on the primary electron trajectory, respectively; λ ≡ sin2 θ
b

, and σ ≡ ±1 denotes ”co”

and ”counter” motion with respect to the electric field.

Unlike the simplified source from Ref. [5], the exact source (32) has a finite angular

spread. Figure 6 shows the distribution functions (32) of secondary electrons produced by
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FIG. 6. Comparison of the exact knock-on collision source term with a simplified source from

Ref. [5]. Color-coded plots present the exact source given by Eqs. (32), (35) on magnetic axis

(b = 1) for primary electrons with γ0 ≈ 5, λ0 = 0.2 (upper panel) and γ0 ≈ 20, λ0 = 0 (lower

panel). The red curves represent the simplified source.

primary electrons with γ0 ≈ 5 and γ0 ≈ 20. The red curve in the figure marks the location

of the simplified source from Ref. [5]. We note that the angular distribution obtained with

Eq. (32) differs considerably from the simplified model in the lower energy case (γ0 ≈ 5),

but the difference is less significant at higher energy (γ0 ≈ 20).

C. Elastic scattering

The Coulomb collision cross section scales as Z2 with the charge of the scattering centre.

As a result, elastic scattering of electrons is mostly due to their collisions with ions in plasma

with high-Z ions. This aspect is of particular relevance to runaway electron kinetics, because
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high-energy electrons can probe not just the total ion charge, but also the internal structure

of the partially ionized impurities where shielding of the positive central charge by the bound

electrons is less pronounced. The differential cross section of elastic scattering is given by

dσ =
1

4

(

e2

mc2

)2
m4c4

p4
1

sin4 (θ/2)

(

1 +
p2

m2c2
cos2 (θ/2)

)

|Z0 − F (q)|2dΩ,

q ≡ 2p

αmc
sin (θ/2) ,

(36)

where F (q) is the bound electron form-factor, p is the incident electron momentum, θ is the

scattering angle, and α ≡ e2

~c
is the fine structure constant. Equation (36) modifies the Mott

cross section [44, 55] by including the bound electron form-factor. A quantum mechanical

derivation of this equation involves the Born approximation, which is appropriate in the most

important case of small-angle collisions. The corresponding collision operator for elastic

scattering has a differential structure as a result:

Cel =
νel
2

m2c2
√

p2 +m2c2

p3
1

sin θ

∂

∂θ
sin θ

(

∂

∂θ
F

)

, (37)

where

νel = nionc
p4

m2c2(p2 +m2c2)

∫

(1− cos θ) dσ (38)

is a characteristic elastic collision frequency for the relativistic electrons. The multiplier

p4

m2c2(p2+m2c2)
in Eq. (38) is chosen in such a way that νel has only weak (logarithmic)

dependence on particle momentum.

The form-factor F (q), which is given by

F (q) =

∫

ρbound(r)
sin(qr)

qr
4πr2dr, (39)

and the resulting collision frequency for different ion species have been evaluated in Refs. [49,

56] based on the Thomas-Fermi theory for bound electron density ρbound(r). Ref. [49] presents

a systematic numerical evaluation of F (q), whereas Ref. [56] involves a conjectural interpo-

lation for F (q) between the limiting cases of small and large momenta. Ref. [49] provides

the following expression for νel:

νel = nionc
4πe4

m2c4
X,

X ≡ Z2 ln Λ + 2Z0ZI1(y) + Z2
0I2(y),

y ≡ 2p

mcαZ
1/3
0

,

(40)
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where lnΛ is the classical Coulomb logarithm and coefficients I1(y) and I2(y) grow logarith-

mically with y as

I1(y) ≈ I1(y∗) + (ξ/Z0) ln (y/y∗)

I2(y) ≈ I2(y∗) + (ξ/Z0)
2 ln (y/y∗) .

(41)

Table I presents these coefficients for y = 26 for ions with different number of bound electrons

(ξ). These values can be used in Eq. (41) (as I1(y∗) and I2(y∗) with y∗ = 26) to evaluate the

coefficients for arbitrary momentum for various ions of elements lighter than argon. Note

that single value of ξ/Z0 corresponds to different ions of different elements, for instance,

data from ξ/Z0 = 9/18 corresponds to ions He+1, Be+2, C+3, Ne+5 and Ar+9.

TABLE I. Values of I1(y = y∗ = 26) and I2(y = y∗ = 26) integrals for ions with different number

of bound electrons (ξ)

ξ/Z0 I1(26) I2(26) ξ/Z0 I1(26) I2(26)

18/18 – 2.5632 9/18 1.1898 0.4632

17/18 2.9781 2.2181 8/18 1.0096 0.3467

9/10 2.7663 1.9706 4/10 0.8722 0.2676

16/18 2.7091 1.9061 7/18 0.8382 0.2494

15/18 2.4587 1.6240 6/18 0.6757 0.1701

8/10 2.3187 1.4711 3/10 0.5830 0.1308

14/18 2.2220 1.3697 5/18 0.5229 0.1078

3/4 2.1094 1.2526 1/4 0.4504 0.0826

13/18 1.9969 1.1414 4/18 0.3808 0.0612

7/10 1.9117 1.0588 2/10 0.3273 0.0468

12/18 1.7816 0.9379 3/18 0.2511 0.0291

11/18 1.5756 0.7577 2/18 0.1368 0.0098

6/10 1.5369 0.7254 1/10 0.1160 0.0073

10/18 1.3785 0.5998 1/18 0.0447 0.0013

More recently, a Density Functional Theory (DFT) and a numerical tool EXCITING [57]

have been used in Ref. [58] to evaluate F (q) and ν. This reassessment introduces small cor-

rections to the interpolation formula of Ref. [56] without revealing any significant difference

from the calculations based on the Thomas-Fermi model. Figure 7 shows comparison of the

factor X of Eqs. (40) evaluated using Eq. (6) from [58] and using Eqs. (41). The difference

in the arguments of the large logarithms is within 10%, which gives even smaller correction

to the collision frequency.

At a qualitative level, elastic collisions of fast electrons with partially ionized impurities

can be described classically by a scattering potential with two different shielding radii

Φ = |e| Z0 − Z

r
exp (−r/r1) + |e| Z

r
exp (−r/r2) . (42)

29



 0

 0.5

 1

 1.5

 2

 2.5

 3

10
-1

10
0

10
1

10
2

1
0

-3
 X

p

FIG. 7. Coefficient X as determined from Eqs. (40-41) (solid) and Ref. [58] (markers) for Ar+ (red,

green) and Ar5+ (blue, purple). Grey dashed-dotted line is from the qualitative estimate Eq. (45)

for Argon atom.

In this expression, r1 and r2 are the shielding radii for the bound electrons and free electrons,

respectively. The corresponding scattering angle for a particular collision is then

∆θ =
e

mcp

∞
∫

−∞

dt
∂Φ

∂r

∣

∣

∣

∣

r=
√

ρ2+c2t2p2/(1+p2)

, (43)

where ρ is the impact parameter and u the electron velocity.

The collision frequency ν is simply the rate of pitch-angle spreading of the initially cold

electron beam due to collisions with various impact parameters per unit time:

νel = πnionc
p4

m2c2(p2 +m2c2)

∫

(∆θ)2ρdρ. (44)

The logarithmically diverging integral in this expression needs to be truncated at the lower

limit by choosing ρmin ∼ ~/(mcp). We retain only the “large logarithm” terms in Eq. (44)

and take into account that r1 is much smaller than r2. These simplifications reduce Eq. (44)

to

νel ≈ nionc
4πe4

m2c4

[

Z2 ln
r2
r1

+ Z2
0 ln

r1
2ρmin

+ 2 (Z0 − Z) ln 2

]

. (45)

The shielding radii r1 and r2 in this expression are the Thomas-Fermi radius, r1 =

~
2/(me2Z

1/3
0 ), and the Debye radius. Expression (45) is consistent with Ref. [49], but

it differs parametrically from Eq. (26) of Ref. [59] in which ρmin in the large logarithm

ln(r1/2ρmin) appears to be the distance where the potential energy is comparable to the
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kinetic energy, whereas the quantum limitation (ρmin ∼ ~/(mcp)) is actually more restrictive

and gives a somewhat lower collision frequency as a result. The logarithmic factor ln(r2/r1)

in Eq. (45) is roughly the Coulomb logarithm and it is typically greater than ln(r1/2ρmin),

but the large Z2
0 factor can easily be decisive for how to choose the correct “effective charge”

for impurity ions.

D. Synchrotron radiation and radiation reaction force in the kinetic equation

In classical physics, acceleration of a charged particle is known to produce electromag-

netic radiation, and the corresponding radiated power for a non-relativistic electron in its

instantaneous rest-frame is [60]

P =
2

3

e2

m2c3

(

dp

dt

)2

. (46)

Reference [61] provides an elegant generalization of Eq. (46) to the relativistic case. It

points out that the radiated power is an invariant, because radiated energy and elapsed time

transform in the same manner under Lorentz transformations. This implies that (dp/dt)2

needs to be replaced by the invariant combination

(dp/ds)2 − (dE/ds)2/c2, (47)

where ds = dt
√

1− v2/c2 is the differential of proper time. Of the two terms in expression

(47) only (dp/ds)2 contributes to the radiated power when an electron moves in a static

magnetic field. In a spatially uniform field, Eq.(46) simplifies to,

P =
2e4B2

3m4c7
p2c2sin2θ, (48)

where θ is the pitch angle. This radiation is entirely due to electron gyro-motion. When the

field lines are curved, there is also a so-called curvature radiation resulting from the field-

aligned motion. The curvature radiation can be important in astrophysical conditions [62],

but it is less significant in tokamaks [63]. A more detailed description of synchro-curvature

radiation, including its spectral distribution, angular distribution and polarization, can be

found in Refs. [64–66].

For relativistic electrons, synchrotron radiation is mostly at high harmonics of the electron

gyro-frequency. These frequencies are typically higher than the electron plasma frequency,
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which makes them immune from shielding by the plasma. Also, the runaway electrons

themselves do not reabsorb this radiation, because of their low density. The system can thus

be viewed as optically thin, and the outgoing radiation can provide a valuable diagnostic

information about runaway electrons.

The emitted photons have much lower energies than the runaway electrons, which means

that radiation reaction can be included in the kinetic equation for runaway electrons as

a non-Hamiltonian friction force. The corresponding term in the kinetic equation must

preserve the number of particles and can therefore be written as a divergence of flux in

momentum space,
∂f

∂t
=

1

p2
∂

∂p
p2A1f +

1

p sin θ

∂

∂θ
sin θA2f, (49)

where the distribution function is azimuthally symmetric due to gyro-averaging. To specify

functions A1(p; θ) and A2(p; θ) in Eq. (49), we take into account that the energy loss rate per

particle must satisfy Eq. (48) (we herein ignore corrections due to curvature radiation) and

that the radiating particles preserve their parallel velocities. The latter becomes apparent

if one notes that the radiating electron (irrespective of its energy) preserves its zero parallel

velocity in a uniform magnetic field if the initial velocity is perpendicular to the field. This

means that the parallel velocity of the radiating electron is preserved in any inertial reference

frame that moves along the magnetic field. Conservation of the parallel velocity requires
∫

p cos θ
√

m2c2 + p2
∂f

∂t
p2 sin θdpdθ = 0, (50)

which gives the following relation between A1(p; θ) and A2(p; θ):

A1 cos θ
m2c2

(m2c2 + p2)
= A2 sin θ. (51)

We next consider the rate of energy loss:

∂

∂t

∫

Efp2 sin θdpdθ =
∫

E
[

1

p2
∂

∂p
p2A1f +

1

p sin θ

∂

∂θ
sin θA2f

]

p2 sin θdpdθ. (52)

The second term on the right-hand side vanishes due to integration over θ. The first term

gives (upon integration by parts)

∂

∂t

∫

Efp2 sin θdpdθ = −
∫

∂E
∂p
A1fp

2 sin θdpdθ. (53)

This expression must agree with Eq. (48), which determines A1:

A1 =
2e4B2

3m2c4
p
√

p2 +m2c2

m2c2
sin2θ. (54)
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Taken together, Eqs.(49), (51) and (54) give [37]

∂f

∂t
=

2e4B2

3m3c5

[

mc

p2
∂

∂p
p2
p
√

m2c2 + p2

m2c2
sin2θf +

mc

p sin θ

∂

∂θ

p cos θsin2θ
√

m2c2 + p2
f

]

. (55)

Equation (55) is more accurate than the earlier Eq. (49) of Ref. [67], because it automatically

conserves the number of particles2. This equation has later been re-derived in Refs. [69, 70].

Synchrotron losses can easily exceed the Coulomb collision losses if there is an efficient

pitch-angle scattering mechanism for the runaways. Such scattering can be due to (1) high-

Z impurities and (2) micro-instabilities driven by the runaways.

E. Bremsstrahlung

The elastic scattering of relativistic electrons on ions is actually an approximation, in

which radiation is neglected. This simplification is justified for collisions with large im-

pact parameters, whereas closer collisions can be accompanied by non-negligible emission

of photons. In non-magnetized plasmas this emission (bremsstrahlung) can be the domi-

nant energy loss mechanism for ultra-relativistic electrons. A cross-section for the process

in which an electron is scattered on a heavy particle with emission of a single photon was

first derived in Refs. [71–73]. This cross section, for an electron with initial momentum p

scattered into the solid angle do′ with momentum p′ and emitting a photon with momentum

k into the solid angle dok, is given in Ref. [44] as

dσ =
Z2αr2e
4π

dω

ω

p′m4

pq4
dokdo

′×

×
{ q2

κκ′m2
(2ε2 + 2ε′2 − q2) + q2

( 1

κ′
− 1

κ

)2

− 4
( ε

κ′
− ε′

κ

)2

+

+
2ωq2

m2

( 1

κ′
− 1

κ

)

− 2ω2

m2

( κ

κ′
+
κ′

κ

)}

,

(56)

where κ = ε − (n · p), κ′ = ε′ − (n · p′), n = k/ω and q = p′ + k − p is the momentum

transferred to an immobile ion. Equation (56) is derived using the Born approximation,

implying that v/c ≫ Zα, which in practice is well satisfied for relativistic particles and

typical ions. In Eq. (56) we retained the notation of the book [44] to preserve its familiarity.

In what follows we go back to our notation, with the symbol prime (′) referring to the

scattered particle.

2 The approximate operator used in Ref. [67] was however sufficient to treat high-energy electrons considered

therein. Neverthless, the error was corrected in Refs. [37, 68]
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In the ultra-relativistic limit (γ, γ′ ≫ 1) angular distribution of the photons has a specific

shape of a narrow forward cone with an opening angle ∼ 1/γ. This feature can be used

to infer the characteristics of the runaway electron distribution function when the angular

distribution of the bremsstrahlung radiation is measured [74–76].

The spectral distribution of the radiation is obtained from Eq. (56) via integration over the

secondary electron directions (do′) and the photon directions (dok). In the ultra-relativistic

limit, this spectral distribution is

dσ = 4αZ2r2e
dω

ω

[(

1 +
γ′2

γ2

)

φ1 +
γ′

γ
φ2

]

, (57)

where φ1 = ln(2γγ′mc2/(~ω)) − 1 and φ2 = −2
3
φ1. Note that the resulting expression

given by Eq. (57), as well as Eq. (56), diverges when ω → 0, suggesting that an infinite

number of photons is emitted with zero energy – a phenomenon called “infrared catastrophe”

[77]. Consequently, multi-photon processes dominate in this limit rather than single-photon

emission. The total “infrared” part of the cross-section then converges to the classical elastic

scattering cross-section.

It follows from Eq. (57) that the energy loss of an electron is mostly due to emission of

“hard” photons with ~ω ∼ γmc2. This means that bremsstrahlung has to be treated as a

non-differential process when accounting its back-reaction on the particles [78]. Yet, a useful

estimate of the average energy loss (so called radiative stopping power) can be obtained

by integrating Eq. (57) over all photon energies. The resulting friction force dE/dx =
∫ γ−1

0
nZwdσ is

dE
dx

= −4αnZZ(Z + 1)r2emc
2(γ − 1)(ln(2γ)− 1/3). (58)

We have herein replaced one of Z with (Z + 1) to account for collisions with Z electrons

in plasma (the cross section for electron-electron collision coincides with Eq. (56) in the

ultra-relativistic limit [44]).

Figure 8 shows the radiative stopping power defined by Eq. (58) for Argon (Z = 18)

(grey solid curve) in comparison with the collisional (dotted curve) and radiative (dashed

curve) stopping power data for Argon from Ref. [47]. As seen from the presented curves,

Eq. (58) overestimates losses in high energies. The difference is due to partial screening of

the ion charge by the bound electrons.

The effect of screening on bremsstrahlung is less significant than that on elastic collisions

due to the much smaller impact parameters involved. Yet, the screening needs to be taken
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FIG. 8. Collisional (dotted curve) and radiative (dashed curve) losses of fast electron in Argon

from the data of Ref. [47] and radiative losses calculated without (dashed-dotted) and with (solid)

screening effects taken into account, i.e. using Eqs. (58) and (60), respectively.

into account when the impact parameter (r) for a collision is comparable or greater than

the atomic radius (aZ ≈ Z−1/3rBohr ≡ Z−1/3re/α
2). To account for screening, the functions

φ1 and φ2 in Eq. (57) are to be replaced with:

φ1 = ln(191Z−1/3), φ2 = −2

3
φ1 + 1/9. (59)

The corresponding radiative stopping power

dE
dx

= −4αnZZ(Z + 1)r2emc
2(γ − 1)(ln(191Z−1/3)− 1/18), (60)

is shown in Fig. 8 for Argon with a dashed-dotted line that agrees better with the ESTAR

data [47].

Indeed, the impact parameter for a 50MeV electron emitting half its energy in a collision

with Argon is roughly r ≈ ~

mc
γ(γmc2−~ω)

~ω
≈ γ

α
re ≈ aZ (see, for example, Ref. [64]), indicating

the need to account for screening.

The non-differential nature of bremsstrahlung losses suggests that bremsstrahlung can be

viewed as a process that knocks an electron out of the runaway regime in a single collision

and can be treated as a sink in calculation of the runaway avalanche growth rate.
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F. Pair production

Multi-MeV runaway electrons can create electron-positron pairs via collisions with nuclei.

The cross-section of this process in the ultra-relativistic limit has the form [79]:

σ =
28

27π
r2eZ

2α2 ln3 γ. (61)

This asymptotic expression implies that the incident-particle energy is much greater than

the 1 MeV pair production threshold. Calculations of the cross section for lower energies,

from the threshold to 100 MeV, are presented in Ref. [80]. They generally give lower values

of the cross section than the formally applied Eq. (61). A more recent Ref. [81] states that

the cross section is actually by a factor of 4 lower than that of Ref. [80], but Ref. [81] does

not explain this disturbing discrepancy.

The ratio of the pair production to the total bremsstrahlung cross section is roughly ≈
α
4π

ln2 γ, ensuring insignificance of the pair production as a loss mechanism for any accessible

runaway electron energies. Pair production can still be of interest for diagnostic purposes.

As estimated in Ref. [82], the post-disruption runaways colliding with plasma ions will

produce 1013 − 1014 confined runaway positrons. Although this number is so small that it

is difficult to detect these positrons experimentally, it is much larger than in any typical

positron experiment. Ref. [81] discusses operational parameters required for positron de-

tection via annihilation radiation during runaway production in tokamak discharges, and

Ref. [83] provides an anticipated spectrum of positron synchrotron radiation that might be

detectable. Synchrotron radiation from positrons has a distinct polarization, which can help

to detect their signal.
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IV. THERMAL QUENCH

Generation of runaway electrons during plasma disruptions is closely tied to the presumed

disruption scenario. The phenomenology presented in current literature bases on several

decades of experimental observations and, at a highest level, suggests the following sequence

of events for both “intentional” and unintentional disruptions: Thermal Quench (TQ) –

a rapid loss of the plasma kinetic energy, Current Quench (CQ) – a subsequent decay of

the plasma current, and, sometimes, Runaway Plateau – a regime when the majority of the

current is carried by RE. This sequence of events is illustrated schematically in Fig. 9.

−40 −20 0 20 40 60 80 100

Time, ms

Total current

Runaway current

Wall current

Thermal energy

FIG. 9. Anticipated evolution of the plasma thermal energy (orange), total plasma current (red),

runaway electron current (green) and the wall current (blue) in ITER. At 20ms the density of the

background plasma increases to facilitate mitigation of the runaway electron current.

The reasons for fast cooling of an initially “healthy” plasma, as well as the exact routes of

such cooling, vary between tokamaks as well as between experiments on a particular tokamak.

A thorough statistical analysis of the events leading to a TQ in JET, for example, can be

found in [84]. There are two major factors that are common to many experiments: impurity

influx (or their intentional injection) resulting in strong radiative losses (line-radiation), and

global MHD events that enhance heat transport via stochastization of the magnetic field

lines. These two factors are often interdependent, i.e. the impurity influx leads to global

MHD events and, vice-versa, an MHD event can bring impurities into the plasma from

the Plasma Facing Components (PFC). The limiting cases of both impurity- and MHD-

dominated TQs have been observed experimentally. A fast killer-pellet injection in DIII-D

(≈400 m/s), reported in Ref. [85], shows very low MHD activity during the TQ, in contrast

with the case of slow (≈200m/s) killer-pellet cases in similar conditions. On the other hand,

some of the JET experiments reveal [86] that the plasma temperature quickly recovers after
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the MHD-dominated TQ, indicating a very low impurity content in the post-TQ plasma.

The thermal quench commonly leads to runaway electron production. This is because the

toroidal current cannot change considerably on the fast TQ time-scale; the current changes

on a longer (inductive) time-scale. Given that the plasma conductivity (σ) drops down

together with the temperature drop,

σ =
T 3/2

πZe2m1/2 ln Λ
, (62)

the inductive electric field has to rise in order to preserve the current. The enhanced electric

field makes it easier for the electrons to become runaways. In what follows, we discuss some

aspects of theTQ in more detail.

A. Anomalous electron heat transport

The presence of MHD activity enables anomalous heat transport due to magnetic per-

turbations. In the case of global stochastization of the field lines, such heat transport is

a powerful loss mechanism leading to a fast temperature drop. As discussed by Ward and

Wesson in [87], in the case of ignorable radiative losses the resulting temperature (Te) is

governed by the heat-diffusion equation

1

r

∂

∂r
rneD

∂Te
∂r

=
j2

σ
, (63)

where ne, j are the plasma density and current, respectively, and D is a thermal diffusion

coefficient, that depends on the level of magnetic perturbations (δB/B) and their correlation

length (L). The ideal MHD perturbations tend to be elongated with a correlation length

comparable to the connection length qR. The relatively long correlation length (∼ qR) is

typically longer than the mean free path (λe) of the post-TQ plasma electrons

λe ≡ veτe, (64)

where ve is the electron thermal velocity and τe denotes the electron collisional time [88]

τe ≡
3

4
√
2π

m
1/2
0 Te

3/2

e4ne ln Λ
. (65)

In the limiting case of L ≫ λe, the diffusivity in the stochastic magnetic field is simply a

product of the parallel thermal conductivity χ|| [88] and the squared relative amplitude of
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magnetic perturbations (dB/B), i.e.

D = χ||

(δB

B

)2

≈ 6.1
Teτe
m

(δB

B

)2

. (66)

An approximate solution of Eq. (63) gives the following dependence of the central temper-

ature on the fluctuation level [87]:

Te[eV ] ≈ 15
(

BθaZeff
B

δB

)2/5

, (67)

where Bθa is the value of the poloidal magnetic field in Tesla at the plasma edge.

Equation (67) predicts the balance temperature for ITER in the range of 350eV to 60eV

for the fluctuation amplitudes of 0.1% to 10%. Although these temperatures do raise the

inductive electric field easily above the critical Connor-Hastie level, they do not necessarily

render runaway production. This is because (1) the same magnetic perturbations shorten

the confinement time of the fast electrons, and (2) the plasma can quickly reheat after

restoration of the broken magnetic surfaces.

B. Enhanced losses of fast electrons

It is instructive to estimate the energy gain of a collisionless test particle while this

particle diffuses to the boundary through the broken magnetic surfaces. We assume that

the perturbations create a set of overlapped resonances (see Section II B). Then the diffusion

coefficient for such a particle is roughly

D1 = Lve

(δB

B

)2

, (68)

where L is the axial correlation length of the perturbations and ve is the particle velocity.

The corresponding confinement time is τ ≈ a2/D1, where a is the machine minor radius.

The resulting ratio of the energy gain to plasma temperature (Eq. (67)) is

mv2

Te
≈ eEveτ

Te
≈ a

ZeffL

( B

δB

)

, (69)

where the inductive electric field is calculated using Spitzer conductivity for the temperature

determined by Eq. (67). It follows from this estimate and Eq. (67) that the fast electrons are

lost to the wall before they reach relativistic energies when the fluctuation amplitudes δB/B

are above 0.1%, unless the correlation length of the perturbations is uncharacteristically

short (much shorter than the minor radius).
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C. Re-formation of flux-surfaces

Multiple MHD simulations [24, 28] show that the flux surfaces can re-form after the

TQ, which allows the plasma to be reheated ohmically by the persistent toroidal current.

However, the enhanced electric field raises a question of whether a significant fraction of the

current will be overtaken by energetic electrons if flux surfaces re-form. This situation is

somewhat similar to the so-called “slide-away” discharges, in which the plasma current is

overtaken by RE during the current rump-up phase if the plasma density is too low.

Once the flux surfaces re-form, the transport losses become negligible and the plasma

temperature should rise due to the Ohmic heating, i.e.

3

2
n
dT

dt
=
j2

σ0

(T0
T

)3/2

, (70)

where the subscript “0” denotes initial values defined by Eq. (67). The inductive electric

field should then decrease in time as

E =
j

σ0

(T0
T

)3/2

=
j

σ0

(5

3

j2

nT0σ0
t
)−3/5

. (71)

To proceed with estimates, we herein consider the diffusive Dreicer leak of electrons into rela-

tivistic energies as the mechanism of RE generation (see Section VA for detailed description

of this mechanism). The governing parameter in this case is the ratio of the inductive field to

the Dreicer field ED defined in Section V by Eq. (79). This ratio decreases in time, because

E

ED

=
j

σ0

T0
Ecmc2

(T0
T

)1/2

. (72)

The RE seed generated before the field drops back to the Connor-Hastie critical value

(Eq. (78)) can be estimated as a time integral of the Dreicer source (Eq. (83)). Note that

the Dreicer flux is calculated for a steady state whereas the electron temperature is actually

time-dependent. By using the Dreicer source in a heated plasma, we obtain an upper limit

for the RE seed.

We note that the Dreicer source acts predominantly at the beginning of the re-heating

process. In particular, in the ITER case, for T = T0, Ec = 0.1V/m and j = 1MA/m2

E

ED

≈ 0.02(T0[eV ])−1/2. (73)

This estimate ( E
ED

< 0.02) guaranties the ineffectiveness of the Dreicer source in the re-

heating scenario, as explained further in Section VA.
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We next consider the possibility of a runaway avalanche during the re-heating process.

To do that, we integrate the Rosenbluth-Putvinski expression for the avalanche growth

rate Eq. (92) over the time interval of the electric field decay. The upper integration limit

corresponds to the time at which the electric field drops to the Connor-Hastie level. The

avalanche gain then becomes

nre = nre(0) exp
( 3

4 lnΛ

( nec

3
√
2πj

)1/3)

. (74)

For ITER conditions, the exponent is of order unity, which precludes significant multiplica-

tion of the seed runaway population.

We, therefore, conclude that magnetic perturbations alone are not likely to produce a sig-

nificant runaway population in tokamak disruptions. This is because fast electrons diffuse

faster than slow electrons in the presence of such perturbations (see Eq. (68)) and because

Ohmic reheating is very effective. Note, however, that some fraction of the hot population

may survive the stochastic phase of the disruption without being lost. Those are the mag-

netically trapped electrons or electrons residing in magnetic islands. Unfortunately, there is

no robust estimate for the latter. The situation changes drastically when impurities are re-

sponsible for the thermal quench. In this case, the fast electrons have a longer lifetime than

the slow ones, which gives rise to the so-called “hot-tail” mechanism of runaway generation.

D. Impurities

In the opposite limit of the significant impurity presence and negligible perturbations, hot

electrons are cooled down “on impurities”. They lose energy in collisions with the initially

cold electrons stripped from impurities. As shown in Ref. [89], such cold population forms

when there is a sufficiently large impurity content. This is because both the ionization rate

and the cold-cold collisional frequency are typically faster than the rate of collisions between

the hot and cold electrons. In any case, the timescale for the temperature equilibration

between the hot and the cold populations is related to the hot electrons collisionality (τee)

and is typically much shorter than the subsequent radiative energy loss timescale.

The evolution of the bulk plasma temperature is governed by the power balance equation

∂(Wth +Wi(T ))

∂t
= Ps(F ) +

j2c
σcold

− nimpncoldL(T ), (75)
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where Wth = 3
2
ncoldT , Wi are the ionization losses, ncold = n0

hot − nhot + nimpZ(T ). Ps is the

stopping power released by the hot population via Coulomb collisions, L(T ) is the cooling

coefficient [90]3, σcold is the Spitzer conductivity Eq. (62) and jc is the Ohmic current, which

stays constant on the TQ timescale in the absence of runaways.

Figure 10 shows a typical evolution of the cold bulk temperature for the runaway-free case

(taken from the simulations of [89]). The initial quick rise of the temperature is associated

with a fast energy transfer from the hot pre-quench population (the first term on the right

hand side of Eq. (75)) and the extended subsequent temperature drop is due to radiative

energy losses (the last term on the right hand side of Eq. (75)). The latter process is typically

much longer and therefore defines the length of the TQ. However, as will be discussed further,

under some conditions the radiation power may prevail over the heat exchange between the

hot and cold electrons, which leads to extremely short TQs.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
t, ms

0

100

200

300

400

500

600

700

T c
ol
d, 
eV

FIG. 10. Evolution of the cold bulk plasma temperature during the TQ for pre-quench plasma

temperature of 5 keV, density of 1020m−3 and injected Argon density of 0.3 · 1020m−3.

When the ionization and radiation losses can be neglected on the timescale of the initial

temperature equilibration, the temperature after such “dilution” is

Tdil ≈
n0
hotT0

n0
hot + nimpZ(Tdil)

, (76)

where Z(Tdil) denotes impurity ionization level.

3 Note that the timescale of plasma cooling is longer than the relaxation time to ionization equilibrium

in the plasma, which enables characterization of the radiative losses by the stationary cooling coefficient

L(T ).
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FIG. 11. Top panel: Temperature dependence of the mean ionization level (Z) and radiative

efficiency (L) for Argon according to [90]. Bottom panel: Line radiation power (solid) and ohmic

heating power (dashed) for Ohmic current of j0 = 1MA/m2, Deuterium density of 1020m−3 and

argon density of 1019m−3.

Figure 11 presents the temperature dependencies of the mean ionization level (Z) and

radiative efficiency (L) for Argon, as an example. The lower panel of Fig. 11 compares the

Ohmic heating and line radiation temperature dependencies for a given impurity density.

The radiated power is notably non-monotonic. Typically, the Ohmic heating appears to

be much weaker than the line radiation when impurities are injected intentionally until the

temperature drops to a few eV levels, where the two terms on the right-hand side of Eq.

(75) equalize.

The peak in the radiation efficiency at moderate temperatures (Tmax
rad ≈20eV for Argon,

≈40eV for Neon, ≈8eV for Carbon and Helium) leads to the other feasible TQ scenario. The

collisional energy transfer rate from the hot pre-quench population to the cold population

reduces for higher pre-quench temperature, i.e. the heating power Ps ≈ n0

hot
T0

τee
∼ 1√

T0

. As

a result, the radiation peak can be higher than the power deposition (Ps) from the hot

pre-quench particles at large impurity quantities. Then the cold population will remain at

T < Tmax
rad efficiently radiating all the transferred energy. The Tdil will not be achieved in

such a case and all plasma kinetic energy will be radiated on a very short collisional (τee)

timescale.
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The TQ duration (τTQ) itself is an important target parameter of the DMS, as elabo-

rated in Section XI. It defines the timescale of the power deposition to the plasma facing

components. Very short TQ are not desirable due to possible damage.

The TQ duration (τTQ) is shown in Fig. 12 for pre-quench deuterium density of 1020m−3

and various Argon densities and pre-quench temperatures (as calculated in Ref. [89]). The

horizontal axis represents radial variation of the temperature in ITER. Figure 12 shows that

a very strong variation of the TQ timescales should be expected for a uniform impurity

density deposition. The non-monotonicity of the TQ duration at large Argon densities

(> 0.8 · 1020m−3) is related to the issue of the heating power (P ) being lower than the Tmax
rad

radiation.

510152025
T0, keV (proxy for r)

0.2

0.4

0.6

0.8

n A
r,1

020
m

−3

0.10.51.02.03.0
4.0 0

600
1200
1800
2400
3000
3600
4200
4800
5400

Di
lu

tio
n 

T,
 e

V

FIG. 12. Duration of the thermal quench (τTQ) (white contours in ms) for a range of initial electron

temperatures T0 and injected Argon densities. Color coded is the bulk plasma temperature after

a quick dilution phase of the TQ (Tdil).

The non-uniformity of the impurity gas cloud can increase the radiation significantly for

two reasons. First, the radiated power scales as nimpncold (see Eq. (75)). An initially small

gas cloud should, therefore, radiate more efficiently than the same amount of uniformly

distributed gas. Second, the electrons cool down adiabatically as the gas cloud expands

along the field line. As demonstrated in [91], the hot electrons transfer a large fraction

of their energy into the kinetic energy of impurity ions via ambipolar expansion. These

two important factors have not yet been considered in TQ modeling, nor in the RE seed

formation studies.

A number of studies address the RE generation during TQ [54, 89, 92–96]. Following

Refs. [54, 92] the mechanism of REs formation in quickly cooled plasmas is known as the

“hot tail” mechanism.
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V. PRIMARY RUNAWAY ELECTRONS

A plasma is a conducting medium with a distinctive feature that the rate of Coulomb

collisions decreases with increasing energy. Consequently, the frictional drag force for a

supra-thermal electron decreases with electron speed v as 1/v2. For an ultra-relativistic

electron, this force asymptotes to
4πe4n ln Λ

mc2
, (77)

where n is the electron density, m the electron mass, e the electron charge, c the speed of

light, and lnλ the Coulomb logarithm. Application of an electric field E in excess of

ECH =
4πe3n ln Λ

mc2
(78)

will evidently produce a runaway effect [2, 40], an unimpeded acceleration of electrons with

v > c
√

EC/E. Only a small fraction of the entire electron population falls immediately into

the runaway energy range when the electric field is less than the Dreicer field,

ED =
4πe3n ln Λ

T
, (79)

but the runaway population tends to grow in time, because Coulomb collisions between

the bulk electrons bring new particles into the runaway regime [97]. The supply of new

particles from the bulk itself is a diffusive process, because of the dominance of small-angle

collisions within the bulk. The number of runaway electrons would grow linearly in time as

a result of that. A further growth mechanism of the runaway population is via knock-on

collisions between the existing runaway electrons and the bulk. The rate of the knock-on

collisions does not involve the large Coulomb logarithm and is therefore relatively low, but

this mechanism can easily prevail, because it gives rise to an exponential (rather than linear)

avalanche-type multiplication of the runaway population.

A. Dreicer source

A tempting way to estimate the runaway production rate, dnre/dt, via a diffusive (Dreicer)

mechanism would be to take the density of the Maxwellian tail with v > c
√

EC/E and say

that all these electrons become runaways within one collision time, which gives

d

dt
nre ∼

eE√
mT

n exp

(

−ED

2E

)

. (80)
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Although this simplistic estimate reflects the exponential weakness of the runaway source

at E << ED, it is apparently too crude, because the actual distribution function of the supra-

thermal electrons differs considerably from the Maxwellian. This difference is of the order of

unity at v ∼
√

T/m(E/ED)
1/4, as one can see from comparing the term (e/m) (E · ∂f/∂v) in

the electron kinetic equation to the collisional term. The latter can be roughly estimated as

νδf , where ν ∼ 4πe4n lnλ
m2v3

is the collision frequency and δf is the deviation of the distribution

function from the Maxwellian f .

The need for an accurate description of the electron distribution at v ∼
√

T/m(ED/E)
1/4

and up to the runaway velocities v ∼
√

T/m(ED/E)
1/2 = c(EC/E)

1/2 was already recog-

nized by Dreicer who used an artificial spherically symmetric model in his analysis, but

prudently indicated the lack of rigor in such an approach. A subsequent work [39] has

shown that the exponential factor in Eq. (80) is actually −ED

4E
−
(

2ED

E

)1/2
rather than

−ED

2E
. Yet, it has not been precise with regard to the pre-exponential factor [98]. The pre-

exponential factor has then been determined correctly in Ref. [99]. The resulting accurate

expression for the Dreicer source in the non-relativistic limit (ED >> E >> EC) is

d

dt
nre = Cn

4πe4n ln Λ

T
√
mT

(

E

ED

)−3/8

exp

[

−ED

4E
−
(

2
ED

E

)1/2
]

, (81)

where C is an order of unity constant. Connor and Hastie have extended the approach of

Ref. [99] to take into account relativistic effects and the effective charge Z of the plasma

ions [40] (a similar independent study has also been published in Ref. [100]). Their work

generalizes (81) to

d

dt
nre = Cn

4πe4n ln Λ

T
√
mT

(

E

ED

)−h(α,Z)

exp

[

−λ (α) ED

4E
−
(

2
ED

E

)1/2

γ(α, Z)

]

, (82)

where

α ≡ E/EC ,

h(α, Z) =
1

16 (α− 1)

[

α (Z + 1)− Z + 7 + 2

√

α

α− 1
(1 + Z) (α− 2)

]

,

λ(α) = 8α

[

α− 1

2
−
√

α (α− 1)

]

,

γ(α, Z) =

√

(Z + 1)α2

8 (α− 1)

[

π

2
− arcsin

(

1− 2

α

)]

.

(83)

Reference [40] also gives an excellent, instructive description of the preceding theoretical

work. In particular, they correctly point out that “discussions of the pre-exponential factor
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are essentially of mathematical rather than practical significance, because the differences

obtained by various authors are not large and the approximations used for the collisional

term can introduce comparable errors”.

The runaway flow rate defined by Eq. (82) falls steeply towards small E
ED

. As pointed out

in Ref. [4], the electric field needs to exceed E
ED

∼ 0.02 to created a nonnegligible runaway

population within the limited experimental time. In particular, the presence of such a

threshold implies insignificance of the Dreicer generation mechanism in ITER post-disruption

conditions [89, 101]. This mechanism of runaway generation is, however, competitive in many

modern tokamaks.

Calculation of the Dreicer source in a tokamak should generally involve a distinction

between trapped and passing electrons. As found numerically in Ref. [37], this reduces the

Dreicer source by a factor (1 − 0.5
√
2ǫ), where ǫ is the inverse aspect ratio. Reference [37]

provides the following explanation for such reduction: “The formula can be understood in

a simple way, by noting that the approximate fraction of trapped electrons (which are not

affected by the electric field) is given by
√
2ǫ, and that half of these trapped electrons would

have been accelerated in the electric field direction in the absence of trapping.”.

A more recent work [102] reports a much stronger reduction with a numerical factor 1.2

rather than 0.5, but it does not offer any comments on such disagreement with the previous

results. Incidentally, Ref. [102] also contains a problematic conclusion (see Section VI below)

that the effect of toroidicity on the runaway avalanche growth is much stronger than that

predicted by analytical theory and observed in independent numerical simulations.

Equation (82) refers to fully ionized plasmas. In the presence of partially ionized impu-

rities, the effective charge Z becomes energy-dependent, and drag from the bound electrons

needs to be taken into account [103]. Reference [103] addresses this aspect numerically

based on the model discussed in Section III C. The effect is shown to be small for all val-

ues of E/ED when the background plasma temperature is in a few-eV range. However,

the partially ionized impurities can affect the Dreicer flow significantly at higher plasma

temperatures.
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B. Compton effect and Tritium decay

Two radioactivity effects can bring seed electrons into the runaway regime: γ-radiation

from the activated walls and radioactive decay of Tritium in the plasma volume.

The fusion reactor walls become radioactive under the DT neutron flux, and the emitted

MeV-range γ-rays can then create a runaway electron seed via Compton scattering on bulk

plasma electrons. The density (nseed) of the seed electrons grows in time as

dnseed

dt
= neΓσ, (84)

where Γ is the γ-ray flux, σ is the Compton scattering cross section, and ne is the bulk

electron density. The Compton scattering cross section (as determined by the Klein-Nishina

expression [104]) is herein of order or less than the Thomson cross-section σ = 8π
3
r2e =

6.6 · 10−29m2. The γ-ray flux can be roughly estimated from above as the neutron flux to

the wall, because there is no more than one γ-quant per neutron. Let P be the DT fusion

power in MW. Each reaction produces 17.6MeV. We than have

Γσ[s−1] ≤ P [MW ]

17.6× 1.6 · 10−19

6.6 · 10−29

S[m2]
≈ 2.3 · 10−11P [MW ]

S[m2]
, (85)

where S is the reactor wall surface. Note that the ratio of P [MW ]/S[m2] is an order of

unity quantity in ITER. A more detailed evaluation of the Compton scattering rate can be

found in Ref. [101].

The tritium half-life is about 12.5 years, and the related rate of seed production is there-

fore
1

nT

dnseed

dt
≈ 1.8× 10−9s−1, (86)

where nT is the Tritium density. Given that nT ≈ ne/2 in fusion plasmas, we find that the

decay of Tritium is generally a faster mechanism for seed production than Compton scat-

tering. Yet, both of them appear to be less efficient than the hot-tail mechanism discussed

in Section VD.

C. Magnetic Reconnection

Although a thermal quench is an apparent prerequisite for runaway electron production

in a tokamak plasma, this is not the case in space plasmas where magnetic reconnection
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produces energetic electrons. In particular, magnetic reconnection plays a decisive role in

solar flares [105]. There are three general physics ideas regarding particle acceleration during

reconnection events: (1) acceleration by the DC electric field at special locations where two

opposite magnetic fluxes are forced into each other, i.e. near the X points of the magnetic

islands; (2) stochastic acceleration of resonant particles that interact with various linear

waves, such as whistlers or Alfven waves; (3) particle acceleration at the shock fronts. While

these ideas are conceptually clear, their details are less than straightforward. A conclusive

theory of energetic particle generation during magnetic reconnection still remains to be

developed. An overview of the physics principles and current status of this work can be

found in Refs. [105] and [62]. The relevance of space plasmas observations and analysis to

RE generation in tokamaks is not apparent at this point. The presence of strong toroidal

magnetic field in tokamaks, unlike in space plasma, requires acceleration to be aligned with

the toroidal field. A recent review of magnetic reconnection in a laboratory plasma can be

found in [106].

Unlike in space plasmas, evidence of energetic particle generation during magnetic re-

connection in tokamaks is relatively scarce (we herein refer to the cases in which there is

no thermal quench). One of such rare examples is the presence of suprathermal electrons

(20-100 keV) in the sawtooth crashes at the T-10 tokamak [107]. These experiments show

that energetic electrons appear around the islands X points during the crash and prior to the

temperature drop in the density limit disruption. More recently, energetic electrons were ob-

served on EAST during forced reconnection caused by externally applied non-axisymmetric

magnetic perturbations [108]. There are also observations of energetic ions during magnetic

reconnection, such as in MAST during internal events [109] and merging-compression plasma

start-up [110].

Implications of fast magnetic reconnection for ITER are discussed in Ref. [13], where a

phenomenological helicity conserving mean-field Ohm’s law is used in order to assess the RE

fate during magnetic relaxation. In particular, Ref. [13] discusses uncertainties arising from

incomplete stochastization of the magnetic surfaces during the thermal quench.
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D. Hot-tail

Fast delivery of gas to a magnetic surface tends to create a two-component electron

distribution consisting of the original hot electrons (with density nhot) and secondary cold

electrons produced via ionization of the added gas (with density nc). We herein consider

a radially local problem and put aside the question of how deep the gas can penetrate,

especially in large devices. All hot electrons slow down and lose energy to the cold population

as a result of collisional drag, but it takes longer for the higher energy electrons to slow

down than for the lower energy ones because the collision frequency decreases with energy.

The surviving tail of the hot Maxwellian pre-quench population is strongly susceptible to

running-away, as first observed in numerical calculations of [54, 92]. Reference [93] provides

the first analytic description of the high energy tail of the cooled down electron population.

This description, as well as a subsequent Ref. [94], assumes that the cooling rate is much

lower than the collision frequency between the hot electrons, in which case the pre-quench

population remains nearly Maxwellian during the cooling down, and its deformed tail is just

a small perturbation.

It is, however, more likely that the cooling rate will actually be faster than the hot-

hot collisions when the amount of impurities is as large as considered for the disruption

mitigation system. This is clearly the case when nc ≫ nhot. The self-collisions within the

hot population are then subdominant to the hot-cold collisions, and the initial Maxwellian

distribution of the hot electrons should, in the absence of the inductive electric field, evolve

as [95]

F =
4cn0

hot√
πv0

v2

v20
exp

[

−
(

v3

v30
+ S

)
2

3 ]

, (87)

where v0 ≡
√

2T0/m, S ≡ 3s c3

v3
0

, and v = pc/
√

p2 + 1 is the particle velocity. It is interesting

to note that the mean energy of such distribution grows in time whereas the density decreases

exponentially

nhot(S)

n0
hot

=
2S

1

3

√
π
exp

[

− S
2

3

]

+ 1− erf
[

S
1

3

]

. (88)

The strong inequality nc ≫ nhot is difficult to satisfy at early times. This raises a ques-

tion of whether self-collisions can affect the hot-tail formation significantly. It is, however,

provable that the hot-hot collisions can be neglected even in the case of equal densities of the

cold and hot populations. The reason is that the hot population is initially Maxwellian, and
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it remains close to Maxwellian at the early stage of cooling. The hot-hot collision integral

vanishes for Maxwellian distribution, which reduces the role of such collisions significantly.

More specifically, the kinetic equation with the Landau collisional integral (see Eq. 11.18 in

[111]) can be written as:

∂f

∂t
+

1

v2
∂

∂v

(

v2
jivi
v

)

= 0,

jivi
v

=
2πe4 ln Λ

m2

∫ [

f(v)

v′
∂f (v′)

∂v′
− f (v′)

v

∂f (v)

∂v

]

K (v; v′)4πv′
2
dv′,

(89)

where

K (v; v′) =











2
3
v
v′

for v′ > v,

2
3

(

v′

v

)2
for v′ < v.

We herein ignore weak anisotropy of the electron distribution.

Figure 13 shows snapshots of the correction to the velocity flux jivi
v

due to hot-hot col-

lisions (top panel) in comparison with the flux due to hot electron collisions with the cold

Maxwellian population (bottom panel). This figure refers to the distribution function given

by Eq. (87). The initial temperature of the hot population is 5keV. Initial distributions have

equal densities. We observe that hot electron collisions with the cold electrons (of the same

density) dominate in the velocity space by at least an order of magnitude.
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FIG. 13. Comparison of the evolution of the momentum-space flux resulting from hot-hot collisions

(top panel) with the flux resulting from slowing down of the hot population on the cold background

(bottom panel) at the beginning of the evolution. Note three orders of magnitude difference in

scales on these panels.
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The presented evaluation of the Landau collisional integral for the cooling down distri-

bution function confirms that it suffices to consider slowing down of the hot population on

the cold bulk for accurate prediction of the hot-tail formation.

Reference [95] gives an estimate of the hot-tail seed density by counting electrons that

enter the runaway regime, i.e., those above the critical velocity vc for runaway regime en-

trance:

dnhot−tail

dt
=

∂

∂t

∫ ∞

vc

f(t)4π(v2 − vc(t)
2)dv. (90)

However, neither Ref. [95], nor some later work (such as [96]) describe the time behavior of

the hot distribution function (f) in Eq. (90) and the inductive electric field self-consistently.

More recent work [89] provides the needed self-consistent description based on the as-

sumption of a constant total current density

j0 =

∫

ev‖Fdp sin θdθ + σcoldE, (91)

where j0 is the pre-quench plasma current density and v‖ is the parallel component of the

electron velocity. Equation (91) together with the kinetic equation for the hot population

and the power balance equation (75) form a closed set, which allows to track the evolution

of the hot population distribution function during the impurity dominated TQ.

Reference [89] identifies two distinct regimes, depending on the amount of injected im-

purities. In the case of abundant impurity injection, the hot population carries most of the

total current throughout the entire quench, because of the restrictively low conductivity of

the cold background. Figures 14 and 15 illustrate the transformation of the nearly isotropic

initial Maxwellian distribution into a beam-like distribution in such a case. The electric

field rises in step with the slowing down of the hot population until the hot electrons reach

an order-of-unity anisotropy, after which the friction force is already unable to balance the

electric field drive for the current-carrying electrons. The energy of the current-carrying

electrons then increases continuously whereas their density decreases and asymptotes to a

finite value as these electrons form a beam-like distribution and approach relativistic energies

(blue and red contours in Fig. 14a). The electric field decays in step with their accelera-

tion, and it eventually approaches the critical level over a long time. This case represents a

prompt conversion regime, in which runaway electrons carry the entire plasma current after

the quench, while their energy remains in the sub-MeV range.
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FIG. 15. Evolution of the density of the energetic electrons (dashed curve), their mean kinetic

energy (dotted curve), and the inductive electric field (solid curve).

In the opposite case of moderate impurity injection, the bulk plasma conductivity remains

large enough, so that the bulk electrons carry a significant part of the total current. The

conducting bulk lowers the electric field initially, which facilitates the slowing down of the

hot population. The cold population temperature then decreases due to radiation losses, as

illustrated in Fig. 10, and the electric field quickly rises as a result. If the density of the

survived hot electrons is too low to carry the total current at the time when the electric

field is strong enough to prevent their slowing down, then the cold ohmic plasma has to

carry most of the current. In this case, the long-lasting strong electric field accelerates the
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survived hot population to ultra-relativistic energies until new factors limit the energy gain.

This scenario represents the “hot tail seed” regime. The accelerated population can then

multiply subsequently via avalanche mechanism.

A closely related topic of interest is the effect of RF current drive on the hot tail forma-

tion. The RF current drive usually creates a significant non-Maxwellian tail of the electron

distribution function. This may prevent any further production of the runaway electrons

because the thermal quench and the resulting drop in Spitzer conductivity will not neces-

sarily create a strong inductive electric field [112]. An assessment of runaway generation in

the presence of RF current drive remains a topic for future studies.
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VI. RUNAWAY AVALANCHE IN A STRONG ELECTRIC FIELD

This section estimates fast avalanche multiplication of the runaway population during

Ohmic dissipation of the magnetic energy. The fast avalanche develops after the thermal

quench when the inductive electric field becomes sufficiently strong, but all sources of the

primary runaway electrons are too weak to allow the primary electrons to carry the total

current. The growing current of the runaway electrons eventually dominates over the Ohmic

current when the fast avalanche saturates. A subsequent slow decay of this current will be

discussed in Section VIII. A distinctive feature of the fast avalanche is that the inductive

electric field is much stronger than the avalanche threshold field during most of the runaway

current build-up. In earlier studies [3–5], the Connor-Hastie field was deemed to represent

the avalanche threshold field. It later became clear that the actual threshold is higher due to

the combined effect of pitch-angle scattering and synchrotron losses (see Section VII), but

the fast avalanche is insensitive to this aspect because it implies that both thresholds are

very low compared the electric field of interest. It is, therefore, adequate to rely on Ref. [5]

in what we discuss further in this section.

Reference [5] reduces its simplified knock-on source to a differential form and provides

approximate analytical expressions for the avalanche growth rate for the idealized case of

ignorable pitch-angle scattering (Z = −1) and in the limit of very strong scattering (Z ≫ 1).

These expressions follow from the corresponding solutions of the bounce averaged Fokker-

Planck equation that includes acceleration by electric field, small and large angle collisional

operators, but no radiative limitations on the runaway energy gain.

Based on the analytically examined limiting cases, Ref. [5] provides the following inter-

polated expression for the runaway avalanche growth rate:

1

nre

∂nre

∂t
=

1

τ ln Λ

√

πa

3(Z + 5)

( E

Ec

− 1
)

×
(

1− Ec

E
+

4π(Z + 1)2

3a(Z + 5)(E2/E2
c + 4/a2 − 1)

)− 1

2

,

(92)

where τ ≡ mc/eEc, a(ǫ) ≈ (1 + 1.46
√
ǫ + 1.72ǫ)−1, with ǫ denoting the inverse tokamak

aspect ratio.

Note that the values of the Coulomb logarithm lnΛ and the effective charge Z in this

expression need to reflect the presence of partially ionized impurities, which has not been

fully detailed in Ref. [5]. In particular, Ref. [5] involves Eq. (30) for the stopping power,
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but the critical energy for runaway electrons lies in the non-relativistic range in the strong

field case. The contribution from the bound electrons can be reduced significantly because

of that. Reference [101] suggests correcting Eq. (92) via evaluating the Coulomb logarithm

at critical energy and counting both free and bound electrons in the description of knock-

on collisions. This predicts more efficient avalanching than what follows from Eq. (92).

However, the proposed amendments are not quite complete. They do not take into account

that the critical runaway energy can be comparable to the ionization potential for many

bound electrons. The knock-on collisions with energy transfer in that range may not be able

to bring those bound electrons into the runaway regime because of the need to overcome the

ionization potential.

Equation (92) has been compared with multiple numerical calculations of the growth

rate. One of the earliest numerical benchmarks is a Monte-Carlo simulation reported in

the original paper [5], where good agreement was found for various values of Z and ǫ at

E > 10Ec, while there was a significant (∼20%) discrepancy at lower values of E.

Reference [54] reports good agreement between Eq. (92) and calculations with a continu-

ous code CQL3D. This comparison involved the most general version of the knock-on source

(Eq. (32)) as well as its zero-pitch-angle limit. The authors conclude that the resulting

growth rate is insensitive to the form of the knock-on source used in the calculations. It

should, however, be pointed out that both, the CQL3D simulations and the Monte-Carlo

simulations of Ref. [5], ignore radiative losses that limit the runaway energy gain. This lim-

itation is most pronounced at moderate electric fields, in which case the difference between

the general (Eq. (32)) and the simplified sources becomes evident, as we discuss further in

Section VII.

Reference [37] compares Eq. (92) with the results from a Monte-Carlo code ARENA. It

reports a good agreement between the two, except for one noteworthy case of finite ǫ in

the limit when the pitch angle scattering is neglected, i.e. Z = −1. As noted in Ref. [37],

the secondary electrons produced via knock-on collisions tend to be in the trapped particle

domain due to their large pitch-angles. These electrons would remain trapped in the absence

of pitch-angle scattering. Consequently, they would not be accelerated by the electric field

and would not contribute to the avalanche. However, the same Ref. [37] explains that the

collisional de-trapping time is in fact always shorter than the avalanche growth time for

realistic values of Z. Because of that, magnetic trapping of the secondary electrons should
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not affect the avalanche growth rate. This understanding seems to be missing in more recent

work [102] that claims a much stronger impact of toroidicity on the avalanche growth rate

than that predicted by Eq. (92) and found in other simulations.

Equation (92) simplifies considerably when the electric field is very strong. It then reads

1

nre

∂nre

∂t
≈ 1√

Z + 5 lnΛ

eE

mc
. (93)

Given the exponential growth of the secondary electron population and continuous ac-

celeration of those electrons, we note that the per particle energy gain is roughly T ≈
mc2 ln Λ

√

(Z + 5) when the population doubles. The energy spectrum of the avalanching

runaways is therefore insensitive to plasma parameters and takes the form [4, 5]

dnre

dE ∝ exp(−E/T ). (94)

Numerical simulations [5, 54] show that T actually scales linearly with Z, i.e. T ∼ 2mc2(1+

Z/6) lnΛ.

In plasma disruptions, the decay of the plasma current determines the loop voltage.

Because the avalanche growth rate and the Ohmic losses are both proportional to the toroidal

electric field, the saturated runaway current turns out to be insensitive to the evolution of

plasma resistivity or the duration of the avalanche. This gives a simple relation between the

seed runaway current and the avalanche-produced current when the radial profile effects are

not considered.

The inductive electric field E in the toroidal plasma volume can be estimated as

E = − L

2πR

∂I

∂t
, (95)

where I is the total toroidal current, L = 2πRli/c
2 is the inductance that characterizes the

poloidal magnetic flux in the plasma, R is the major radius, and li is an order of unity factor.

This inductive field is related to the Ohmic current I − Ire by the bulk plasma resistivity η

as

E =
η

S
(I − Ire) , (96)

where Ire is the runaway electron current and S is the plasma cross-section. We now rewrite

Eq. (93) as
1

Ire

∂Ire
∂t

=
1√

Z + 5 lnΛ

eE

mc
(97)
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and combine Eqs. (95)-(97) into

1

Ire

∂Ire
∂t

= − 1√
Z + 5 lnΛ

li
IA

∂I

∂t
(98)

where IA = 4πmc
eµ0

= 17kA is the Alfvén current.

This equation can be integrated straightforwardly assuming that the internal inductance

factor does not change during evolution of the current. We then obtain (see Ref. [113])

ln
Ire(∞)

Ire(0)
=

li√
Z + 5 lnΛ

I(0)− Ire(∞)

IA
(99)

at the end of the evolution when runaway electrons carry all the remaining current, i.e.

Ire(∞) = I(∞).

Although the internal inductance may change in time, we still note that no other param-

eter enters Eq. (99). In particular, plasma resistivity and its evolution have no effect on

the saturated RE current. Figure 16 shows how the total current and the runaway current

evolve in dimensionless time units when the time is normalized to the Ohmic decay time

τp =
LS

2πRη
.
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FIG. 16. Evolution of the total and runaway current during disruption. Seed RE current Ire(0) =

100kA, Z = 4. Total current is indicated by blue and green curves, RE current by orange and red

curves. Blue and orange curves correspond to the case with li = 1.0, while green and red curves

correspond to li = 0.6.

The saturated value of the the RE current Ire(∞) as a function of the seed RE current

Ire(0) is shown in Fig. 17 for three cases: blue - li = 1.0, Z = 4; green - li = 0.6, Z = 4 and

orange - li = 1.0, Z = 12. Note the exponential dependance of Ire(∞) on I(0) in Eq. (99).
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FIG. 17. Saturated value of the runaway current Ire(∞) as a function of the seed RE current

Ire(0) for I(0) = 15MA and three combinations of li and Z: blue - li = 1.0, Z = 4; green - li = 0.6,

Z = 4 and orange - li = 1.0, Z = 12.

While amplification of the runaway current in ITER-size tokamaks is expected to be very

strong, it is much smaller in 1MA-scale devices.

When realistic plasma profiles are considered, the saturated current differs from the simple

estimate (99) [113, 114]. The internal inductance tends to increase during the avalanche,

and the saturated runaway current is usually more peaked at the core than the pre-quench

plasma current.

An example of evolving runaway current, plasma current and electric field profiles in an

ITER-like scenario during the fast avalanche is shown in Fig. 18. In this simulation, the

runaway seed current profile is flat, and the total seed current is 100A, the plasma resistivity

is calculated from the temperature balance given by Eq. (75) for a flat Argon density profile.

The saturated runaway current is 4 MA. A more detailed comparison between the zero-

dimensional and one-dimensional calculations can be found in Ref. [113].

VII. RUNAWAY KINETICS AT NEAR-THRESHOLD ELECTRIC FIELD

When runaway electrons overtake the majority of the plasma current, the inductive elec-

tric field drops down to a certain threshold level, governed by the “effective resistivity”

of the runaway beam. This regime, dubbed “runaway plateau”, is of particular practical

interest, because it corresponds to a long-lasting runaway current decay and necessitates

runaway mitigation. The most critical characteristics of this regime are the values of the

59



 0.5
 1

 1.5
 2

 2.5
 3

     

j r
e
, 
M

A
/m

2
 0  2  4  6  8  10  12  14  16

Time, ms

 0
 20
 40
 60
 80

 100
 120
 140

0 0.5 1 1.5 2

E
, 
V

/m

r, m

 0  2  4  6  8  10  12  14  16
Time, ms

FIG. 18. Evolution of the runaway current (dashed), plasma current (solid) and electric field

profiles for ITER-like parameters (data is taken from Ref. [115]).

threshold electric field and the structure of the runaway distribution function. It turns out

that limitations on the runaway energy gain are essential in this regime. Because of that,

the meaning of a seemingly self-explanatory term “runaway electrons” is not exactly the

same as it was 60 years ago in the seminal Dreicer papers.

The initial non-relativistic studies characterize the runaway phenomenon as either un-

limited acceleration of all plasma electrons in a sufficiently strong electric field or as a

continuous leak of electrons from the Maxwellian tail into the runaway regime when the

electric field is below the Dreicer field. A subsequent relativistic theory clarifies that the

electric field has to exceed a minimum value (known as the Connor-Hastie field) to enable

unlimited acceleration of the electrons. The most recent studies reveal a two-way electron

flow in momentum space and establish limits on the “unlimited” acceleration. These latest

findings involve a semantic conflict with the term “runaway”, because the electrons do not

actually run away anymore. Moreover, the accelerated electrons have a finite probability of

returning to the bulk as a result of small-angle Coulomb collisions with the bulk electrons

and ions. One could then think of a steady state in which a diffusive leak from the bulk

(known as the Dreicer source) would balance the backflow (such situation is considered in

Ref. [69]). Yet, the Dreicer source is too weak to be of interest at low temperatures, and

the accelerated electrons should then have a finite lifetime as a result. This lifetime should

increase with the driving electric field. The distribution function of the long-living electrons

should have a distinctive shape of an eigenfunction of the electron kinetic equation. The

term “long-living” implies a time-scale that is much longer than the electron drag time.
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The time-scale of knock-on collisions is also longer than the drag time, but such collisions

may still be able to compete with the reverse flow and allow the long-living population to

grow in an avalanche mode rather than decay. Because the avalanche growth is very slow

in the near-threshold regime, we can first neglect the knock-on collisions at all and study

the behaviour of the preexisting runaways. We can then use the distribution function of the

preexisting runaways to understand whether they multiply or decay.

The processes that limit electron energy gain in the driving field are radial transport,

bremsstrahlung, and synchrotron radiation. The role of transport can be significant in ex-

isting tokamaks, but less significant in next-generation devices, including ITER. The role

of bremsstrahlung has been discussed in Refs. [63, 78, 116, 117]. Reference [116] employs

Eq. (58) to estimate the cutoff energy from the acceleration-friction force balance. Refer-

ence [78] deals with a kinetic equation for the runaway distribution function established

by the accelerating field and bremsstrahlung. It includes bremsstrahlung into a Boltzmann

collision operator. The resultant angle-energy distribution appears to be much broader than

that in the case of the mean-force approximation (Eq. (58)) for the otherwise equivalent

parameters. References [63, 117] compare bremsstrahlung with synchrotron losses. They

demonstrate that bremsstrahlung tends to be of secondary importance for ITER-relevant

parameters. It becomes competitive only at very strong inductive electric fields that are

much greater than the Connor-Hastie field. Consequently, synchrotron drag is of primary

interest for large tokamaks with a strong magnetic field, including ITER. In Ref. [118] the

role of the combined effect of pitch angle scattering enhanced by high-Z impurities and

synchrotron radiation was emphasised.

Reference [119] describes synchrotron losses using single-particle trajectories. It shows

that a set of trajectories converge to a stable focus in momentum space. This peaking is

evident in Monte Carlo simulations performed in Ref. [53]. Figure 19 presents a snapshot of

the numerically calculated distribution function which exhibits peaking.

A subsequent kinetic analysis in Refs. [69, 120, 121] also demonstrates the trend for fast

electrons to peak in momentum space. Reference [122] emphasizes a 2-d treatment and

describes a vortex structure in momentum space. The cited findings are thematically con-

sistent: their results collectively suggest that there is an accumulation area dubbed attractor

in Ref. [120] and vortex in Ref. [122], to which the runaways gather. The characteristic elec-

tron energy in this area is determined by the balance of the electric field with collisional and
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FIG. 19. Snapshot of the runaway electron distribution in momentum and pitch angle during the

decay process. The pitch-angle parameter is λ ≡ sin2 θ. Figure adopted from Ref. [53].

radiative drag. Meanwhile, the angular spread of the attractor is determined by the electric

field’s ability to collimate the runaways against scattering via collisions of the fast electrons

with slow ions and slow electrons. The difference between the commonly assumed monotonic

distribution of runaways, which is formed in the fast avalanche phase (Section VI), and the

peaked distribution should apparently change the avalanche growth, the likelihood of wave

excitation by the runaway beam, and the runaway mitigation assessment.

The phase space attractor comprises the main body of the fast electron distribution, but

the attractor also has weakly populated wings. A description of the wings, particularly the

wing that extends towards the thermal bulk, is crucial for determining the attractor lifetime

because the electrons from that wing can leak into the slowing down region of momentum

space. This leakage is due to elastic scattering.

The pre-existing runaways are described by the following normalized kinetic equation:

∂f

∂t
+

1

p2
∂

∂p
p2

[

|eE| cos θ − νdragmc

(

1 +
m2c2

p2

)

− p
√

p2 +m2c2sin2θ

mcτrad

]

f =

1

sin θ

∂

∂θ
sin θ

(

|eE| sin θ
p

f +
νel + νdrag

2

m2c2
√

p2 +m2c2

p3
∂f

∂θ
+
mc

τrad

cos θ sin θ
√

p2 +m2c2
f

)

,

(100)
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where

τrad =
3m3c5

2e4B2
,

νdrag =
4πe4nfree

m2c3

(

ln Λfree +
nbound

nfree

ln Λbound

)

,
(101)

and νel is defined by Eq. (40) for each ion species. The sum of νel and νdrag in the scattering

operator includes the contribution of bulk electrons.

The quantities νdrag and νel have logarithmic dependence on particle momentum, but

this weak dependence is inconsequential for practical applications, as explained in more

details at the end of this Section. We, therefore, treat νdrag and νel as constants (evaluated

a posteriori at the characteristic momentum of the sought-for distribution function) and

transform Eq. (100) to the following dimensionless form

∂F

∂s
+

∂

∂p

[

Ê cos θ − 1− 1

p2
− p

√

1 + p2

τ̂rad
sin2θ

]

F =

1

sin θ

∂

∂θ
sin θ

[

Ê
sin θ

p
F +

(Zeff + 1)

2

√

p2 + 1

p3
∂F

∂θ

+
1

τ̂rad

cos θ sin θ
√

1 + p2
F

]

,

(102)

where

F ≡ p2f,

s ≡ tνdrag,

Ê ≡ |eE| / (mcνdrag) ,

Zeff ≡ νel/νdrag,

τ̂rad ≡ νdragτrad,

(103)

and the particle momentum p is normalized to mc.

The value of τ̂rad is typically of order 100 for ITER-like parameters. Because of that,

one can ignore the shrinking of the pitch angle caused by synchrotron radiation, i.e., the

last term on the second line of Eq. (102). The large value of τ̂rad also means that most of

the long-living electrons are ultrarelativistic (p ≫ 1) and have small pitch-angles (θ ≪ 1).

These simplifications reveal important parametric features of the long-living electrons. We

herein summarize the key findings; their detailed derivation can be found in Refs. [120, 123].
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To ensure formation of the attractor with a long (much longer than the slowing down

time) sustainment of the fast electrons, the driving electric field has to be greater than the

sustainment threshold defined in Ref. [120] as

Ê0 ≈ 1 +
α
√
2

6
√
1 + 8α2

,

α ≡ (Zeff + 1) /
√

τ̂rad.

(104)

or, equivalently,

E0 ≈
mc

|e| νdrag
(

1 +
α
√
2

6
√
1 + 8α2

)

α ≡ (Zeff + 1) /
√
νdragτrad

(105)

in dimensional notations. The multiplier mc
|e| νdrag equals the Connor-Hastie field (Eq. 78)

when the plasma is fully ionized.

We note that the sustainment field depends on a single parameter, a combination of Z

and τ̂rad. This field also limits the avalanche threshold from below. Two limiting cases are

of particular interest: α ≪ 1 and α ≫ 1.

First, at α ≪ 1 the sustainment field is barely larger than mc
|e| νdrag. In this limiting

case, angular distribution of the fast electrons establishes much faster than their energy

distribution at Ê − 1 ≪ 1, and the total distribution function can to lowest order be

approximated as

F = G (s; p)
A

2 sinhA
exp [A cos θ] (106)

where

A (p) ≡ 2Ê

(Z + 1)

p2
√

p2 + 1
, (107)

and G (s; p) is found by inserting Eq. (106) into Eq. (102) and integrating over all pitch-

angles, which eliminates the lowest order terms and gives a one-dimensional continuity

equation:
∂G

∂s
+

∂

∂p
U(p)G = 0, (108)

with a “flow velocity” defined as

U(p) ≡ −
[

1

A(p)
− 1

tanh [A(p)]

]

Ê − 1− 1

p2

+
Z + 1

Êτ̂rad

p2 + 1

p

[

1

A(p)
− 1

tanh [A(p)]

]

,

(109)
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and plotted in Fig. 20 for three different values of the driving field. As shown in Fig. 20, the

electrons tend to accumulate at pmax when the driving field exceeds E0. They ultimately

form a Gaussian peak around pmax. The shape of this peak is determined by next-order

correction to Eq. (108) that adds a diffusive term to this equation (see Ref. [123]).
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FIG. 20. A plot of flow velocity U(p), given by Eq. (109). The values of the electric field are

Ê > Ê0 for the solid curve, Ê = Ê0 for the dashed curve, and Ê < Ê0 for the dotted curve.

The electrons with p < pmin flow back into the cold core. Electrons from the wings of

the Gaussian peak can also leak into the core through the lower side of the [pmin, pmax]

interval, and the lifetime of the peak depends therefore exponentially on the ratio between

the width of the [pmin, pmax] interval and the width of the peak Ref. [123]. The electric field,

at which the roots [pmin and pmax] coincide, represents the runaway sustainment threshold

Ê0 [120]. Equation (104) has been verified numerically with an adjoint Fokker-Planck equa-

tion approach in Ref. [124] and with a direct evaluation of the Fokker-Planck equation in

Ref. [81]. The threshold, E0, is an important quantity in physics of runaway electrons - it

determines the dissipation rate of runaway electron current in tokamaks (see Section VIII).

The characteristic momentum of runaway electron population at the threshold field Ê0 for

a range of τ̂rad and Zeff values is shown in Fig. 21.

In the limit of α >> 1, a large electric field (much greater than the Connor-Hastie field) is

needed to sustain the fast electrons. An even larger field would be required for the avalanche

onset. In this limiting case, we have Ê >> 1, and the electron drag is much weaker than

the synchrotron drag for most of the sustained electrons. Consequently, a straightforward
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FIG. 21. Characteristic momentum of runaway electron population at the threshold field Ê0, for

which pmin(E0) = pmax(E0). Figure adopted from Ref. [125].

rescaling procedure,

p =

(

Ê − 1
)

Ê
√
τ̂rad

α
P,

θ2 =
α2

(

Ê − 1
)

Ê2
Θ2,

s =

(

Ê − 1
)√

τ̂rad

α
T,

(110)

where the new variables are capitalized, reduces Eq. (102) to a universal form:

∂F

∂T
+

∂

∂P

(

1− P 2Θ2
)

F =
1

PΘ

∂

∂Θ
Θ

(

ΘF +
1

2P

∂

∂Θ
F

)

. (111)

It follows from universality of Eq. (111) that P and Θ are both of order unity quantities

for the sustained electrons. Consequently, Eq. (110) gives parametric scaling laws for the

attractor position and width. The momentum scaling law coincides with the prediction of

the single particle trajectory analysis [119] and in general agreement with the numerically

verified force balance estimates of [69] and [126]. Incidentally, these scaling laws differ from

what is predicted by Eq. (3.8) of Ref. [121]. They however agree better than Eq. (3.8) with

the simulation results presented in Fig. 3 of Ref. [121]. The deficiency of the analytical

estimate in Ref. [121] originates from unnecessary speculative assumptions involved in its

derivation, whereas derivation of Eqs. (110) and (111) is free from such assumptions.

The contour plot of the slowly decaying self-similar solution of Eq. (102) for Ê = 4,

Zeff = 10, and τ̂rad = 5.5 is shown in Fig. 22. Such characteristic shape of the distribution

function is commonly observed in numerical simulations [69, 122, 126].

Based on rescaling (110), one might expect the lifetime of the seed electrons to be simply

proportional to the driving field, which is actually not the case. The reason is that the
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lowest eigenvalue of Eq. (111) is in fact zero rather than being of order unity, because this

simplified equation formally precludes any leak of electrons into the cold core. Applicability

of Eq. (111) is therefore restricted to the main body of the sustained electrons, whereas

calculation of the lifetime requires an asymptotic expression for the distribution function far

away from its core.
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FIG. 22. Contour plot of the slowly decaying self-similar solution of Eq. (102) for Ê = 4, Zeff = 10,

and τ̂rad = 5.5. The normalized distribution function has a steady profile peaked around 6 MeV.

Figure replotted from data of Ref. [127].

The convective motion of the electrons in phase space shown in Fig. 23 connects the

high-momentum and low-momentum areas at the wings of the distribution function. The

scarcity of electrons in the high-momentum tail does thereby lead to their scarcity at low

momenta. This feature and a refined asymptotic expression for the distribution have been

used in Ref. [123] to find that the lifetime of interest will increase exponentially with the

driving electric field at Ê ≫ Ê0, as shown in Fig. 25. An asymptotic expression for the

distribution function in the ultra-relativistic tail was previously obtained in Ref. [67] as

F ∼ exp(−2P − P 2Θ2) (112)

This expression exhibits an exponential decay with pitch angle, but its applicability fails

when P 2Θ2 ≥ P . A refined pitch-angle dependence at large P 2Θ2 ≥ P is [123]:

F ∼ exp(−P 3Θ4) (113)

The above described analytically tractable limiting cases of α ≫ 1 and α ≪ 1 capture
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FIG. 23. Particle motion around the phase space attractor. Convective flows along solid black

curves carry particles from large pitch angles and large momenta to smaller pitch angles and

smaller momenta, as indicated by the blue block arrows. The dashed blue arrow represents the

flux due to pitch angle diffusion. The red curve marks the phase space attractor. Figure adapted

from Ref. [123].

FIG. 24. Contours of the momentum space fluxes near the attractor region for a steady-state

distribution. Contours are linearly distributed such that the steady-state fluxes can be inferred

from the distance between two contours. Figure adopted from Ref. [69].

the essential qualitative characteristics of the seed electron population and provide useful

input for experimental validation and quantitatively accurate numerical simulations.

Once the pre-existing runaway electrons have a sufficiently long lifetime, they can multiply

via knock-on collisions with bulk electrons, giving rise to a runaway avalanche. The growth

or decay of the population will depend on the competition between the knock-on source and
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FIG. 25. Steep growth of the fast electron lifetime with the electric field. The plot is for Zeff = 10,

and τ̂rad = 5.5. Figure adopted from [127].

the diffusive sink of the pre-existing population to the bulk. We note that the lifetime of the

pre-existing population depends exponentially on the electric field Ê whereas the knock-on

source has a much slower Ê dependence. This means that the threshold for the growth/decay

of the runaway population should scale as the sustainment threshold Ê given by Eq. (104)

and can differ from Eq. (104) only by a logarithmic factor. This conclusion is consistent

with several numerical simulations [81, 128] where the Fokker-Planck equation is solved

taking into account the knock-on collisions. Reference [81] uses a fully conservative knock-

on operator (see. Section III B). It is particularly important to ensure energy conservation

for accurate calculations of the avalanche growth rate in the near-threshold regime, because

large energy transfer from pre-existing electrons can knock them out of the attractor region.

Such collisions act as a particle sink from the attractor, as demonstrated in Ref. [120] where

the avalanche growth rate was estimated under the assumption that all pre-existing electrons

are located in the attractor near pmax. Numerical simulations in Ref. [81] do not involve such

an assumption and, therefore, provide a more accurate prediction of the avalanche growth

rate.

Reference [129] discusses corrections to E0 due to momentum dependence of the logarith-

mic factors in Eq. (105) and due to the bremsstrahlung losses. In practice, the characteristic

momentum of runaway distribution function at the threshold field E0 varies only within a

limited range (from 5 to 15) for realistic parameters (see Fig. 21). Figure 26 compares the

value of the effective critical field E0 (given by Eq. (105) for p = 5 and p = 15) with the
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results of Ref. [129] for the parameters relevant to runaway current mitigation in ITER.

For this comparison, we evaluate νel and νdrag by using our Eqs. (40), (27) and (29), and

we replace the Coulomb logarithm lnΛee in Eq. (23) of Ref. [129] with the one given by

our Eq. (29). The reason for such replacement is that the relativistic Coulomb logarithm

used in Ref. [127] is problematic: it depends on background plasma temperature, whereas

the collisional drag force is insensitive to the background temperature for relativistic elec-

trons (see Section III B). As seen from Fig. 26, the corrections discussed in Ref. [129] are

minimal, except at high Argon densities where such corrections are predominantly due to

bremsstrahlung losses.
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FIG. 26. Effective critical field E0 (Eq. (105)) for Deuterium plasma with Ne+ (upper panel) and

Ar+ (lower panel) impurities. The deuterium density is 1020m−3. The magnetic field is B = 5.2 T.

The blue and red curves correspond to electron momenta p = 5mc and p = 15mc, respectively, in

the logarithmic factors. The dashed curves represent Eq. (23) of Ref. [129].

VIII. RUNAWAY CURRENT DECAY

The existence of a toroidal current and the related strong poloidal magnetic field allow to

view any tokamak as an inductive storage device. The stored poloidal field energy is always
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greater than the plasma thermal energy and it is much greater than the directed energy

of the current-carrying particles. Consequently, the decay time of the tokamak current is

considerably longer than the thermal energy confinement time. It is also much longer than

the growth time of the runaway electron avalanche in any electric field that exceeds the

avalanche threshold significantly. The avalanche-produced runaway current should decay in

line with dissipation of the stored magnetic energy after the fast avalanche saturates. This

decay can be described in terms of self-sustained marginal criticality [130], which implies

that the inductive electric field stays close to the avalanche threshold within a slowly evolving

current channel. Also, the runaway current should vanish at any point where the field is

subcritical, because the runaway population cannot be sustained there. These two conditions

specify a nonlinear “Ohms law” for the runaway current. To illustrate the marginal criticality

regime, we herein adopt Eq. (104) for the threshold field and assume, in the spirit of Ref. [5],

that the time-scale of the avalanche growth can be estimated as

τav ∼
mc

eE

√
Z ln Λ. (114)

Based on dimensional arguments, the knowledge of the threshold field gives an immediate

estimate for the lifetime of the runaway current I [130]

τ ∼ I

c2E0

. (115)

The marginal criticality scenario implies that the ratio of τ/τav is large, i.e.

τ/τav ∼
eI

mc3
√
Z ln Λ

E

E0

=
I

IA
√
Z ln Λ

E

E0

>> 1 (116)

which is indeed the case when the runaway current is in a MA range.

Once combined with Ampere’s law and Faraday’s law in a nearly cylindrical configuration

of a large aspect ratio torus, the marginal criticality condition gives a simple analytical model

[130] of the slowly evolving runaway current profile. This model eliminates the avalanche

time-scale from consideration and extends the analysis of Refs. [67, 131].

When geometrical factors are taken into account the estimate (115) gives the following

current decay rate
dI

dt
≈ 2πR

Li

E0 =
4π

liµ0

E0, (117)

Figure 27 shows this decay rate expected for ITER conditions in comparison with the results

of the 1D current decay modelling which takes into account current profiles evolution [132]

(see also Ref. [101]).
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FIG. 27. The total current decay rate in ITER conditions as a function of impurity amount: Argon

(red) and Neon (blue). Figure adopted from Ref. [132].

It should be pointed out that the marginal criticality scenario of the current decay im-

plies global equilibrium and macroscopic stability of the system whereas evolution of the

current profile may provoke MHD instabilities. Linear MHD-analysis of the post-disruption

plasma in ITER reveals a variety of unstable MHD modes [133]. Ideal MHD instabilities do

not depend on whether the bulk electrons or runaway electrons carry the current and are,

therefore, the same in plasmas with and without runaway electrons, as long as the current

profile is the same. Resistive instabilities are somewhat different. Their threshold is still

determined by just the current profile, but their growth rate and the saturation amplitude

depend on the resistivity of thermal electrons and are hence affected by the runaways [134].

Self-consistent assessment of the runaway impact on unstable MHD modes is a yet unful-

filled challenge. In particular, a radially non-uniform spatial profile of the runaway current

can change in a convective way, which is essential for MHD simulations. Moreover, as com-

monly observed in experiments and simulations, the plasma column tends to move vertically

during the current quench phase of the disruption [6]. Runaway electrons from the plasma

core can strike the first wall during this motion [34]. It is predicted numerically [135], found

experimentally [136], and examined in more detail in Refs. [132, 137, 138] that a significant

fraction of the poloidal magnetic field energy can be converted into the runaway electron

energy when the plasma touches the wall. The vertical displacement events (VDE) can

change the runaway behavior significantly.

Consequently, runaway kinetics and VDEs need to be modeled self-consistently. This

effort is presented in Refs. [132, 138].
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The timescale of vertical displacement events (VDE) in tokamaks is resistive rather than

Alfvénic [139, 140]. This suggests that a VDE is an adiabatically slow transition from one

equilibrium state to another in a force-free way. A force-free model has been implemented in

a two-dimensional code DINA [141]. A more recent code JOREK [142, 143] does not involve

such simplification. It resolves the Alfvénic time-scale, and it is also three-dimensional.

References [144, 145] illustrate the physical mechanism of a VDE by considering a set of

inductively coupled current rings (see Fig. 28).

FIG. 28. Three-loop model of the toroidal plasma (middle loop) and the conducting wall (outer

loops) ξ ∈ [−1, 1] is a normalized vertical displacement of the plasma from the midplane.

The three coaxial circular loops in this figure represent the plasma and the chamber wall.

Reference [145] retains rapid Alfvén oscillations in such a model, whereas Ref. [144] reduces

the problem to just the slow motion by using the force-free approximation. The three-loop

model of Ref. [144] also includes a static external magnetic field created by two constant

circular currents Ie. The corresponding circuit equations are

Lw
dI1
dt

+ L12
dI2
dt

+ Lwp
d

dt
[1− κ ln (1 + ξ)] Ip = −RwI1,

L12
dI1
dt

+ Lw
dI2
dt

+ Lwp
d

dt
[1− κ ln (1− ξ)] Ip = −RwI2,

Lwp
d

dt
[1− κ ln (1 + ξ)] (I1 + Ie) + Lwp

d

dt
[1− κ ln (1− ξ)] (I2 + Ie) + Lp

dIp
dt

= −RpIp,

(118)

where I1 and I2 are the currents in the two immobile loops (wall currents), Ip is the current in

the movable loop (plasma current), ξ is the normalized vertical displacement of the plasma,

κ = (ln [8R0/a]− 2)−1, and all the resistance and inductance coefficients are defined in [144].
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Equations (118) together with a force-free constraint

ξ =
I1 − I2

I1 + I2 + 2Ie
, (119)

form a closed set. Of particular interest is a limiting case of perfectly a conducting wall

(Rw = 0), as it mimics the envisioned mitigated disruption scenario in ITER where the

plasma current decay time is expected to be much shorter than the wall resistive time [146].

In this limiting case, Eqs. (118) and (119) reduce to an algebraic relation between Ip (t)

and ξ(t), which predicts a monotonic relation between the plasma current and plasma dis-

placement. The absolute value of ξ should then increase in step with the current decay

irrespective of the current carriers and current decay timeline. This adiabatically slow evo-

lution implies that the plasma remains stable with respect to ideal MHD perturbations. It

is, however, shown in [144] that the plasma column becomes unstable when the displacement

reaches a certain critical value. This would apparently accelerate the VDE and make it less

controllable. For ITER parameters, the critical displacement can be a substantial fraction

of the minor radius.

In the presence of runaway electrons, the current Ip in Eqs. (118), (119) becomes a sum

of the bulk plasma current (characterized by Spitzer resistivity) and the runaway current,

for which Ref. [144] adopted an Ohm’s law proposed in Ref. [5]. Figure 29 presents a

corresponding numerical solution of Eqs. (118), (119) with impurity content chosen in such

a way that the current decay time was shorter than the wall resistive time. As indicated

in Fig. 29, the plasma becomes unstable once the displacement passes ξc ≈ 0.5. This ideal

instability is similar to the one discussed in Ref. [147] on page 400.

It is instructive to compare the tendencies inferred from Ref. [144] with simulations

performed with the DINA code for realistic plasma profiles [148]. DINA [141] describes

the disruptive plasma by a magnetic field diffusion equation, Grad-Shafranov equation,

transport equations, and circuit equations all solved self-consistently, but the built-in force-

free assumption does not allow DINA to identify the MHD stability boundary. JOREK does

not have that limitation because it solves reduced MHD equations dynamically [143] and

can, therefore, characterize both the force-free evolution and the unstable regime.

Figure 30, inferred from the ITER-relevant disruption database of DINA [149], relates

the plasma vertical position z to the instantaneous toroidal current I. In order to check

the algebraic relation between the vertical displacement and the decaying current, the figure
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FIG. 29. Numerical solution of equations (118) and (119) with a fraction of runaway electron

current. The case of the mitigated disruption for ITER plasma parameters with the massive gas

injection of argon nAr = 3 ·1021m−3. Left panel: time evolution of the plasma current (Ip) and the

runaway electron current (Ire). Right panel: time evolution of the plasma vertical displacement

(ξ).

presents disruptions with both the predominantly bulk current (solid lines) and the pre-

dominantly runaway current (dashed lines). The timescales of the current quench and the

relation between z and I are indeed in line with the idealized model of coupled loops [144].

In particular, Fig. 30 shows that z(I) has a monotonic dependence and that this dependence

is universal in the ideal wall limit.
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FIG. 30. DINA code results. The plasma vertical position as a function of the plasma current.

Colors represent the current quench duration (red – plasma current decay time is of the same order

as the wall resistive time, blue – plasma current decay time is much shorter than the wall resistive

time). Figure adopted from Ref. [149].
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IX. KINETIC INSTABILITIES OF RUNAWAY ELECTRONS

A strongly anisotropic distribution of the runaway electrons is generally prone to high

frequency and short wavelength kinetic instabilities that cause enhanced scattering of the

runaway electrons. The potential benefit from enhanced scattering is a dramatic enhance-

ment of energy losses via synchrotron radiation. The kinetic instabilities change primarily

the momentum distribution rather than the spatial distribution of the fast electrons. Exci-

tation of these instabilities can therefore be more consequential than fast electron losses to

the walls.

Excitation of high frequency electron waves by runaway electrons has been observed in

the early tokamaks, such as TM-3, T-6 [150, 151], TFR [152] and others, and most recently in

TFTR [153] and DIII-D [154]. The early experiments have been interpreted qualitatively in

Refs. [8, 155], where the observed intermittent pattern of wave saturation has been explained

by the competing roles of the anomalous Doppler resonance and Cherenkov resonance. This

interpretation was based on an idealized spatially local analysis. The analysis was also

limited to the nonrelativistic case and it dealt exclusively with magnetized plasma waves.

These limitations have motivated later studies by other authors [156–158] in an attempt to

develop a more complete theory, but that effort involved controversial steps with problematic

conclusions regarding instability thresholds, as explained in Ref. [159].

In what follows, we review the linear formalism used in Ref. [159] and outline a quasi-

linear approach to modeling runaway electrons in the presence of kinetic instabilities.

The high frequency and short wavelength oscillations are usually tractable within the

WKB approximation as wave packets (quasi-particles) that have Hamiltonian equations of

motion in the (k, r) phase space,

dr

dt
=

∂

∂k
ω (k, r) , (120)

dk

dt
= − ∂

∂r
ω (k, r) , (121)

where the Hamiltonian is the wave frequency ω (k, r) that is determined by the local disper-

sion relation. A cold plasma approximation is generally adequate for the waves of interest.

The corresponding wave equation and dispersion relation have the form

[

NαNβ − δαβN
2 + εαβ

]

Eβ = 0, (122)
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det
[

NαNβ − δαβN
2 + εαβ

]

= 0, (123)

where Nα ≡ kαc/ω is the wave refractive index,

εαβ(ω) ≡ εδαβ + igeαβγbγ + (η − ε) bαbβ (124)

is a dielectric tensor, bα ≡ Bα/B is the unit vector along the magnetic field, and Eβ is the

wave polarization vector. It follows from Eq. (122) that the wave polarization vector can be

written as

E =
Ex (N− b (N · b)) + Ey [b×N]

√

N2 − (N · b)2
+ Ezb,

Ex = 1,

Ey = i
g

ε−N2
,

Ez = − (N · b)
η −N2 + (N · b)2

√

N2 − (N · b)2.

(125)

In the absence of collisions and fast particles, the dielectric tensor is Hermitian, and its

components are

ε = εH ≡ 1−
∑

e;i

ω2
p

ω2 − ω2
c

,

g = gH ≡ −
∑

e;i

ωc

ω

ω2
p

ω2 − ω2
c

,

η = ηH ≡ 1−
∑

e;i

ω2
p

ω2
,

(126)

where ωp and ωc are the plasma frequency and the non-relativistic cyclotron frequency,

respectively. Expression (126) involves summation over particle species with ωc having

opposite signs for electrons and ions.

Electron-ion collisions in the bulk plasma introduce a small anti-Hermitian addition, εAαβ,

to the dielectric tensor with a resulting collisional damping of the high-frequency waves.

The collisional damping rate Γν can be determined via the standard perturbation technique

applied to the wave equation (122), which gives the following expression for Γν :

Γν = −i
E∗

αEβω
2εAαβ

E∗
αEβ

∂
∂ω
ω2εHαβ

. (127)
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FIG. 31. An example of a wave packet trajectory. Green (light) parts of the curves – magnetized

plasma branch, red (dark) part of the curve – whistler wave branch.

In particular, for high-frequency electron waves that do not involve ion motion,

Γν = νei
E∗

αEβω
∂
∂ω
ω
(

εHαβ − δαβ
)

E∗
αEβ

∂
∂ω
ω2εHαβ

, (128)

where

νei =
4
√
2πe4 ln Λ

3m1/2T
3/2
e

∑

Z

Z2nZ (129)

is the electron-ion collision frequency.

Equations (127), (129) correct the earlier inaccurate expressions for collisional frequency

[160] and collisional damping [156–158]. The origin of those inaccuracies is explained in

Section 3 of Ref. [159].

Ref. [159] also presents a ray-tracing code COIN (convective instability) that is designed

to quantify the instability threshold taking into account collisional damping of the waves and

spatial non-uniformity of the system for any given equilibrium configuration of the plasma

and any distribution function of the runaway electrons. The code evaluates an amplification

factor of the wave, K =
∫

(Γb − Γν)dt, by integrating the kinetic drive Γb and the collisional

damping rate Γν along the wave packet trajectory.
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FIG. 32. Maximized growth rate for whistlers (colour coded) shows the existence of instability for

a range of plasma densities and temperatures.

Radial non-uniformity of the tokamak plasma creates a cavity for whistlers and mag-

netized plasma waves with multiple transformations of these two modes into each other

as shown in Fig. 7 of Ref. [159] and in Fig. 31. The calculated instability thresholds are

consistent with previous experimental observations of the runaway-driven instability in sev-

eral tokamaks (T-3, T-6, TFR, and T-10). The COIN code also specifies an instability

window for ITER-relevant parameters (see Fig. 32). The resulting instability thresholds

have recently been confirmed in Ref. [161] with the use of a ray tracing code GENRAY

[162, 163]. Collisional damping effectively precludes excitation of kinetic instabilities by

runaway electrons for post-disruption ITER parameters with electron temperature less than

about 20 eV. Such instability can however develop at higher temperatures and lower plasma

densities, which is the case in recent DIII-D experiments [154].

For a given shape of the runaway distribution function, the instability drive scales lin-

early with the runaway current density. The marginal stability argument then suggests that

reduction of the collisional damping would lower the runaway current via enhanced elec-

tron scattering by the marginally sustained waves. The level of such waves would then be

proportional to the driving electric field. This scenario implies that the kinetic instability

actually hinders the exponential growth of the runaway current, which calls for nonlinear

modeling of the instability consequences.
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Recent quasi-linear simulations within an idealized spatially uniform model [164] exhibit

a strong effect of the excited waves on the RE electron spectrum. The authors also conclude

that the instability can increase the avalanche threshold field significantly above the Connor-

Hastie value, which is qualitatively consistent with DIII-D observations.

It would be important to use such simulations to test the validity of the marginal stability

concept explicitly, but that requires a dedicated analysis of the quasi-stationary electron

distribution function together with the spectrum of waves that maintains a momentum

balance between the driving electric field, collisional processes, and quasilinear diffusion.

Besides, the quasilinear diffusion operator used in Ref. [164] is inaccurate and needs to be

corrected to the flux divergence form to ensure particle conservation.

Another important aspect is that the quasi-linear code developed in Ref. [164] needs to

be generalized to cover the role of plasma non-uniformity, which is essential for accurate

quantitative interpretation of the current experiments and predictions for ITER. Such a

generalization is feasible within a WKB approximation in the spirit of a GENRAY/CQL3D

code bundle [162, 165] or C3PO/LUKE [166]. The two effects of non-uniformity are: (1)

violation of the wave-particle resonance and (2) multiple bounces of the wave packets within

the plasma channel. The corresponding formalism is well established, but its numerical

implementation is still challenging, because the required generalization increases dimension-

ality of the problem. Such quasi-linear modeling did not look affordable in the past, but

present-day computers make it feasible.

Quasi-linear diffusion of magnetized fast electrons in momentum space results from stim-

ulated emission and absorption of waves via wave-particle resonances. This classical process

can be conveniently described by the balance equations for particles and waves (quasi-

particles) in a quantum process of their resonant interaction. The wave growth rate and the

particle diffusion coefficient are then related to the probability for an electron to emit a wave

with a frequency ω when the electron changes its parallel momentum from p|| to p‖ − ~k‖

and the quantum number of its gyro-motion by an integer l. The corresponding classical

resonance condition,

ω(k, r)− k‖v cos θ − lωc/γ = 0, (130)

reflects the energy-momentum conservation laws in this process, and the emission proba-

bility is therefore proportional to δ(ω(k, r) − k‖v cos θ − lωc/γ), where v = p/mγ is the

particle velocity, and γ is the relativistic factor. The emission probability has an additional
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positive factor Ul(p;k) in front of the delta-function. This factor is a function of the particle

momentum and the wave-vector, and it is specific to the type of waves under consideration.

The resulting coupled kinetic equations for particles and waves have the following struc-

ture

df

dt
=

[

1

p2
∂

∂p
p2
(

Dpp
∂f

∂p
+Dpθ

∂f

p∂θ

)

+
∂

p sin θ∂θ
sin θ

(

Dθp
∂f

∂p
+Dθθ

1

p

∂f

∂θ

)]

Dpp =

∫

d3k
∑

l

Wk(r, t)Ul(p;k)δ(ω − k‖v cos θ − lωc/γ)

Dθθ =

∫

d3k
∑

l

(

lωc/γ − ωsin2θ

ω sin θ cos θ

)2

Wk(r, t)Ul(p;k)δ(ω − k‖v cos θ − lωc/γ)

Dθp = Dpθ =

∫

d3k
∑

l

(

lωc/γ − ωsin2θ

ω sin θ cos θ

)

Wk(r, t)Ul(p;k)δ(ω − k‖v cos θ − lωc/γ)

(131)

dWk(r, t)

dt
= 2ΓbWk(r, t)

Γb =
1

2

∫

d3p
∑

l

Ul(p;k)δ(ω − k‖v cos θ −
lωc

γ
)v

[

∂f

∂p
+

lωc

γ
− ωsin2θ

ω sin θ cos θ

∂f

p∂θ

]

(132)

where f is the particle distribution function in phase space, andWk(r, t) is the local spectral

energy density of the waves. For waves in cold plasma, the Ul(p;k) factor is

Ul(p;k) = 8π2e2

{

lωc

k⊥vγ
Jl + E3 cos θJl + iE2 sin θJ

′
l

}2

(1− E2
2)

1
ω

∂
∂ω
ω2ε+ 2iE2

1
ω

∂
∂ω
ω2g + E2

3
1
ω

∂
∂ω
ω2η

(133)

where the argument of the Bessel function Jl and its derivative J ′
l is k⊥vγ sin θ/ωc.

The total time derivatives in Eqs. (131), (132) are derivatives along the unperturbed

particle orbit and the wave-packet trajectory, respectively. The latter is governed by the

WKB equations (120), (121), so that

dWk(r, t)

dt
≡ ∂Wk(r, t)

∂t
+
∂ω

∂k

∂Wk(r, t)

∂r
− ∂ω

∂r

∂Wk(r, t)

∂k
(134)

Equations (131), (132) conserve the number of particles,
∫

fd3pd3r and the total energy

of particles and waves,
∫

f
√

p2c2 +m2c4d3pd3r+
∫

Wd3kd3r. These conservation laws hold

irrespective of the emission probability specified by Ul(p;k).

Once developed, a numerical code for solving Eqs. (131) and (132) will enable accurate

predictions of micro-instability impact on the spatially global evolution of the runaway elec-

trons in a tokamak, where excitation of whistler waves via anomalous Doppler resonance is
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the primary candidate for enhanced scattering of the runaways. Such a code would naturally

complement the gyrokinetic codes that are not designed to model high-frequency kinetic in-

stabilities. It will also have broader applications to problems in which fast instabilities

govern electron transport.
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X. EXPERIMENT

Experimentally, runaway electrons have been observed and studied from the very begin-

ning of experiments in toroidal devices [7]. There exists therefore a vast body experimental

work related to REs in tokamaks spanning multiple decades, and any review must neces-

sarily be limited in scope. Overall, REs have been observed in the energy range from the

thermal plasma temperature (keV range) to highly relativistic energies (several 10s of MeV).

Generally, the energy distribution appears to fall with increasing energy, although evidence

for non-monotonic (beam-like) energy distributions has been observed. The toroidal current

carried by the REs varies from very small (several kA for QREs or disruption RE seeds) to

very large (nearly 1 MA for largest post-disruption RE plateaus). Here, an overview of RE

diagnostics is given in Section XA. An overview of quiescent runaway electron experiments

is given in Section XB. Post-disruption RE plateaus and their dissipation are introduced

in Section XC, while RE plateau position control and vertical stability are discussed in

Section XD. RE seed formation during disruptions is discussed in Section XE, while the

prompt loss of these RE seeds due to magnetic perturbations is discussed in Section XF.

Experimental work on the RE avalanche and its suppression is discussed in Section XG.

Finally, interactions between REs and the first wall are discussed in Section XH.

A. RE diagnostics

Runaway electrons (REs) span a broad energy range from the thermal electron energies (of

several keV during a typical discharge) to tens of MeV, thought to be limited by synchrotron

emission, ripple loss, and drift orbit loss [167]. This wide energy range cannot be surveyed

by any single diagnostic. A variety of diagnostics are therefore used to characterize the RE

energy, pitch angle, and spatial distributions [7, 168–172].

1. Bremsstrahlung

Bremstrahlung emission is one of the most widely used diagnostic tools for diagnosing

REs in tokamaks [75, 173–176]. Strictly speaking, “bremsstrahlung” refers to any radiation

due to slowing of charged particles, but we will use bremsstrahlung here in the more narrow

sense of radiation from electrons slowing in matter. Bremstrahlung from REs can be “thin
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target” volumetric bremsstrahlung when REs are scattered by plasma ions or “thick target”

bremsstrahlung when REs hit plasma-facing components. Volumetric emission dominates

when REs are well confined, whereas surface bremsstrahlung prevails during times of rapid

RE loss such as MHD-related prompt loss or RE plateau final loss [174], or if the diagnostic is

viewing a limiter [170, 177]. The energy spectrum of emitted photons has an upper boundary

at the incident electron energy and a peak at about 1/4 of the incident electron energy [178].

The angular distribution of bremsstrahlung photons tends to be isotropic under 1 MeV (soft

and mid x-ray ranges, SXR and MXR) and become forward-directed above 1 MeV (hard

x-ray, HXR range) [179]. Electron-ion collisions dominate over electron-electron collisions

in producing bremsstrahlung, and the bremsstrahlung thus has a strong Z2 nuclear charge

dependence, which makes the emission sensitive to the impurity content of the plasma [178].

Detection of bremsstrahlung photons is typically done using semiconductor detectors at

lower energies and scintillation detectors at higher energies. In the SXR range (1 keV to 10

keV), Si detectors are most common in tokamaks [180], while in the MXR range (10 keV

to 1 MeV), CdTe detectors are more commonly used due to their higher stopping power

[170]. Semiconductor detectors directly detect current from electron-hole pairs created by

the photons and can achieve very high photon detection efficiencies (up to unity quantum

efficiency in some cases). Scintillation detectors use high-density, transparent materials to

detect visible light emission resulting from HXR impact. The visible light emission is due to

recombination of electrons into bound states, while the HXR energy absorption mechanisms

are the photo-electric effect (for photons under 1 MeV), Compton scattering at intermediate

energies, and electron-positron pair production at highly relativistic energies (> 10 MeV)

[181]. Scintillator materials used in tokamaks include NaI(Tl) [182–184], BGO [75, 174],

and LaBr3(Ce) [185]; different scintillators are chosen based on criteria such as signal level,

signal decay rate, and neutron vs. HXR discrimination.

Counting of signals from bremsstrahlung photons can be done in either “current mode”

or “spectroscopy mode”. In current mode, the total photo-current (usually proportional

to photon energy flux) is simply measured [174]. In spectroscopy mode, individual photon

pulse heights are measured, allowing statistical reconstruction of the photon energy distri-

bution function [186]. Spectroscopy mode therefore provides more information, but is more

challenging experimentally, requiring higher gains, better shielding against noise, and better

collimation.
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Shielding (blocking scattered HXR signals) and collimation (narrowing field of view to a

specific view chord) are a challenge, in general, when measuring RE bremsstrahlung emission,

as the HXR portion of the photon spectrum is extremely hard to block, requiring several

cm of lead shielding to attenuate significantly. Often, HXR spectra are taken far from the

machine with a perpendicular viewing angle [176]. This reduces shielding requirements but

also makes interpretation of the received signal more challenging, as only a small fraction

of the HXR photons are emitted into the perpendicular direction. An attempt has been

made to perform RE HXR spectroscopy with a tangential viewing geometry in DIII-D; this

geometry is superior for capturing the high-energy portion of the HXR emission, but HXR

fluxes are higher and shielding and collimation requirements are quite challenging, requiring

thick ∼ 10 cm lead shielding and also thick ∼ 10 cm long tungsten view chord collimation

tubes [75].

In JET, where multiple vertical HXR views are available from two poloidal locations,

tomographic inversions have been performed to recover the spatial distribution of HXR

emissivity in the plasma volume [187].

2. Synchrotron emission

In the tokamak community, “synchrotron emission” typically refers to light emission by

relativistic electrons in a magnetic field, while “cyclotron emission” refers to light emis-

sion by non-relativistic electrons in a magnetic field. This nomenclature is not completely

consistent with other fields; for example, in the astrophysics community, “synchrotron ra-

diation” often refers to radiation due to electron gyro-motion around a magnetic field line,

while “curvature radiation” refers to electron motion along a curved magnetic field line, and

“synchro-curvature radiation” refers to the general case of helical motion along a curved

field line [188]. In medium to large-sized tokamaks, the electron gyro-motion is typically

the prevailing factor. In this regime, synchrotron emission power depends strongly on RE

kinetic energy (as γ4) and pitch angle (as θ2) [61, 65]. The pitch angle itself depends on the

plasma impurity content, resulting in synchrotron emission, which tends to increase strongly

with the amount of impurities. For typical observed near-equilibrium post-disruption RE

energy distribution functions in mid-sized tokamaks, synchrotron emission comes predom-

inantly from REs in the 30 − 40 MeV energy range and peaks in the mid-IR (2 − 4 µm)
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wavelength range [189]. Emission is very strongly forward-beamed, requiring a tangential

viewing system. Tangential synchrotron emission from tokamak REs was first observed in

the TEXTOR tokamak using an IR camera [169] and has since been used in e.g. C-MOD

[190] and DIII-D [191, 192] using imaging with the visible and IR cameras. To-date, syn-

chrotron emission spectra have been measured in the visible [191], but not in the IR. The

use of synchrotron emission polarization as a diagnostic tool has been proposed [66] and first

measurements of this were made at C-MOD [190].

3. Cyclotron emission

Measurement of electron cyclotron emission (ECE) in the microwave (∼ 50 - 200 GHz)

frequency range is one of the earliest tokamak diagnostics [168]. It employs either fast

systems (radiometers) or slow systems (interferometers). Fast ECE diagnostics typically

use heterodyne radiometers to split the microwave signal into separate channels, each with

a separate bandpass filter to isolate a specific frequency band [193], giving very fast (> 1

MHz) measurements of ECE emission with coarse (∼ 1 GHz) spectral resolution. Slower

(< 100 Hz), broadband, and higher spectral resolution (< 1 GHz) ECE measurements are

usually obtained with Michelson interferometers [168, 194]. ECE measurements are usually

made at a single polarization, either perpendicular to the toroidal magnetic field or parallel

to the magnetic field. The observation direction is typically radially inward, in order to

measure the plasma radial temperature profile.

Fast electrons increase ECE signal levels and cause a broadening of the distribution func-

tion, making ECE a potentially useful diagnostic for RE analysis [195]. To-date, however,

the complexity of interpreting RE ECE contributions has limited RE ECE to mostly qual-

itative use. The rise of ECE signals relative to Thomson scattering was used to confirm

the growth of trace REs in low density quiescent runaway electron (QRE) discharges [196].

During RE-producing disruptions, clear strong spikes in ECE emission associated with RE

seeds are frequently observed [174]. During RE plateaus in DIII-D, ECE spectra indicated

that lower energy REs had a higher mean pitch angle than higher energy REs [172].

Some diagnostic improvements have been proposed and implemented to improve useful-

ness of ECE for fast electron measurements. High-field side ECE has been implemented in

TCV [171]. This gives improved protection against cutoff of fast electron ECE emission:
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because of the relativistic downshift in gyro-frequency, fast electrons are more susceptible to

density cutoff than thermal electrons. Measuring ECE from the high field side, with higher

gyro-frequency, can in some cases allow measurement of fast electron emission which would

be absorbed before reaching the low field side. Vertical ECE measurement was demonstrated

in C-MOD [197] and proposed for TCV [198]: measuring ECE along a vertical chord loses

profile information, but gains information on the fast electron energy distribution, since only

a single major radius (and single non-relativistic gyro-frequency) is imaged so broadening

of the ECE signal is dominantly due to the energy spread along the view chord. A major

challenge of this approach is avoiding reflections from the metal wall, so a viewing dump is

normally used. “Oblique” ECE, i.e. a tangential or partially tangential viewing angle, has

also been proposed for increased sensitivity to non-thermal electrons, and was implemented

in the PBX-M tokamak [199]. While thermal ECE is emitted with a very broad angular

distribution, non-thermal ECE becomes increasingly forward-beamed, so viewing tangen-

tially gives stronger signal from non-thermal electrons. As with vertical ECE, removal of

wall reflections is important to make oblique ECE data interpretation tractable.

4. Line emission

In principle, impurity line emission can be used to diagnose REs, but little work has been

done in this area. In the RE plateau of DIII-D, it was concluded that visible line emission

was dominantly due to excitation by or recombination with cold thermal electrons, limiting

the usefulness of visible lines as RE diagnostics in this regime [172]. A more promising

approach could be the use of more energetic line emission that requires fast electrons to

excite. For example, in early fast electron studies, 12.6 keV Krypton Kα emission was used

to diagnose fast electrons in a discharge after puffing krypton gas [200].

5. Probe diagnostics

Potential damage to plunging probes complicates the use of direct probes as RE diag-

nostics; nevertheless, probes have been used successfully in the limiter shadow (scrape-off

layer) of TEXTOR plasmas to diagnose boundary REs.

A scintillator probe design was developed in TEXTOR, which used a reciprocating probe
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to insert the probe tip into the edge plasma (scrape-off layer) of RE-containing shots. The

probe tip contained ten YSO (Y2SiO3:Ce) crystals coupled with optical fibers to photomul-

tiplier tubes. The scintillators were shielded with differing amounts of tungsten shielding.

Simulation of the scintillator signals was used to reconstruct the energy spectrum of bound-

ary REs striking the probe. The simulations indicated that HXR activation of the scintilla-

tors was negligible (compared with RE impact), so the probe signals provided a fairly direct

measurement of RE impact. The energy range of this diagnostic spanned approximately 5

− 20 MeV [201].

Cherenkov probes are somewhat similar to scintillator probes in design in the sense that a

probe tip containing a shielded transparent material is coupled with optical fibers to photo-

detectors. Material choices are different though, to optimize Cherenkov emission rather

than scintillation; for example, AlN and diamond are typical Cherenkov detector materials.

Cherenkov radiation is produced in any material when struck by particles with superluminal

velocity, e.g. electron energies > 58 keV in diamond or >175 keV in plastic. Often, both

scintillations and Cherenkov emission are present and the two signals sometimes need to

be separated out from each other to avoid confusion [202]. Relative to scintillator probes,

Cherenkov probes tend to have the advantage of faster time response (< 1 ns, compared with

> 100 ns for typical scintillators) but lower signal levels [202]. Cherenkov probes have been

implemented in CASTOR, ISTTOK, Tore Supra, COMPASS, and FTU tokamaks [203, 204].

A different probe technique, also used in the TEXTOR edge plasma, was a calorimeter

probe, which used the heating profile of REs striking the probe to infer RE heat flux. The

probe consisted of a layered stack starting with carbon fiber composite, then graphite, and

then molybdenum (to absorb remaining highest energy REs), with thermocouples connected

through the stack. Heat fluxes were found to be consistent with estimates of the scintillator

probe [205].

6. IR thermography

Infra-red imaging has the advantage over probes that the measurement is remote and

can be used to study the structure of the RE heat loads over extended regions of the wall;

this has been done in JET [206] and DIII-D [207]. In principle, analysis of IR imaging

could deduce the energy flux carried by REs when they strike plasma-facing components;
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in practice, quantitative analysis of the IR images is quite challenging. In addition to the

well-known complications of IR thermography with thermal electron heat loads (non-ideal

first wall material properties including surface morphology, layers and impurities [208, 209],

plasma IR line emission [210], and reflections [211]), IR thermography of RE heat loads must

deal with the nontrivial dependence of the RE penetration depth into the material on pitch

angle and energy, because deeper RE energy deposition can be obtained either by turning

up energy or increasing pitch angle [207].

7. Neutron emission

Under normal operation, tokamak neutron emission is typically dominated by D-D fusion

reactions, especially in the presence of beam heating. However, in the presence of sufficiently

large RE populations or when using H or He plasmas, neutron production can be primarily

due to (γ, n) photo-neutron nuclear reactions in the wall material struck by REs. The photo-

neutron production is usually dominated by “giant” resonances at high energies s (e.g. at

22.5 MeV for 12C [212]). Typical detectors are BF3 counters or U-235 fission chambers which

tend to have slow (< 1 ms) time responses [170]. Scintillators can also be used to detect

photo-neutrons; these can have fairly high time response (< 1µs) but have the disadvantage

of measuring both neutrons and HXRs, so baseline subtraction is usually needed to separate

photo-neutron from HXR signals [213]. Photo-neutron Cherenkov radiation has also been

used to develop a measurement of RE-wall strikes with fast (several µs) time response

in KSTAR [214]. Photo-neutron signal is typically used as evidence of the loss of high-

energy REs from the plasma, without any energy resolution, although a more detailed study

including the measurement of the photo-neutron spectrum with a 3He counter was done in

the PLT tokamak. The measured spectrum was found to be continuous with a peak energy

< 2 MeV and was seen to rise when RE energy passed the expected threshold energy ∼ 10

MeV for photo-neutron production reactions in the W limiter [215].

8. Laser scattering

Thomson scattering of laser light off electrons is a well-known tokamak diagnostic and

the ability of Thomson scattering to see non-Maxwellian (but non-relativistic) electrons was
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pointed out at the C-MOD tokamak [216]. The relativistic analog, laser-induced inverse

Compton scattering (LICS), has been proposed for RE diagnosis [217] but has not been im-

plemented yet. In principle, LICS could give radial profiles of RE density, much as Thomson

scattering does presently for thermal electrons. This measurement will be very challenging,

however, since the scattered light is upshifted into the SXR energy range where there is a

large bremsstrahlung background. Successful implementation of LICS will therefore require

powerful ultra-short pulse lasers and sensitive, synchronously gated SXR detectors.

9. Pellet injection

Pellet injection is a possible method for diagnosing REs, although the very rapid destruc-

tion of pellets by REs somewhat limits the usefulness of this technique. One use of pellets

is to identify the edge of the RE beam, i.e. the location at which a small injected pellet is

destroyed; this was done in some DIII-D experiments using small polystyrene pellets [174].

In different DIII-D experiments, the same Ar pellet used to disrupt the plasma and form

the RE beam was also used as a diagnostic tool, i.e. the pellet survived the TQ and RE

formation phase and then continued through the plasma until being destroyed by RE seeds

on the high field side [207].

B. Startup and quiescent runaway electrons

REs can be created at discharge startup in tokamaks if insufficient pre-fill gas or very large

RF current drive is present [218]. Generally, tokamak experiments try to avoid startup REs

or suppress them during the shot by raising density, but in some discharges they nevertheless

survive. A full range of relative RE population levels have been observed in startup RE

shots, ranging from nearly thermal (trace REs), to “slide-away” discharges (with reduced

resistivity, but thermal plasma still at high temperature and still carrying current), to full

RE beams (with toroidal current dominated by REs, and background thermal plasma cold).

Tokamak discharges with startup REs have been studied extensively for decades. Early

findings of these studies have been reviewed by [7].

Kinetic instabilities are observed frequently in startup REs, often manifesting as peri-

odic relaxation oscillations, with rises in loop voltage correlated to HXR spikes [151, 219].
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These relaxation oscillations have been interpreted as a nonlinear interplay of two kinetic

resonances: the Cherenkov resonance (which scatters REs down in energy when ∂f
∂vZ

> 0),

and the anomalous Doppler resonance (which scatters REs in pitch angle when T|| > T⊥)

[8].

Transport loss of startup REs was studied in TM-3, LT-3, ORMAK, and Tuman-2 toka-

maks. In some cases, transport was consistent with a simple drift-orbit loss model, par-

ticularly for higher-energy (multi-MeV) REs [220], but in other cases it was necessary to

supplement the drift-orbit loss with a radial diffusion coefficients as high as D⊥ ≈ 1 − 10

m2/s to match data [221, 222]. In the HT-7 tokamak, startup REs in the boundary region

were observed to be lower energy (< 5 MeV) compared with the core; this was interpreted

as being due to rapid radial loss of high energy REs in the edge field ripple [182]. In the

COMPASS tokamak, startup REs have been shown to have enhanced loss in the presence of

MHD activity, such as sawteeth [223]. A review of fast electron loss (theory and experiment)

in the presence of magnetic turbulence was presented previously [224].

In the last several years, fundamental RE measurements in tokamaks have focused less

on startup REs and more on quiescent runaway (QRE) discharges. QRE discharges are

dedicated RE-forming discharges, created by slowly ramping down electron density until REs

appear. These shots therefore enter the trace RE regime in a controlled fashion. In the trace

RE regime, thermal plasma still dominates in terms of number density and current density,

so that standard tokamak diagnostics (charge exchange recombination, Thomson scattering,

etc) enable excellent characterization of the background plasma. QRE discharges therefore

serve as good test beds for the study of fundamental RE physics, such as synchrotron

emission, collisional damping, and kinetic instabilities.

One significant finding of the QRE studies has been that the driving electric field needed

for runaway production appears to be unexpectedly high. This was observed by looking for

RE onset at varying background densities in DIII-D, C-MOD, FTU, KSTAR, and TEXTOR

[225]. Reference [225] provides a complete list of parameters chosen for these comparative

studies. Figure 33(a) presents an overview of the resulting data. In these experiments, the

density is lowered slowly until REs are first observed. The parallel electric field at this point

was expected to be close to the Connor-Hastie value ECH determined by electron-electron

collisional drag [40]. However, as can be seen in Fig. 33, the observed threshold field is 5-10

times larger than ECH .
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The exact source of this discrepancy is not certain yet. In C-MOD and FTU, com-

parison with modeling has indicated that synchrotron damping is sufficient to explain the

anomalously high measured damping [226–228].

Another possible source of the discrepancy is the time-dependence of the experiments.

The measurements are necessarily time-dependent and additionally the detection threshold

of the runaway electrons is substantial for any diagnostic (e.g., synchrotron emission or

HXR emission). As the density is decreased, trace runaway electrons should emerge at some

point; however, they might not actually increase to a level that can be observed until the

density has gone down further, resulting in misinterpretation of the data. As discussed in

Section VA, the electric field has to exceed 1 – 2% of the Dreicer field ED to produce an

adequate number of seed runaway electrons to be observed at all (regardless of diagnostic

signal/noise) on the QRE experimental time scales of ∼ 1 second. The electron temperature

ranged from 0.75 to 2 keV in the DIII-D QRE experiments resulting in the E/ED ratio of

0.5% to 2%, so the experiments take place in a regime which RE growth time scales are

marginal.

To avoid this growth time scale issue, a growth/decay method was developed [229]. This

method uses the observed growth rate of the runaway electron population when the avalanche

is expected to dominate. Fitting the observed growth rate as a function of the electric

field gives a curve that intersects zero at E ∼ 4ECH . Comparing with the onset method,

this is a factor of 3 lower for DIII-D in Fig. 33(a). It is therefore conceivable that the

discrepancy between the measured electric field and ECH is actually 2 – 3 times rather

than the 5 – 10 obtained from the onset experiments. Another interesting observation in

DIII-D is that the measured growth rate depends on the energy range being measured. The

growth rate was measured at different energies in DIII-D and was found to be closer to

theory at higher energies, which is a sign of enhanced RE dissipation at low energies in

QRE discharges [76]. This suggests that, at least in these experiments, neither synchrotron

damping, nor drift orbit losses are responsible for anomalous RE dissipation in, but rather

a factor acting on lower energy REs. Possible candidates could be errors in the collisional

drag and/or avalanche gain evaluation, kinetic instabilities which increase pitch angle (thus

reducing current), or a radial transport mechanism which is larger for lower energy REs (say,

fluctuations with a length scale comparable to the drift orbits of lower energy REs). The

presence of kinetic instabilities in QRE experiments was confirmed with high frequency (100 -
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[76].

200 MHz) magnetics measurements in DIII-D. The density and magnetic field scaling of the

observed magnetic oscillations were consistent with the whistler wave dispersion relation

[154]. Recent quasi-linear simulations [161] allegedly support the idea that whistlers are

responsible for the high avalanche threshold field observed in DIII-D, but more work by

the community is needed to ensure quantitative applicability of the numerical model and

interpret the data unambiguously.

C. Plateau runaway electrons and their dissipation

We define plateau REs as REs which are formed after a tokamak disruption at sufficient

level to dominate the plasma current. The RE plateau is thus somewhat similar to startup

RE beams which can form with very low density startup. The post-disruption RE plateau

is thought to establish via avalanche amplification from RE seeds formed during thermal

quench (TQ), as discussed in the next section. RE plateaus form more readily in some
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tokamaks and some experimental conditions than others. The observed trends are largely

(albeit not completely) understood, at least qualitatively. A clear trend seen in all machines

is that disruptions with higher-Z impurities are more likely to form a RE plateau [230]. This

is because higher-Z impurities cause a faster temperature collapse and higher loop voltage,

both expected to contribute to greater RE seed formation and amplification. This trend

applies to intentionally injected impurities, as well as to those coming from the wall. For

example, the change from a carbon to a beryllium first wall in JET resulted in a lower

likelihood of RE plateau formation following unmitigated disruptions [231]. Another trend

seen across machines is that large machines with almost circular flux surfaces are more likely

to form a RE plateau. The smaller and elongated discharges are more prone to magnetic

island overlap and flux surface stochastization following the TQ, resulting in greater “prompt

loss” of seed REs to the wall [232].

The plateau REs tend to form a narrow circular beam; this has been seen from SXR

arrays [172, 233], from synchrotron imaging [191, 210], and from intentional release of the

RE plateau into the divertor [172]. The current profile of the RE plateau has not been

measured directly, but is frequently assumed to follow the SXR profile as a rough guess

[136].

Low-resolution, wide-range (5 keV − 50 MeV) estimates of the energy distribution func-

tion f(E) of the RE plateau have been made in DIII-D by piecing together data from

SXR, MXR, HXR, IR synchrotron, and visible synchrotron diagnostics, as well as includ-

ing constraints from measured plasma current and total radiated power, Fig. 34(a). The

approximate sensitivity ranges of the different diagnostics used is shown in Fig. 34(b). It

can be seen that high energies are strongly constrained by synchrotron emission, while low

energies are constrained by SXR and radiated power, but medium energies (∼ 1 MeV) are

poorly constrained. It was found [210] that f(E) differed significantly from what one would

have transiently in a rapidly growing avalanche. The latter is shown by the dot-dash curve

in Fig. 34(a) and has a form f ∼ exp

(

−
√

E(E+2mc2)

46mc2

)

when drag on REs is dominated by

bound Ar electrons [5]. Subsequent test particle modeling of the DIII-D experimental con-

ditions provided a better match to the data, Fig. 34(d). For this comparison, the measured

distribution at t = 1490 ms was used as initial condition and the measured electric field as an

input. The distribution at t = 1730 ms was then calculated numerically from the relativistic

kinetic equation with secondary electron production, synchrotron drag, and drift-orbit losses
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considered [207]. It can be seen that the energy distribution function is close to steady-state,

i.e. the transient avalanche distribution is not even expected to be representative here. The

dip in the measured distribution function, Fig. 34(a), around 1 MeV, is in a region which is

poorly constrained, with large error bars, so improved diagnostics in the 1 MeV range are

needed for better reconstruction of f(E) here.
The green dot-dash curve in Fig. 34(c) is the predicted mean pitch angle assuming steady-

state force balance between the toroidal electric field Eφ, which tends to reduce pitch angle,

and collisions, which tend to increase pitch angle.

The predicted pitch angle distribution is then given by Eq. (106) (see Section VII and

Ref. [210] for details), and the averaged value of cos θ is 〈cos θ〉 = cothA− 1/A, where A(p)

is defined by Eq. (107).

In JET, a more narrow range (1 MeV − 20 MeV), higher resolution estimate of plateau

f(E) was made using HXR pulse-height counting with a radially inward view. Peak RE

energies of order 15 MeV were observed. Two distinct energy components were inferred in

some cases (although never with a no-particle gap between the two). The two components

were conjectured as being the primary (seed) and secondary (avalanche-produced) RE’s

[176].

Estimates of the total energy of the RE plateau typically give values ranging from 30 kJ

in TEXTOR to several 100 kJ in JET [234], with a linear increase in RE beam kinetic

energy with RE current [205]. This linear dependence suggests that the shape of the runaway

distribution function is the same for all values of the runaway currents. A quadratic increase

in RE plateau magnetic energy with RE current is expected in this case. The RE plateau

magnetic energy is typically larger than the RE kinetic energy in present experiments, and

the RE plateau current is correspondingly large compared with the Alfven current (17 kA).

Pitch angle estimates of RE plateaus have been made, arriving at θ ≈ 0.1− 0.2 for high

energy (multi-MeV) REs based on the elongation of synchrotron images in TEXTOR and

DIII-D [191]. Interpretation of microwave ECE spectra suggested a large mean pitch angle

(θ ∼ 1) for low energy (∼ 100 keV range) REs in DIII-D [172]. The multi-diagnostic (SXR,

MXR, HXR, synchrotron) analysis done in DIII-D also indicated a large pitch angle at low

energy dropping to θ ≈ 0.1 at high energy, as shown in Fig. 34(c), consistent with the

notion that pitch angle shrinking due to electron acceleration in the inductive electric field

is balanced by the collisional scattering.
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The current damping of the RE plateau is of fundamental importance, since it affects RE

plateau energy dissipation and vertical displacement timescale.

Similar to QRE experiments, the damping of RE current in the RE plateau appears to

be larger than expected from inelastic collision drag on free + bound electrons. This can

be measured by applying sufficient external loop voltage to hold the RE plateau current

constant. In a steady state with İP = 0, the external and internal loop voltage are expected
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to be equal, so the toroidal electric field in the plasma is known from external sensors.

Figure 35(a) shows the measured steady-state electric field as a function of impurity content

represented by mean ion charge 〈Z〉. At highest impurity levels, 〈Z〉 > 10, it is no longer

becomes possible to balance the high background drag with the applied electric field, and

the RE current decays. Interpretation of this data is challenging because İP 6= 0, so the

internal electric field is not known. Because of the large plasma inductance, it is expected

that the decaying plasma current will produce a counter-emf which will increase internal Eφ.

As a rough approximation, Eφ ≈ Eφ,wall− İp
Ip

p̄
e
, where p̄ is the characteristic RE momentum.

The resulting points are shown as empty inverted triangles in Fig. 35(a), labeled “corrected”

data.

Overall, it can be seen that Eφ is typically 2− 10×ECH indicating that the steady-state

drag on the REs is of order 2−10× larger than the purely electron drag (with bound electrons

counted as 1/2 free electrons). This discrepancy was previously interpreted as an indication

that pitch angle scattering off high-Z nuclei could be important [210]. Section III C of this

review presents theoretical models of screened impurity nucleus pitch angle scattering. The

corresponding threshold electric field E0, given by Eq. (105) in combination with Eqs. (101)

and (103), is shown by red markers in Fig. 35(a). In Eq. (105) the νel is evaluated using

Eqs. (40), and Coulomb logarithms in νdrag are evaluated according to Eqs. (27) and (29).

Although pitch angle scattering raises the threshold field above ECH , it is still not sufficient

to match the data at medium Z, suggesting consideration of radial transport losses.

In addition to pitch angle scattering, it is possible that the energy dependence of inelas-

tic scattering could explain the discrepancy of Fig. 35(a). The avalanche concept implies

relativistic (MeV level), growing runaway electron current, while the experiments exhibit a

broad, continuously re-filled distribution function going down to keV level energies. If sig-

nificant current is carried by keV energy electrons, then the stopping power can be enhanced

accordingly.

Also, the role of radial transport has not been well-quantified in the experiments. Radial

transport loss is clearly present in the RE plateau, but it does not seem to be the dominant

factor for centered RE plateaus where line radiation balances Joule heating. Yet, this balance

ceases when the RE plateau shifts inward in major radius toward the wall, giving a rise

in plasma resistivity (current damping rate) [172]. The power balance data indicate that

dissipation of the RE plateau is predominantly internal (not to the wall) for centered, mid-
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Z plateaus, Fig. 35(b). For low-Z plateaus, however, there is an imbalance in Fig. 35(b),

suggesting that radial loss does become important, even for well-centered RE plateaus.

Another possible source of the disagreement seen in Fig. 35(a) is errors in the impurity

content. Accurate characterization of the background plasma in the RE plateau is important

for understanding the collisional dissipation of RE energy and current. In dedicated exper-

iments, the RE plateau is typically created by causing a disruption with rapid Ar injection,

either by pellet or massive gas injection (MGI), causing a large RE seed and subsequent RE

plateau. As a result, Ar is the dominant impurity in the RE plateau, and collisional drag is
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dominated by the Ar content. In DIII-D, the background plasma was diagnosed with visible

and UV spectroscopy, combined with interferometry. Interpretation of the spectroscopic line

emission is challenging due to the presence of REs, the very low thermal electron tempera-

ture, and the uncertainties in the predicted line emission rates. Factors of 2 uncertainty in

the impurity content are therefore possible, and improved data and modeling are desired in

this area. In JT-60U, the background plasma temperature was measured to be about 10eV

with Thomson scattering [235]. In DIII-D, it was estimated that the background plasma

had significant density ne ≈ 5 · 1013cm3 and was quite cold, with electron temperature

Te ≈ 1.5 − 2eV , and with fairly significant ∼ 10 − 20% Ar concentration, dominantly in

the form of Ar+ and Ar2+ [172]. In JET, Te in the RE plateau appears to be somewhat

higher, perhaps of order 5 eV, as slightly higher Ar charge states are observed with UV

spectroscopy [236]. The wide range of observed thermal plasma temperatures (2 - 10 eV) is

not understood yet, but might be related to machine size (machine size could, for example,

affect the relative importance of impurity neutrals recycled at the wall and penetrating into

the plasma).

Injection of additional impurities into RE plateau has been tried in an attempt to change

the RE dissipation rates. This “second injection” is being considered as a method for rapidly

dissipating RE in ITER in the event of a RE plateau-forming disruption. To-date there has

been no clear evidence that the impurity injection method is important, i.e. either MGI or

SPI (shattered pellet injection) of similar neon quantities have shown similar RE plateau

current decay times, probably because cryogenic pellets are rapidly vaporized at the RE

plateau edge and then behave like gas [237]. Successful assimilation of injected material

and the resulting enhancement of the RE current dissipation has been observed in DIII-D

[172] and Tore Supra [238]. Massive higher Z injection (Ne or Ar) was seen to increase

RE current dissipation in DIII-D, while low Z injection such as He or D2 was observed to

decrease dissipation, apparently by purging the initial Ar already present in the RE plateau.

However, the mechanism for the apparent Ar purge is not understood yet [210]. The overall

effectiveness of this second injection seems to be a combination of competing effects, with

the ability of higher Z to more effectively drag on REs competing with the diluting effect

of lower Z impurities. For example, the DIII-D experiments indicate that neon is the most

effective (in the sense of current dissipation rate per atom injected) gas for RE plateau

current dissipation, despite being only moderate Z. In JET, massive injection of gases with
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very high Z, such as Kr or Xe, were found to have little effect on RE dissipation, although

some effect was later observed with reduced first injection (smaller initial Ar content in the

RE plateau) [239].

D. RE plateau equilibrium control and vertical stability

RE plateau control is challenging for the plasma control system because the RE plateau

almost always has a smaller current (typically 50% or less) than the initial pre-disruption

plasma, so there is a fairly abrupt (on the disruption time scale ∼ 10 ms) drop in the

current. Without control system intervention, the uncontrolled RE beam tends to shift to

the tokamak center post and then move vertically. Vertical control of the RE plateau has

been demonstrated, however, in DIII-D [240] and Tore-Supra [238]. This is achieved with an

open-loop push of the plateau off the center post immediately following the disruption and

then an Ohmic coil current ramp to a sufficiently large toroidal current to establish good

vertical control. With vertical position control established, current control was subsequently

demonstrated in DIII-D, with controlled RE current ramps up or down (including ramps

down to zero current) [241]. RE plateau position control has also been demonstrated recently

in FTU [242]. Simulations of RE plateau equilibrium control are not optimistic for ITER:

DINA simulations indicate that vertical control can be established only if there is (a) a

pre-emptive downward shift of the ITER plasma before the disruption (requiring of order 1

s warning time) and (b) if the initial RE plateau current is sufficiently large (≈ 9 MA) [11].

E. RE seed formation during TQ

Understanding RE seed formation during the TQ is important for being able to design

disruption mitigation methods in an effort to minimize RE seed formation and to predict the

size of the RE plateau in the event that RE seeds are created. Present simulations indicate

that the “hot tail” mechanism associated with a very rapid temperature collapse [95] will

dominate RE seed formation during mitigated disruptions in ITER [101]. Experimentally,

measuring the small RE seed during the TQ is a challenging task, because of the small signal

levels relative to the thermal plasma, large spatial anisotropies, and fast time scales.

Some qualitative trends in RE seed formation can be inferred from RE plateau current
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levels measured at the end of the current quench (CQ); this is complicated, however, by

the (unknown) prompt loss of REs at the end of the TQ and also the (somewhat unknown)

level of avalanche amplification of REs during the CQ. For typical Ar pellet experiment in

DIII-D, the final plateau current Ire(∞) is 200 kA and the initial thermal current I(0) is 1.2

MA. Assuming li = 2 and
√
Z + 1 lnΛ = 46 (for Argon dominating the RE drag), we find

Ire(0) = 15 kA for the initial RE seed from Eq. (99). Such a seed is much smaller than the

initial thermal current of 1.2 MA [230].

JT-60U, ASDEX-U, and JET have observed data supporting a B ∼ 2 T toroidal field

threshold for RE seed formation [206, 235, 243], leading to speculation that excitation of

whistler waves could prevent RE formation below B = 2 T [158]. However, later experiments

in JET [244], KSTAR [245], TEXTOR [246], and J-TEXT [247] found that there is no clear

toroidal field threshold, so that B = 2 T is not a prerequisite for RE formation. Nevertheless,

a robust trend is observed across all machines that higher toroidal magnetic field does elevate

the RE plateau levels.

Another robust trend across experiments is that higher-Z injection shutdown creates more

RE seeds, with low Z MGI (He, D2) rarely creating significant RE seeds [244, 248]; this is

consistent with hot tail seed formation, as higher Z impurities will radiate more strongly,

causing a more rapid TQ.

Electron cyclotron emission (ECE) during the TQ is very sensitive to non-thermal elec-

trons and can clearly see RE seed formation during the TQ. The RE seed emission can be

partially isolated from the thermal ECE emission as being emission apparently from minor

radii outside the plasma column (due to the relativistic downshift of the gyro-frequency)

[85]. The TQ non-thermal ECE does not appear to be a reliable indicator of RE seed for-

mation, however, as it is clearly seen in some RE plateau-forming shots and not in others,

possibly due to the complicated impurity mixing that causes ECE cutoff in some disrup-

tions and not in others. As a result, non-thermal ECE emission has not yet been interpreted

quantitatively to determine RE seed levels.

Ar pellet ablation rates were used in DIII-D to estimate RE seed populations [85]. This

was done using the same Ar pellet which is used to create the REs in the first place,

i.e. Ar ablated from the pellet, caused the TQ and formed REs, after which the REs

vaporized the remaining Ar pellet much more rapidly than the thermal plasma could. The

resulting estimates of RE seed current had very large error bars (of order 10×) but roughly
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FIG. 36. RE seed estimated in DIII-D experiments from Ar pellet injection (red diamonds), from

the initial RE plateau current assuming a 20× avalanche gain (blue stars), from Dreicer theory

(gray diamonds), and from hot tail model [95] (gray circles). Figure adopted from Ref. [85].

consistent with 10 kA RE seed currents. Estimates of Dreicer and hot tail seed terms for

the experiments have shown that the Dreicer model [2] under-estimated the measured RE

seed level by of order 100×, while the hot tail model [95] over-estimated the measurement

by of order 100×, as shown in Fig. 36. In this comparison, the Dreicer seed was calculated

using the Z-dependent version of the Dreicer formula [40]. The hot tail seed is calculated

by integrating Eq. (4) of Ref. [95] over velocities using the velocity distribution function

for very rapid temperature decay, Eq. (9) of Ref. [95]. More recent kinetic modeling of the

seed formation (see Section VD and Ref. [89]) predicts seed currents that are smaller than

the measurements if one assumes a toroidally symmetric impurity distribution. Yet, this

work also predicts that toroidal asymmetries should enhance the seed significantly. Further

modeling work is clearly necessary for better prediction of the disruption RE seed.

F. RE prompt loss due to magnetic perturbations

RE “prompt loss” due to magnetic perturbations is often observed in the form of HXR

and SXR spikes at the end of the TQ, associated with a sudden loss of seed REs to the wall.

3D MHD simulations relate the TQ and the prompt RE loss to magnetic island overlap

and destruction of good magnetic surfaces. [70, 249, 250]. Experimentally, overall trends in

RE seed formation and confinement have been studied in various tokamaks [25, 206, 251].
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Details of RE loss during the TQ is expected to be quite complicated though due to co-

existence of good magnetic surfaces, islands, and ergodic regions [25]. Examples of that

are shown in Figs. 4 and 5. Modeling transport across this complex magnetic topology is

challenging, since the RE transport is expected to be a mixture of convection and diffusion,

as described in Sections II B and IVB and in Ref. [224]. As discussed there, RE transport

in the TQ is not generally diffusive, can be strongly energy-dependent, and depends sensi-

tively on the degree to which neighboring resonances overlap. Additionally, interpretation

of experiments has been complicated by the lack of a good RE seed diagnostic and also by

interlinking of different experimental parameters, making clear parameter scans and conclu-

sions elusive. As discussed in Section V, predicting RE seed levels from first principles is

extremely challenging, so the lack of an in-situ RE seed measurement makes interpretation

of plateau RE current levels difficult. For example, lowering the initial plasma ne generally

results in higher plateau RE current levels, but it is not certain if this is due to an increased

initial hot tail seed from increasing Te or an increased surviving RE seed due to decreased

TQ MHD prompt loss [247]. In diverted DIII-D plasmas, the SXR localization of the wall

flash was shown to correspond to the divertor outer leg, consistent with the expected current

direction of the shot [174]. This understanding is consistent with experiments showing larger

RE loss levels in plasmas with elongated magnetic surfaces, which are predicted to be more

prone to island overlap than circular discharges [174]. Prompt loss is also predicted to be

larger in smaller tokamaks and could explain the absence of post-disruption RE plateaus

in some of them, e.g. C-MOD. TEXTOR observed improved confinement of REs inside an

m = 1 island structure [252], while J-TEXT observed improved RE confinement inside an

m = 2 island [253]. Comparisons of RE loss times in LT-3, TM-3, ST, PLT, Ormak, and

JT-60U suggested that REs are lost more rapidly than thermal electrons in the presence

of macro-scale magnetic turbulence but more slowly than thermal electrons in the presence

of micro-scale magnetic turbulence; this was attributed to perturbation averaging over the

large RE drift orbits [25].

Many efforts have also been made to modify the TQ with externally applied non-

axisymmetric magnetic fields (RMPs) in order to affect RE prompt loss levels. In TEXTOR,

an applied n = 3 field had a clear affect on final RE levels [35]. In DIII-D, less effect was

seen: both n = 1 and n = 3 were attempted and some effect may have been observed, but

limited statistics made clear conclusions difficult to achieve [254]. Similar experiments on
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RMP effects on RE prompt loss were tried in JET, but no clear effect was seen. Experiments

in ASDEX-U also applied a fixed n = 1 field on the low field side of the torus, but with a

pitch that was varied from shot to shot: a clear effect on post-TQ RE levels was seen at a

pitch that was roughly field aligned at the outer midplane [255].

In addition to the TQ-related prompt loss, it was hypothesized that a second prompt loss

event might be created during the CQ by additional rapid impurity injection. The additional

impurities could destabilize MHD due to current profile shrinking, thus enhancing RE loss to

the wall sufficiently to counteract the runaway avalanche [256]. Experiments attempting to

demonstrate this were performed at Tore-Supra by using burst disk MGI to fire neon into the

CQ of plasmas shut down by a first injection of Ar. Some MHD events (current flattening)

and RE loss events were seen during the CQ, but no clear correlation with the presence or

absence of the mid-CQ neon injection was observed [257]. As a possible explanation of this

result, it was suggested that ionization of the neutral gas precludes delivery of impurities

into the current channel, even in the absence of RE current [258].

G. Collisional suppression of CQ RE avalanche

In principle, sufficient impurities present in the plasma during the CQ can suppress the

RE avalanche and prevent a RE plateau from forming. Many experiments have attempted to

inject greater and greater quantities of impurities into tokamaks during or before disruptions

to attempt to achieve this “critical density” ncrit of free + bound electrons. The critical

density increases with toroidal electric field, which itself increases as more material is injected

and is therefore something of a moving target. Experiments aimed at achieving ncrit were

pursued, for example, in TEXTOR [259], ASDEX-U [243], Tore Supra [260], MAST [261],

DIII-D [262], and JET [244]. A variety of injection methods were attempted, MGI valves

[263], shattered pellets (SPI) [264], rupture disk gas injection [265], and large shell pellets

[230]. Overall, no injection method has come close to achieving ncrit, with best results

giving of order 20% ncrit [230]. One of the main difficulties appears to be that the amount

of impurities required to shut down the plasma and cause the TQ is far less than ncrit (often

of order 1% or less) so the plasma tends to shut down before most of the impurities arrive

or are assimilated. Coupled zero-dimensional current filament simulations including basic

atomic physics (ionization, recombination, radiation, etc) indicate that achieving ncrit is
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almost impossible with MGI but instead will require some form of “ideal” instantaneous

deposition such as exploding shell pellets. It also follows from these simulations that even if

ncrit could somehow be achieved with a perfect impurity deposition system, the CQ duration

in ITER would be too short, giving unacceptably high induced vessel forces [11].

H. RE energy deposition into the wall

If a RE plateau moves into plasma-facing components, the REs are rapidly lost into the

wall, potentially damaging the components [266]. Understanding this process is important

for designing components to resist RE-wall strikes and for designing an effective mitigation

system to minimize RE wall damage [267].

Data on the wetted area during the RE final loss is sparse. IR images have been captured

in JET, indicating multiple strike points on tile leading edges, with spot sizes of order 10cm

[268]. IR imaging in DIII-D has seen similar wetted area spot sizes [207]. A toroidal array of

HXR sensors in DIII-D indicated a strong toroidal variation in the HXR emission [174]. The

toroidal phase of the HXR emission was shown not to be random, but exhibited preferred

phases, suggesting that mode locking to field errors or structures occurs during the final

loss [207]. The underlying physics of this localized heat deposition is not well understood

at present, but may be due to a complicated interplay of magnetic topology (MHD) and

kinetic effects (drift orbits).

HXR data shows that the deposition of RE energy into the wall is not smooth in time,

but occurs in sharp, narrow spikes [207]. The duration of the spikes (as short as 10 µs),

Fig. 37(a), is long compared to the RE toroidal transit time (of order 30 ns), but is normally

very short compared with the wall poloidal field penetration time (of order 8 ms in DIII-D).

The short duration of the spikes does not look consistent with current channel motion into

the wall (scraping off). In Ref. [36], it was suggested that such spikes could result from

occasional percolations of the field lines through good magnetic surfaces that surround an

ergodic annulus. This would bring some RE electrons from the annulus to the wall. The

spike spacing can be of order 0.1 − 1 ms, Fig. 37(b), while the total duration of the final

loss (integrated over the narrow loss spikes) is typically of order several ms; this duration

appears to be roughly consistent with the avalanche time scale, indicating that perhaps the

final loss dynamic involves periodic, rapid loss from ergodic regions, followed by flux surface
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FIG. 37. Time traces during the final loss of a RE plateau to the wall of DIII-D showing: (a)

a single HXR spike showing narrow spike width, (b) three spikes showing spike frequency, (c)

plasma current, (d) Ar-II line emission, and (e) toroidal contours of HXR emission showing toroidal

structure. Adapted from Ref. [207].

healing and RE current profile reforming due to avalanche gain [207]. A very slight rise of the

plasma current is observed during the HXR spikes, Fig. 37(c), indicating a slight broadening

of the current profile. A slower rise in line emission, Fig. 37(d), between spikes is consistent

with the loss of REs from an annulus and a resulting temporary rise in local Ohmic current.

The toroidal structure of the HXR spikes indicates significant toroidal peaking which can

change phase spike-spike, Fig. 37(e).

The total energy content in the RE plateau is thought to be dominantly magnetic in

present experiments. This is expected to be even more the case in ITER, since Wkin ∼ IP

but Wmag ∼ I2P . The conversion of magnetic to kinetic energy during the final loss strike

is therefore expected to be the dominant source of wall-damaging RE-wall strikes in ITER.

A 0D coupled-circuit modeling indicates that longer RE loss times at the wall will cause

greater conversion of magnetic to kinetic energy, while fast loss τLoss < τWall, τΩ (where τΩ is

the background plasma resistive time scale) will result in the RE current dominantly being
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converted into Ohmic current and vessel current [269]. This overall trend was confirmed

with comparison to JET, DIII-D, and FTU data [269]. It is essential that the RE plateau

current can be converted into wall current (and then dissipated resistively in the wall) for

sufficiently fast loss. This would prevent conversion of the entire poloidal magnetic field

energy into REs.
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XI. ITER DISRUPTION MITIGATION STRATEGY

Disruption mitigation in ITER must be the last resort when disruption prevention and

active attempts for disruption avoidance have been unsuccessful. The mitigation strategy

in ITER relies on massive injection of impurities to dissipate thermal and magnetic energy

through line radiation while preventing formation of runaway electrons. The present baseline

concept of the disruption mitigation system (DMS) is based on the shattered pellet injection

(SPI) technology [270]. This technology involves acceleration of large cryogenic pellets that

break into smaller fragments at the end of the delivery tube. The fragments enter the

plasma, ablate and eventually evaporate on their way through the plasma.

A. Rationale for choosing SPI

The SPI technology has been chosen for ITER for two main reasons. The first reason is

the more efficient delivery of the material to the plasma compared to Massive Gas Injection

(MGI), which is the widely used technique for disruption mitigation. In ITER, the injection

valve is required to be located outside the port plug, due to radiation load from gamma rays

and neutrons and due to the need for maintenance. Simulations for ITER have shown that

the gas flow at the end of the delivery tube will be stretched significantly over time due to

the significant length of the tube. As the gas streams into the vacuum vessel, the plasma

will be cooled down from the edge. When this cold front arrives at the q = 2 surface, the

thermal quench will set in. However, at that time, only a small fraction of the gas stored in

the MGI valve will have reached the plasma, e.g. for neon injection only about 10% [271].

Most of the gas will arrive after the thermal quench and cannot contribute to mitigating

the thermal loads and avoiding runaway formation. In contrast to this, SPI will deliver the

total quantity almost simultaneously to the plasma. The second reason to choose SPI for

ITER is the envisioned deep penetration of the material inside the plasma. Simulations

with the 3D MHD code JOREK show that SPI with deuterium indeed can lead to a much

higher density rise compared to MGI [272]. More recent simulations with the same code

for neon SPI show, however, an n = 0 current contraction as the cold front moves inward

with the SPI fragments [272]. This behaviour is similar to MGI. But, in contrast to MGI for

which the density rise in the plasma centre relies solely on MHD mixing, SPI is expected to
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raise the density also due to direct ablation of fragments that will continue flying towards

the plasma centre during the thermal quench. The assimilation of the injected material in

the pre-TQ phase depends on the fragment size, the ablation rate and the velocity of the

fragments. The final distribution of impurities and electron density will then depend also on

how the MHD modes will redistribute the ablated material. Optimising the fragment size

distribution to ensure sufficient ablation is critical. This means ensuring sufficiently deep

penetration of the fragments while avoiding that too many fragments cross the plasma and

strike the opposite wall. NIMROD simulations for SPI in ITER show that the assimilation

efficiency depends strongly on the initial fragment sizes [273]. Note that for late injection

into an existing runaway beam, SPI is not expected to be more efficient than MGI (see

Section XC).

B. Disruption Mitigation Requirements for ITER

The design of the DMS has to ensure that the following requirements are met.

1. Provide sufficient radiation to reduce conductive energy losses during the thermal quench

Thermal quench mitigation aims at radiating a large fraction of the stored thermal energy

before it is lost to plasma facing components through heat conduction. Studies show that

the heat fluxes to the inner divertor are the most critical and it is expected that surface

melting can occur on the target plates at about 20 MJ. Therefore for Eth > 20 MJ the

required fraction of radiated energy is frad = 1− 20 MJ /Eth.

2. Dissipate the magnetic energy through radiation

The dissipation of magnetic energy aims on a) avoiding excessive heat loads on plasma

facing components and b) controlling electro-magnetic loads on tokamak components.

The heat load reduction goes along with the reduction in halo current by increasing radi-

ation levels and thus increasing resistivity. These heat loads are presently under assessment

for ITER. Initial studies showed that melting of the first wall beryllium panels can be ex-

pected above about 7 MA of plasma current. In that case the required radiation fraction
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for currents above 7 MA is frad = 1− (7 MA/IP )
2.

The constraints for the timescale on which the magnetic energy must be dissipated are

exclusively determined by the electro-magnetic forces. The faster the current quench, the

higher the eddy currents are, caused by dB/dt. The most critical components in this respect

are the blanket modules [274]. The design of these components needs to take into account

fatigue lifetime and possible plastic deformation. The ITER load specifications limit the

linear current quench duration (from initial 15 MA to zero) to > 36 ms for 400 events and

to > 50 ms for 2600 events. The lower limit has been determined from an experimental

database that predicted the minimum current quench time in ITER to be 36 ms [275]. MGI

experiments performed since then indicate that faster current quenches can be expected for

high quantities of neon or argon. This is confirmed by simulations with the code DINA [138].

Simulations with the free boundary equilibrium code DINA have shown that current quench

acceleration to below about 150 ms is sufficient for the required reduction in halo currents

[276]. However, this current quench time is indicative only and the required current quench

time and related injection quantity will be validated during the commissioning of the DMS

in ITER. It has to be noted here that the plasma always becomes vertically unstable if the

current decays with a rate faster than about 0.3 MA/s. The halo current reduction depends

significantly on the equilibrium at the start of the current quench. The less displaced the

plasma is at this time, the lower the resulting halo current.

3. Provide a radiation distribution homogenous enough to prevent first wall melting

Although allowable levels of radiation peaking are predictable, the physics understanding

is not yet mature enough to conclude how a sufficiently low peaking can be guaranteed.

Work on MGI has shown how the peaking depends on injection location and MHD activity

during the thermal quench [277, 278] in this case. However, with SPI, the physics basis

is not mature enough to confirm that the presently foreseen injection scheme for ITER is

appropriate.

Taking the melt limit for stainless steel, which is the first wall material of the diagnostic

ports and thus also for the ports of the DMS, the critical energy and peaking factor can be

estimated. With a surface area of 700m2 and a duration of the mitigated thermal quench of

1ms the critical overall peaking factor PF and thermal energy Eth is PF × Eth < 288 MJ.
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4. Prevent runaway formation during all phases of the disruption

Any action of the DMS to mitigate the thermal and electro-magnetic loads has to ensure

that runaway electron formation is excluded. Presently, densification through injection of

deuterium is foreseen for this purpose. This is an active field of research and this scheme is

not yet confirmed as effective for ITER (see XIG).

5. Provide fast dissipation of the runaway electron energy

In case of accidental generation of runaway electrons during a disruption, collisional

dissipation of their energy using high-Z impurities is presently envisaged. The effectiveness

of this scheme is discussed further below (XIG).

6. Injection quantities to respect upper limits from vacuum handling and deflagration risk

The upper limits on injected quantities are determined by gas handling capabilities and

deflagration limits: 1.1 · 1025 molecules of D2, 2.2 · 1025 atoms of argon or neon, and 9 · 1024

atoms of helium. These numbers include also the gas required to accelerate the pellets.

C. Mitigation targets for runaway electrons

To quantify the targets for suppressing or mitigating runaway electrons, it is required to

determine the maximum current at which melting of plasma facing components can still be

excluded. Simulations of runaway electron energy deposition in ITER have been performed

for various impact energies using the codes ENDEP for calculating the energy deposition

in the bulk material and MEMOS for calculating the resulting temperatures and material

erosion [279]. In contrast to the heat flux deposition during the thermal quench, the impacted

area from runaway electrons is very small as seen for example in JET [280]. Consequently,

the critical energy above which melting occurs is very low, in these simulations around 0.3

MJ deposited on one of the roofs of the first wall panels (32 roofs are in a toroidal row in

the impact area on top of the vessel). Considering, that a runaway current of 10 MA could

deposit an energy as high as 300 MJ [269], this melt limit translates to a runaway current

of about 300 kA should all the energy be deposited on one panel or about 1.9 MA should
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FIG. 38. Schematic representation of the different injection scenarios for the mitigation of the

thermal quench, the current quench and for runaway energy dissipation. The delay between the

prediction/detection of a disruption to the actual arrival of the gas is in the most optimistic case

about 30 ms.

the energy be distributed uniformly over all 36 roofs. Narrowing down the critical current

would – besides code validation – require better understanding of the driving mechanism for

toroidally asymmetric energy deposition as seen for example in JET [268].

D. ITER DMS injection scenario

The ITER DMS will be activated through a disruption predictor that aims to predict a

forthcoming disruption within the reaction time of the DMS. In case prediction is success-

ful, the DMS will be triggered early enough to initiate the thermal quench of a mitigated

disruption. Since disruption prediction cannot be 100% reliable, a second algorithm will be

implemented that is able to detect that a thermal quench has already occurred. Naturally,

in this case, mitigation of the thermal quench is not possible anymore, but mitigation of the

current quench can still be achieved and has to be achieved with high reliability to avoid

melting of the first wall from conductive loss of magnetic energy, if line radiation levels are

low. These two scenarios are depicted in Figure 38.

In the first scenario for which prediction has been successful, the injection from the DMS

aims to radiate the thermal energy on the timescale of the thermal quench (requirement

XIB 1). This timescale is expected to be of the order of 1-3 milliseconds in ITER [281]. For
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this purpose, the DMS will inject neon atoms. From simulations with the code DINA, it is

found that (requirement XIB 2) will be fulfilled for neon quantities of up to a maximum of

5 · 1022 atoms [282]. This requirement will define the maximum quantity of neon that can

be injected prior to the thermal quench. In addition to neon, deuterium will be injected

simultaneously to raise the density and discourage runaway electron formation. Deuterium

is a weak radiator and thus can be injected in large quantities without accelerating the

current quench much. However, the impact from raising the electron density on the radiated

power remains to be studies. The amount of deuterium is restricted to 1025 D2 molecules

(requirement XIB 6).

The second scenario will inject neon into the early current quench to increase the radiative

dissipation of the magnetic energy. Similar quantities like in the first scenario will have to

be used to fulfil (requirement XIB 2). In this scenario, the DMS cannot prevent runaway

seed generation from the hot tail mechanism. In contrast with the first scenario, suppression

of runaway formation in this second scenario has not been studied at all so far.

The two scenarios described above aim to mitigate the thermal and the current quench

while avoiding runaway formation. In addition, a second delayed injection is envisioned

in the present ITER mitigation scheme. It will deliver argon atoms to provide enough

argon in the plasma to dissipate the runaway energy through collisions and line radiation

during vertical movement of the runaway beam that formed despite the efforts to suppress

runaway formation. This injection is pre-emptive and must be delayed to avoid excessive

electro-magnetic loads on the blanket modules from too fast a current quench (requirement

XIB 2).

E. ITER DMS layout

The design and layout of the DMS is still under development and a plan for design

validation through dedicated experiments, modelling and theory efforts and technology de-

velopment has been established. The design present layout has three injection locations on

top of the machine that will be used for post-TQ injection and three injection locations

in the equatorial plane that will allow the injection of mixtures of neon and deuterium for

thermal quench mitigation and runaway electron avoidance as well as the injection of argon

pellets for runaway electron energy dissipation [283]. A total of up to 32 pellets can be
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injected from the equatorial ports with a diameter of 28 mm and length to diameter ratio of

L/D = 2. Each of these pellets can deliver either 9×1023 argon atoms or 2×1024 deuterium

atoms mixed with minor quantities of neon of the order of 1022 atoms. The injection is

distributed over three locations in the toroidal direction to comply with requirement XIB 3.

However, the effectiveness of this strategy is still to be assessed through appropriate toka-

mak experiments. The velocities that can be achieved for these large pellets are expected

to be of the order of 150 m/s. The pellets for post-thermal quench injection from the upper

ports are up to 20 mm in diameter (exact value to be determined) with a length to diameter

ratio of L/D = 1.5. These pellets will be shattered to very fine fragments or to mainly

gas to ensure high assimilation in the relatively cold post-thermal quench plasma. Higher

velocities can be achieved for these pellets, of up to 400 m/s, minimising the delay from

trigger to arrival of the material in the plasma.

F. Runaway electron diagnostics in ITER

The main diagnostic for runaway electron detection in ITER is the hard X-ray monitor

(HXRM) [284]. It will be available from first plasma until the end of the non-nuclear phase

of ITER operation after which it will lose its function due to the high neutron flux. The

HXRM will be essential to detect possible runaway formation during the commissioning

of the DMS. For this purpose, it is essential that the detection limit for confined runaway

electrons is low to ensure runaway electron currents that would cause damage of the first

wall (see XIC). Also for post-event analysis in case of an accidental formation of a runaway

beam, data from the HXRM will be an important ingredient. Here, the de-confined runaway

electrons will create high levels of hard X-rays when interacting with the in-vessel structure.

Therefore, the dynamical range has to be very wide and ranges from a few kA to 10 MA.

For energy resolved measurements, the dynamic range will be more restricted. The HXRM

is suited to detect runaway electrons during disruptions and could be used as a trigger in

mitigation schemes. However, as stated above, its availability is restricted to the non-active

phase of ITER operation. Two other diagnostics that could be used for runaway electron

detection during the nuclear phase of operation are ECE [285] and the radial gamma-ray

spectrometer [173]. The latter will have a detection limit of 40 kA and time resolution of

about 10 ms and can thus be used for early detection of runaway electrons (note that this
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diagnostic is not fully credited yet). Additionally, the IR and visible cameras [286] can

detect synchrotron radiation if the runaway density and energy is high enough. However,

due to the high detection threshold in energy and the expected background emission, these

cameras are more likely to contribute to post-event analysis rather than to generating a

trigger for the DMS.

G. Needs to validate the DMS design and strategy

The main risks and gaps in physics and technology in view of runaway electrons are

briefly summarised in the following.

1. Avoidance of runaway electron formation

Achieving high densities for disruption avoidance during the thermal quench requires the

simultaneous injection of several pellets. For the assimilated quantities as predicted for ex-

ample in [101] already 6 pellets with 28 mm diameter would be required if 100% assimilation

efficiency is assumed. On the technology side, it remains to be shown that simultaneous in-

jection with sufficiently small jitter in injection timing is possible and that the efficiency

(namely the radiation and the density rise) increases linearly with the number of injected

pellets. On the physics side, there are significant gaps in understanding runaway formation

during the thermal quench, which makes it difficult to claim that the present schemes are

able to effectively suppress runaway formation. This is mainly due to the still fragmentary

understanding of the thermal quench. The challenge is to develop a complete description of

the thermal quench with all its essential elements such as cooling down of the initially hot

plasma, MHD activity, and atomic physics that governs radiation. First attempts to assess

efficiency of deuterium injection for runaway suppression were based on the early version

[95] of the hot tail mechanism and predicted that assimilated quantities of the order of 1024

deuterium atoms could be sufficient to suppress the hot tail runaway seed as well as the

additional seed mechanisms during the DT phase of operation (Compton scattering and

tritium decay) [101]. A more consistent approach that calculates the duration of the ther-

mal quench from the radiation balance shows that deuterium injection could enhance the

generation of seed runaway electrons at high electron temperatures [115]. However, when
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taking into account the current quench phase, these simulations also qualitatively confirm

that adding deuterium can reduce the final runaway electron population. Further experi-

mental and theoretical efforts are required to assess effectiveness of this scheme and to better

understand the mechanisms. Another issue that requires attention is the penetration and

ablation process of the pellet fragments. Initial simulations with the code JOREK show

that, although deeper penetration could be expected if the fragment sizes are optimised and

adopted to the target plasma density and temperature, the spatial distribution of the re-

sulting plasma density rise is strongly affected by the MHD activity that drives the thermal

quench [272]. Since a density rise over the entire cross-section is a prerequisite for reliable

runaway suppression, this issue needs more attention in modelling and experiments.

2. Runaway electron energy dissipation

The effectiveness of the second injection of high-Z gas into a runaway beam has been

tested in several tokamaks [210, 268, 287, 288], but large uncertainties remain as to whether

this scheme will be effective in ITER. Saturation in the achievable dissipation rates have

been seen in experiments (e.g. [289]) that is likely caused by long transport times to bring

the impurities into the background plasma of the runaway beam. First attempts to inject

impurities with SPI into a runaway beam confirm the expectation that also the ice fragments

are not penetrating the beam since similar dissipation rates were achieved as for MGI [237].

It was also shown that due to the high conductivity of the ITER vacuum vessel, the vertical

position of the beam is a function of the runaway current [144]. Therefore, the faster the

current is decaying, the faster the runaway beam will move vertically. Simulations with the

code DINA including a simplified runaway model show that the scraping-off of the runaway

beam during the vertical displacement will cause an increase in the electric field that will

slow down the runaway decay [132]. Another consequence of the vertical displacement is

that the plasma will become kink unstable while there is still a finite runaway current.

H. Other runaway electron mitigation techniques

Other means that have been discussed in the literature to mitigate runaway electrons

are externally applied perturbation fields and runaway beam control to allow mitigation
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techniques that require more time, like reversed loop voltage or collisional dissipation at

lower impurity levels. Magnetic perturbations can be imposed by external coils, and this

has been shown to suppress the formation of a RE beam above a certain amplitude thresh-

old. Modelling for ITER has shown that the perturbation imposed by the in-vessel ELM

mitigation coils can create a stochastic layer at the plasma edge only and is therefore in-

sufficient for RE suppression [34]. Measurements at TEXTOR give evidence that intrinsic

broad band magnetic fluctuations can prevent RE beam formation [290]. Similar findings

are reported from J-TEXT [247]. More recently, it was observed at DIII-D that the absence

of a runaway current plateau is correlated with the existence of Alfvén-like instabilities [289].

It is also discussed whether active methods can be applied to excite kinetic instabilities to

aid runaway energy dissipation. Today, it remains unclear whether the interaction between

runaway electrons and waves can be effectively used for disruption mitigation.

Active destabilisation of MHD modes during the current quench had also been considered

a possible method to deconfine seed runaway electrons before a high current runaway beam

is formed. It was proposed to inject impurities during the current quench phase in order to

destabilise MHD modes by increasing resistivity locally. For this purpose a special injector

had been built using bursting disks to ensure fast gas delivery and short pulses [265]. This

injector has been implemented at Tore Supra to allow injection during the current quench.

Despite the deep penetration of the gas jet, no impact on the current decay or MHD activity

was detected. This result is confirmed by experiments on ASDEX-Upgrade using a MGI

valve to inject into the CQ. Although MHD events took place, they were not correlated

with gas injection. There are two possible reasons for the absence of MHD destabilisation:

a) the local change in resistivity is too small compared to the already highly resistive, low

temperature current quench plasma; b) an electrical breakdown across the gas jet terminates

high resistivity [258]. MHD modes that develop during the runaway beam phase have been

observed experimentally and predicted numerically for ITER [133] and could lead to high

heat loads on first wall components of ITER. Additionally, frequent reoccurrence of such

events during the plateau phase can also facilitate high magnetic to kinetic energy conversion

factors [269, 291]. It has been discussed whether impurity injection into the runaway beam

aiming at collisional energy dissipation could trigger such MHD events [12]. So far it was

not reported from experiments that MHD events are correlated with injections during the

runaway plateau phase. This is also true for experiments at JET for which the edge safety
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factor is in the same range as can be expected for ITER [268].

Active position control of runaway beams in ITER has been studied for disruptions at 15

MA and 7.5 MA [292]. These simulations with the code DINA show that position control

in ITER is only possible under very limited conditions, due to a relative weakness of the

ITER control system with respect to the plasma current. Early warning of a forthcoming

disruption would be required for shifting the current barycentre towards the neutral point.

The current drop during the current quench must be below one third of the initial plasma

current, therefore the runaway current must be above 10 MA in case of 15 MA disruptions.

Finally, the subsequent decay of runaway current must be in the range of 0.5-1.0 MA/s.

Commissioning of such a control scheme is not feasible since it would involve generating

significant runaway currents for testing. Upgrading the vertical position system to allow

runaway beam control for a broader parameter space is not possible with the ITER design.

The current in the in-vessel vertical stabilisation coils is limited because of space restrictions.

It will not be possible to accommodate a larger coil in the space between the blanket modules

and the vacuum vessel. However, technical feasibility runaway beam controllability should

be assessed when designing reactor-grade tokamaks.
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XII. SUMMARY

Runaway electrons are interesting and hazardous. This review discusses both aspects

and what has been learned about them from the last two decades of the theoretical and ex-

perimental studies in anticipation of ITER operation. The paper first revisits fast electron

motion in the equilibrium and perturbed magnetic field of a tokamak and discusses colli-

sional processes involved in the runaway kinetics. Two processes have received particular

attention in recent literature: synchrotron losses and elastic scattering of the electrons by

partially ionized heavy impurities. Taken together, they limit energy gain of the runaway

electrons. The impurities also govern rapid cooling of the bulk electrons via line radiation.

This appears to be the dominant mechanism of the thermal quench that triggers runaway

production. An alternative mechanism is the anomalous electron heat loss to the wall along

the stochastic magnetic field lines, but this loss channel is more difficult to ascertain because

of its sensitivity to the level and spatial scales of the magnetic perturbations. Incomplete

present understanding of the thermal quench still remains a major obstacle for predictive

modeling of the runaway build-up. In addition to the unsettled debates regarding relative

roles of impurities and magnetic fluctuations, there is a need for first-principle description

of impurity transport from the wall into the plasma core as well as for assimilation of im-

purities introduced via pellet injection. In particular, the developing theory should address

the expected significant role of nonuniformity of the injected impurities. There have been

several essential findings in the theoretical work of recent years. A combination of pitch-

angle scattering and synchrotron radiation has been found to raise the critical field for

runaway avalanche above the Connor-Hastie field. It has been shown that the distribution

function of the runaway electrons tends to be non-monotonic in energy. Heavy impurities

(irrespective of their ionization degree) have been shown to enhance elastic scattering of the

runaway electrons significantly under plausible runaway mitigation scenarios in ITER. A hot

tail mechanism of primary runaway production has been proposed. Self-consistent kinetic

modeling of this mechanism demonstrates prompt conversion of the plasma current into a

sub-MeV runaway current for heavy injection of impurities. Thresholds for the runaway-

driven micro-instabilities have been quantified and initial quasilinear simulations performed

in support of the ongoing experiments.

Several numerical codes now enable experimentally relevant test particle modeling of run-
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away electron transport and losses, but a self-consistent description of the runaway impact

on magnetic flux surface stochastization is still a challenging task to be completed. The

time-scale of avalanche-controlled runaway current decay in ITER is shown to be compa-

rable to the time-scale of vertical displacement events (VDE), which indicates the need of

self-consistent analysis of the VDEs and the runaway avalanche.

Experimental studies of the runaway electrons now become significantly more detailed

due to continuous improvements in diagnostics. Runaway electrons span very broad energy

range from several keV to nearly a hundred MeV, and standard tokamak diagnostics were not

optimized for that. More specialized measurement methods and analysis techniques are now

developing, such as synchrotron imaging. Multi-machine comparison shows that runaway

electrons become detectable in the density ramp-down experiments later than expected, i.e.,

when the driving electric field is already 5 – 10× times larger than the Connor-Hastie field.

This is conceivably due to the weakness of the Dreicer source that is unable to create a

sufficient seed for runaway avalanche. Direct measurements of the runaway seed formation

during thermal quench are not yet available. This remains to be a very challenging task

motivated largely by the need to validate the hot-tail mechanism. Multiple complementary

diagnostics now enable reconstruction of the runaway distribution function over the entire

energy range. This distribution is found to decrease much faster than the one anticipated

in a growing avalanche. Dissipation of the runaway electron current in the plateau regime is

observed to be stronger than what would correspond to the estimated runaway sustainment

threshold, although this comparison still needs to be refined to consider radial profiles of the

relevant parameters and the presence of kinetic instabilities. Micro-instabilities receive an

increased experimental attention lately as a plausible mechanism of runaway suppression.

They can also provide a unique information about runaway evolution in phase space.

There are now important measurements of the runaway losses to the wall in the present

devices, but the physics mechanism of these losses still needs to be ascertained in order

to understand how the losses scale with the machine parameters and whether they result

from the hypothesized intermittent leaks from the stochastic core through the good outer

magnetic surfaces.

With ITER construction in progress, reliable means of runaway electron mitigation are

yet to be developed. This is an essential part of the disruption mitigation strategy. Although

theoretical and experimental understandings of runaway electrons behavior in current toka-
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maks have progressed significantly during the last decade, large uncertainties remain with

respect to runaway control in ITER. A part of this challenge is to reconcile the physics and

engineering constraints, as explained in Section XI of this review.
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Jülich GmbH Institute of Energy and Climate Research Plasma Physics IEK-4, 2016.

[18] Boris V Chirikov. A universal instability of many-dimensional oscillator systems. Physics

Reports, 52(5):263–379, may 1979.

124



[19] A. B. Rechester and M. N. Rosenbluth. Electron heat transport in a tokamak with destroyed

magnetic surfaces. Physical Review Letters, 40(1):38–41, jan 1978.

[20] J. R. Myra, Peter J. Catto, H. E. Mynick, and R. E. Duvall. Quasilinear diffusion in stochastic

magnetic fields: Reconciliation of drift-orbit modification calculations. Physics of Fluids B:

Plasma Physics, 5(4):1160–1163, apr 1993.
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