
 

 

 University of Groningen

PID Passivity-Based Control o Port-Hamiltonian Systems
Zhang, Meng; Borja Rosales, Luis Pablo; Ortega, Romeo; Liu, Zhitao; Su, Hongye

Published in:
IEEE Transactions on Automatic Control

DOI:
10.1109/TAC.2017.2732283

IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.

Document Version
Publisher's PDF, also known as Version of record

Publication date:
2018

Link to publication in University of Groningen/UMCG research database

Citation for published version (APA):
Zhang, M., Borja Rosales, L. P., Ortega, R., Liu, Z., & Su, H. (2018). PID Passivity-Based Control o Port-
Hamiltonian Systems. IEEE Transactions on Automatic Control, 63(4), 1032-1044.
https://doi.org/10.1109/TAC.2017.2732283

Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

The publication may also be distributed here under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license.
More information can be found on the University of Groningen website: https://www.rug.nl/library/open-access/self-archiving-pure/taverne-
amendment.

Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.

Download date: 04-08-2022

https://doi.org/10.1109/TAC.2017.2732283
https://research.rug.nl/en/publications/054bf561-0f2b-4abc-9cb2-0bcc5e21dc0c
https://doi.org/10.1109/TAC.2017.2732283


1032 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 63, NO. 4, APRIL 2018

PID Passivity-Based Control of Port-Hamiltonian
Systems

Meng Zhang , Pablo Borja , Romeo Ortega , Fellow, IEEE, Zhitao Liu , and Hongye Su

Abstract—In this note, we address the problem of sta-
bilization of port-Hamiltonian systems via the ubiquitous
proportional-integral-derivative (PID) controller. The design
is based on passivity theory, hence the first step is to iden-
tify all passive outputs of the system, which is the first
contribution of the paper. Adding a PID around this sig-
nal ensures that the closed-loop system is L2 -stable for all
positive PID gains. Global stability (and/or global attractiv-
ity) of a desired constant equilibrium is also guaranteed for
a new class of systems for which a Lyapunov function can
be constructed. A second contribution is to prove that this
class—that is identified via some easily verifiable integra-
bility conditions—is strictly larger than the ones previously
reported in the literature. Comparisons of the proposed PID
controller with control-by-interconnection passivity-based
control are also discussed.

Index Terms—Hamiltonian systems, nonlinear systems,
passivity, passivity-based control (PBC), stabilization.

I. INTRODUCTION

PROPORTIONAL-INTEGRAL-DERIVATIVE (PID) con-
trollers overwhelmingly dominate engineering applica-

tions where the control objective is to regulate some signal
around a desired value. Commissioning of PIDs reduces to
the suitable selection of the controller gains, which is a dif-
ficult task for wide ranging operating systems, where the va-
lidity of a linearized approximation is limited. Although gain
scheduling, auto tuning and adaptation provide some help to
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overcome this problem, they suffer from well-documented
drawbacks that include being time consuming and fragility of
the design [1]. In contrast with this scenario in PID passivity-
based control (PBC), where the PID is wrapped around a
passive output, the gain tuning step is trivialized, as conver-
gence of the output to zero and L2-stability of the closed-
loop system is guaranteed for all positive gains—among
which the designer selects those that ensure best transient
performance.

However, it is often the case that the signal to be regulated is
not a passive output or its reference output is nonzero. Another
scenario of practical interest is when the control objective can-
not be captured by the behavior of an output signal, for instance,
when it is desired to drive the full system state to a desired con-
stant value. A classical example is underactuated mechanical
systems, whose passive outputs are the actuated velocities, but
in most applications the objective is to drive all positions to
some desired constant values. To address these problems, two
approaches have been adopted in the literature; first, to identify
passive systems for which the PID controller on the original pas-
sive outputs assigns the equilibrium and preserves the passivity
but with a new storage function that has a minimum at the de-
sired equilibrium, which then qualifies as a Lyapunov function
for the latter. The identification of these systems boils down to
imposing some integrability conditions that allows us to express
the integral term of the PID as a function of the systems state.
Second, to give conditions under which the incremental model
of the system is also passive [10], [12], [14], property called
“shifted passivity” in [30]. In this case, adding the PID around
the incremental variables ensures not only that the incremental
output goes to zero, but also that the desired equilibrium is as-
signed to the closed loop. The first approach has been pursued
in [7] and [26] for mechanical systems and in [2] for general
port-Hamiltonian (pH) systems. PID-PBCs have been designed
following the second line of research in [5], [12], and [27] for
power converters, in [17] for photovoltaic systems, and in [4]
for general RLC circuits. The addition of integral actions has
also been proposed to robustify PBCs, vis-à-vis external distur-
bances, in [6], [10], [22], and [25].

Motivated by the application of PID in physical systems, we
restrict our attention in this paper to pH systems. As shown in
[11], [30], and [31], pH models describe the behavior of many
physical processes and have the central feature of underscoring
the importance of the energy function, the interconnection pat-
tern, and the dissipation of the system, which are the essential
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ingredients of PBC. The purpose of this paper is to report some
new results on PID-PBC of pH systems. Our main contributions
are the following.

1) The identification of all the passive outputs of a pH sys-
tem that allows us to define a general framework for the
design of PID-PBCs. The outputs are parameterized in
terms of two free mappings and all passive outputs re-
ported in the literature are obtained for some particular
choices of them.

2) The extension of the, so-called, power-shaping passive
output first reported in [19] to the case when the systems
matrix is not full rank.

3) The inclusion of an input and output change of coor-
dinate for energy shaping that relaxes the integrability
conditions imposed in the literature [2].

4) The proposition of a new class of PID-PBCs that does
not rely on the generation of Casimir functions for the pH
system [20], [30], but identifies instead first integrals of
motion for it. Since the Casimir functions are a particular
case of the latter, the resulting design is applicable to a
broader class of systems.

5) Give more flexibility to the PID-PBC design replacing
the linear integral term by an arbitrary function that can
be used to shape the Lyapunov function and/or improve
the transient performance.

The remainder of this paper is structured as follows. In
Section II, the problem addressed in this paper is formulated,
whereas in Section III, all passive outputs for a given pH sys-
tem are identified. In Section IV, we carry out the L2-stability
analysis, and in Section V we show that a PID control can shape
the energy function. Section VI discusses how to assign the
desired equilibrium and to make the shaped energy function a
Lyapunov function. In Section VII, we illustrate the results with
some examples. We wrap up the paper with concluding remarks
in Section VIII.

Notation: In is the n × n identity matrix and 0n×s is the n × s
matrix of zeros. For x ∈ Rn , S ∈ Rn×n , S = S� > 0, we de-
note the Euclidean norm |x|2 := x�x, and the weighted-norm
‖x‖2

S := x�Sx. All mappings are supposed smooth enough.
Given a function f : Rn → R, we define the differential opera-
tor ∇xf := ( ∂f

∂x )� and ∇2
xf := ∂ 2 f

∂x2 . For a mapping F : Rn →
Rm , m > 1, we define the ijth element of its m × n Jacobian
matrix as (∇xF )j i := ∂Fi

∂xj
. When clear from the context, the

subindex in ∇ is omitted. For any mapping T : Rn → Rp×q

and the distinguished element x� ∈ Rn , we define the constant
matrix T� := T (x�).

II. FORMULATION OF THE PID-PBC PROBLEM

Throughout this paper, we consider pH systems whose dy-
namics is described via the standard input-state-output repre-
sentation [11], [30]

ẋ = [J (x) −R(x)]∇H(x) + g(x)u (1)

y = h(x) + j(x)u (2)

where x ∈ Rn is the state vector, u ∈ Rm , m ≤ n, is the con-
trol vector, y ∈ Rm is an output of the system defined via the
mappings h : Rn → Rm and j : Rn → Rm×m , H : Rn → R
is the system’s Hamiltonian, which we assume is bounded
from below,1 J ,R : Rn → Rn×n , with J (x) = −J�(x) and
R(x) = R�(x) ≥ 0, are the interconnection and damping ma-
trices, respectively, and g : Rn → Rn×m is the input matrix,
which is full rank. To simplify the notation in the sequel, we
define the matrix F : Rn → Rn×n

F (x) := J (x) −R(x).

The control objective is to stabilize an equilibrium x� ∈ Rn ,
which is an element of the set of assignable equilibria defined
as

E :=
{
x ∈ Rn | g⊥(x)F (x)∇H(x) = 0

}
(3)

where g⊥ : Rn → R(n−m )×n is a full rank, left annihilator of
g(x), that is, g⊥(x)g(x) = 0 and rank{g⊥(x)} = n − m. See
[35] for a parameterization of all full rank left annihilators of a
matrix.

We restrict our attention to PID controllers of the form

u = −KP y − KI xc − KD ẏ

ẋc = y, xc(0) = x0
c ∈ Rm (4)

where KP ,KI ,KD ∈ Rm×m with KP ,KI > 0 and KD ≥ 0
are the PID tuning gains. Notice that we have also specified
an initial condition for the controller state x0

c that will be re-
quired to assign the desired equilibrium point to the closed
loop for Lyapunov stabilization. As explained in Section VI, an
alternative—static state feedback—realization of the PID-PBC
that removes the aforementioned initial condition constraint is
also proposed.

PID-PBC Stabilization Problem: Given the pH system (1)
with full state measurement and a desired equilibrium x� ∈
E , with E defined in (3). Identify a class of pH systems for
which there exist mappings h(x), j(x) such that the following
statement holds.

1) The mapping Σ : u 
→ y is passive.
2) The PID-PBC (2), (4) ensures x� is an (asymptotically)

stable equilibrium of the closed-loop system.
As is well known [21], integral control can be represented as

a pH system. Indeed, defining a pH controller system as

ẋc = uc

yc = ∇Hc(xc) (5)

with state xc ∈ Rm , input and output uc, yc ∈ Rm , respectively,
and Hamiltonian function

Hc(xc) :=
1
2
‖xc‖2

KI

1This assumption is made to simplify the presentation, since in this case
we deal with passivity of the pH system instead of cyclopassivity, see [30,
Proposition 6.1.8].
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we see that the action of the integral term of the PID-PBC (4) is
obtained with the interconnection

[
u
uc

]
=

[
0m×m −Im

Im 0m×m

] [
y
yc

]
. (6)

Since the interconnection is power preserving [11], the closed-
loop system is still pH with total energy function H(x) +
Hc(xc). This is the point of view adopted in control by in-
terconnection (CbI), which is an approach for the design of
PBCs widely studied in the literature, cf., [10], [11], [20]. In
CbI, the stabilization problem mentioned above is solved gen-
erating Casimir functions that relate the states of the plant and
the controller to generate the required Lyapunov function. See
Section V-B for a comparison between CbI and the PID-PBC
proposed here.

III. PASSIVITY OF PH SYSTEMS

The first contribution of this paper is the solution of the task
(i) of the problem formulation above, that is, the character-
ization of all passive outputs for the pH system (1), which is
given in the next section. The relationship between the proposed
parameterization and the currently reported passive outputs is
given in Section III-B, which also contains a generalization of
the power-shaping output reported in [19] to the case of not
full-rank matrix F (x).

A. Parameterization of All Passive Outputs

The first step for the characterization of all passive outputs is
to compute a (nonunique) factorization of the dissipation matrix
of the form

R(x) = φ�(x)φ(x) (7)

where φ : Rn → Rq×n , with q ∈ N satisfying q ≥
rank{R(x)}. We recall the basic linear algebra fact that
R(x) ≥ 0 iff such a factor exists [13].

Proposition 1: Consider the pH system Σ, given by (1) and
(2). The following statements are equivalent.

S1) The mapping Σ : u 
→ y is passive with storage function
H(x).

S2) For any factorization of the dissipation matrix R(x)
of the form (7), the mappings h(x) and j(x) can be
expressed as

h(x) = [g(x) + 2φ�(x)w(x)]�∇H(x)

j(x) = w�(x)w(x) + D(x) (8)

for some mappings w : Rn → Rq×m and D : Rn →
Rm×m , with D(x) skew symmetric.

Proof: It is well known, e.g., [30, Proposition 4.1.2], that the
system (1), (2) is passive if and only if

[
−2(∇H(x))�R(x)∇H(x) (∇H(x))�g(x) − h�(x)

g�(x)∇H(x) − h(x) −[j(x) + j�(x)]

]

≤ 0.

To prove that (S2) implies (S1) replace (7) and the definition of
h(x) and j(x) of (2) above to get

2

[
−|φ(x)∇H(x)|2 −(∇H(x))�φ�(x)w(x)

−w�(x)φ(x)∇H(x) −w�(x)w(x)

]

≤ 0

which is always satisfied.
The proof that (S1) implies (S2) proceeds as follows [28].

Assume u 
→ y is passive with storage function H(x) and define
the mapping d : Rn × Rm → R≥0

d(x, u) := −Ḣ + u�[h(x) + j(x)u] ≥ 0. (9)

Evaluating Ḣ along the trajectories of (1) and using (7), we get

d(x, u) = |φ(x)∇H(x)|2 + u�[h(x) − g�(x)∇H(x)]

+
1
2
u�[j(x) + j�(x)]u.

Because d(x, u) is quadratic in u and nonnegative for all u and
x, there exists a (nonunique) matrix valued function w(x) such
that

d(x, u) = [φ(x)∇H(x) + w(x)u]�[φ(x)∇H(x) + w(x)u].

The proof that h(x) and j(x) take the form (8) is established
equating the terms of like power in u and invoking the skew
symmetry of D(x). �

B. Particular Cases of Passive Outputs

In this section, we prove that all passive outputs of the pH
system (1) reported in the literature can be generated via the
output (8).

Proposition 2: Consider the output (2) and its parameteriza-
tion (8). The following implications hold true.

1) Natural output [18], [30]

w(x) = 0

D(x) = 0

}

⇒ y = g�(x)∇H(x). (10)

2) Power-shaping output of [19] with F (x) full rank

w(x) = φ(x)F−1(x)g(x)

D(x) = −g�(x)F−�(x)J (x)F−1(x)g(x)

}

⇒ y = −g�(x)F−�(x)ẋ. (11)

3) The alternate output of [11], [20], and [33] with general-
ized damping matrix verifying

Z(x) :=

[
R(x) T (x)

T�(x) S(x)

]

≥ 0 : (12)

S(x) = w�(x)w(x)

T (x) = φ�(x)w(x)

}

⇒ y = [g(x) + 2T (x)]�∇H(x) + [S(x) + D(x)]u.
(13)
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4) Power-shaping output of [19] with F (x) not full rank but
verifying

F�(x)[F †(x)]�(x)F (x) = F (x) (14)

span{g(x)} ⊆ span{F (x)} (15)

where F †(x) is a pseudoinverse of F (x)

w(x) = φ(x)F †(x)g(x)

D(x) = −g�(x)[F †(x)]�(x)J (x)F †(x)g(x)

}

⇒ y = −g�(x)[F †(x)]�ẋ. (16)

Proof: The proofs of (10) and (13) follow via direct replace-
ment of the definitions of w(x) and D(x) in (8). For the latter,
notice that the generalized damping matrix takes the form

Z(x) =

[
φ�(x)φ(x) φ�(x)w(x)

w�(x)φ(x) w�(x)w(x)

]

which clearly satisfies the condition (12). Furthermore, since
q ≥ rank{R(x)} and w(x) is free, taking the integer q large
enough it is possible to construct any matrix T (x) such that

rank{T (x)} ≤ max{rank{R(x)}, rank{S(x)}}.
To prove (11), replace the definitions of w(x) and D(x) in

(8) to get2

y = (g + 2φ�φF−1g)�∇H + g�F−�(φ�φ − J )F−1gu

= (g + 2RF−1g)�∇H + g�F−�(R−J )F−1gu

= ((I + 2RF−1)g)�∇H − g�F−�FF−1gu

= ((F + 2R)F−1g)�∇H − g�F−�gu

= ((J + R)F−1g)�∇H − g�F−�gu

= −(F�F−1g)�∇H − g�F−�gu

= −g�F−�F∇H − g�F−�gu

= −g�F−�(F∇H + gu).

Finally, we proceed to establish (16). Toward this end, we
recall [3, Lemmata 15 and 16]—see also [24]—that state that
(14) is equivalent to the existence of a mapping Z : Rn → Rn×n

solution of the equation

F�ZF = −F (17)

and that (15) and (17) imply that

F�Zg = −g (18)

respectively. Now, defining Z as

Z := −(F †)�FF † (19)

2To simplify notation, in some proofs the argument x is omitted from all
mappings.

and with the choice of w given in (16), it is easy to verify that

(g + 2φ�w)� = [g + 2φ�φF †g]�

= [−F�Zg + 2φ�φF †g]�

= [F�(F †)�FF †g + 2RF †g]�

= [FF †g + 2RF †g]�

= [(F + 2R)F †g]�

= [(J + R)F †g]�

= −(F�F †g)�

= −g�(F †)�F (20)

where we have used (18) in the second equation, (19) in the
third equation, and (14) in the fourth and eighth equation. Then,
using w and D given in (16), we get

w�w + D = g�(F †)�φ�φF †g − g�(F †)�JF †g

= g�(F †)�RF †g − g�(F †)�JF †g

= −g�(F †)�(J −R)F †g

= −g�(F †)�FF †g

= −g�(F †)�F�(F †)�FF †g

= −g�(F †)�g (21)

where we have used (14) in the fifth equation and (18) and (19)
in the last equation. Replacing (20) and (21) in (2) and (8), we
obtain

y = −g�(x)[F †(x)]�ẋ.

�

IV. WELL POSEDNESS AND L2-STABILITY

As is well known, PID controllers define input strictly passive
mappings [30]. Thus, the passivity theorem [9], [30] allows
to immediately conclude output strict passivity—hence, L2-
stability—of the closed-loop system. In this section, we establish
this result for the pH system (1) in the closed loop with the PID-
PBC (2), (4), (8) where, we recall, w(x) and D(x) are free
parameters.

As explained in Section II, the initial condition in the con-
troller state was fixed to a value xc(0) = x0

c to assign the desired
equilibrium point to the closed loop for Lyapunov stabilization.
It should be underscored that for the input–output analysis car-
ried out in this section, the PID-PBC applies to arbitrary initial
conditions for xc .

A. Well-Posedness Condition

Before proceeding to analyze the stability of the closed loop, it
is necessary to ensure that the control law (4) can be computed
without differentiation nor singularities that may arise due to
the presence of the derivative term ẏ. Clearly, this term can be
added only when the output y has relative degree equal to one,
that is, when w(x) = 0 and D(x) = 0, hence y is the natural
output (10). But even in that case, a well-posedness assumption
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Fig. 1. Block diagram representation of the system (1), represented by
Σ, in closed loop with the PID-PBC (2), (4), (8), represented by Σc , with
an external signal d.

is required. Indeed, we can prove that (2), (4), and (8), with
w(x) = 0 and D(x) = 0, are equivalent to

K(x)u = −KP y − KI xc − KD∇h(x)F (x)∇H(x) (22)

where the mapping K : Rn → Rm×m is given by

K(x) := Im + KD∇h(x)g(x).

To ensure that the control law (22)—and consequently (2), (4),
(8)—are well defined, we impose the full-rank assumption

det[K(x)] = 0.

Before closing this section, we note that in [30] PID con-
trol is viewed from a different perspective. Namely, assuming
that ẏ is computable, it is shown that the closed-loop system
can be represented as a pH system with algebraic constraints.
However, leaving aside the complexity of computing ẏ, the sta-
bility analysis of this kind of system remains an essentially open
question.

B. L2-Stability Analysis

As indicated in the introduction, PIDs define input strictly
passive maps therefore it is straightforward to proveL2-stability
if it is wrapped around a passive output, since we are dealing with
the negative feedback interconnection of two passive maps. This
analysis is summarized in the proposition below that establishes
the L2-stability of the closed-loop system represented in Fig. 1
where, as it is customary [9] (and with a slight abuse of notation),
we have added an external signal d to define the closed-loop
map.

Proposition 3: Consider the pH system (1) in closed loop
with the PID-PBC (4), (2), (8) with an external signal d. The
operator d 
→ y is L2-stable. More precisely, there exists β ∈ R
such that

∫ t

0
|y(s)|2ds ≤ 1

λmin(KP )

∫ t

0
|d(s)|2ds + β ∀t ≥ 0.

Proof: The proof follows directly from the Passivity
Theorem [9], Proposition 1 that ensures passivity of the mapping
Σ : u 
→ y defined by the pH system and output strict passivity
of the mapping Σc : y 
→ (−u) defined by the PID-PBC. To
prove the latter, we compute

y�(−u) = y�KP y + y�KI xc + y�KD ẏ

≥ λmin(KP )|y|2 + ẋ�
c KI xc + y�KD ẏ.

Integrating the expression above, we get
∫ t

0
y(s)(−u(s))ds ≥ λmin(KP )

∫ t

0
|y(s)|2ds − ‖xc(0)‖2

KI

−‖y(0)‖2
KD

∀t ≥ 0.

�

V. ENERGY SHAPING

L2-stability is a rather weak property. For instance, bound-
edness of trajectories is not guaranteed and the system can be
destabilized by a constant external disturbance. Hence, we are
interested in establishing a stronger property, e.g., Lyapunov sta-
bility of a desired equilibrium, which is the topic addressed in
this section. A first step for Lyapunov stabilization of a desired
constant state is, obviously, to ensure that it is an equilibrium
of the closed loop. A second step is the creation of a Lyapunov
function for this equilibrium that will ensure its stability. Fol-
lowing the terminology used in PBC, we will refer to this second
step as energy shaping and address it in this section, leaving the
equilibrium assignment and Lyapunov analysis problems for the
next section.

A. Energy Shaping via Generation of First Integrals

Define the function U : Rn × Rm → R

U(x, xc) := H(x) +
1
2
‖h(x)‖2

KD
+

1
2
‖xc‖2

KI
(23)

where we make the observation that KD = 0 only if y = h(x) =
g�(x)∇H(x)—as discussed in Section IV-A. Differentiating
this function, we get

U̇ ≤ y�u + h�(x)KD ḣ(x) + x�
c KI ẋc

= −y�(KP y + KI xc + KD ẏ) + y�KD ẏ + x�
c KI y

= −‖y‖2
KP

≤ 0 (24)

where we used the passivity property (9) in the first inequality
and replaced (4) in the second row. A La Salle-based analy-
sis [15] allows us to establish from (24) some properties of
the system trajectories, for instance to conclude that y(t) → 0.
However, to prove Lyapunov stability, it is necessary to con-
struct a Lyapunov function for the closed-loop system, which is
done finding a function Hd : Rn → R such that

U(x, xc) ≡ Hd(x). (25)

In view of (24) and (25), we have that Hd(x(t)) is a nonincreas-
ing function; therefore it will be a bona fide Lyapunov function
if we can ensure it is positive definite.
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It is clear from (23) that to satisfy the identity (25), it is
necessary to be able to express xc as a function of x. Not sur-
prisingly this is tantamount to finding a first integral for the
system dynamics that, in its turn, involves the solution of a par-
tial differential equation (PDE). This fact is summarized in the
following proposition.

Proposition 4: Consider the pH system (1), (2), (7), (8) with
ẋc = y. Assume that there exist mappings w(x) and D(x) such
that the PDE

[
(∇H(x))�F�(x)

g�(x)

]

∇γ(x) =

[
(∇H(x))�[g(x) + 2φ�(x)w(x)]

w�(x)w(x) − D(x)

]

(26)

admits a solution γ : Rn → Rm . Then

xc = γ(x) + κ (27)

for some κ ∈ R. Consequently, the identity (25) holds with the
shaped energy function

Hd(x) = H(x) +
1
2
‖h(x)‖2

KD
+

1
2
‖γ(x) + κ‖2

KI
. (28)

Proof: The proof is established showing that (26) implies

y = γ̇. (29)

Consequently, using ẋc = y and integrating, we get (27) with

κ := xc(0) − γ(x(0)).

Replacing (1) and (8) in (29) yields

[g(x) + 2φ�(x)w(x)]�∇H(x) + [w�(x)w(x) + D(x)]u

= [∇γ(x)]�[F (x)∇H(x) + g(x)u].

The proof is completed equating the terms dependent and inde-
pendent of u, respectively. �

B. First Integrals Versus Casimir Functions

To the best of the authors’ knowledge, Proposition 4 is the first
time that it is suggested to shape the energy of the system gen-
erating first integrals. In the literature of pH systems, the energy
shaping is usually achieved generating Casimir functions, which
are quantities that are conserved by the open-loop pH system for
all energy functions H(x) [20], [30]. These functions have the
very interesting property that they are solely determined by the
interconnection and damping matrices. This makes the Casimir
functions physically appealing and endows them with a very
nice geometric interpretation, see [30, Sec. 6.4].

In the context of this paper, Casimir-like functions are the
solutions of the PDE

[
F�(x)

g�(x)

]

∇γ(x) =

[
g(x) + 2φ�(x)w(x)

w�(x)w(x) − D(x)

]

. (30)

Comparing with the PDE (26), we notice the absence of the term
∇H(x) in the first set of equations. Clearly, any solution γ(x)
of (30) is also a solution of (26), but the converse is not true.
Whence, the set of solutions of (30) is strictly contained in the

set of solutions of (26). An example that illustrates this point is
given in Section VII.

An important advantage of considering the PDE (30)—
instead of (26)—is that it is possible to give integrability con-
ditions on the pH system parameters such that the PDE reduces
to a simple integration. As reported in [2], a particularly simple
condition is obtained when the matrix F (x) is full rank. The
following proposition extends the result of [2] to the case when
F (x) is not full rank.

Proposition 5: Consider the pH system (1) verifying con-
ditions (14) and (15). Assume the Jacobian of the mappings
F †(x)gi(x), with gi : Rn → Rn , i = 1, . . . , m, the columns of
g(x), satisfy the symmetry condition

∇[F †(x)gi(x)] =
(∇[F †(x)gi(x)]

)�
. (31)

Then

γ(x) = −
∫ 1

0
[F †(sx)g(sx)]�xds + γ(0)

is a solution of (30) with the parameters w(x) and D(x) given
in (16).

Proof: For brevity, the argument x has been left out through-
out the proof. Recalling Poincare’s Lemma—cf., [15, Exercise
4.5]—it is known that (31) is equivalent to the existence of a
mapping γ : Rn → Rm such that

∇γ = −F †g. (32)

Premultipying by F�, we get

F�∇γ = −F�F †g = g + 2φ�w (33)

where the second identity is obtained invoking the seventh equa-
tion of (20). This proves that the first equation of (30) is verified.

It only remains to show that w and D given in (16) verify

w�w + D = (∇γ)�g. (34)

Toward this end, we note that using (17) and (18), we have

g = F�(F †)�FF †g = FF †g. (35)

Therefore, we can rewrite (34) as

w�w + D = (∇γ)�FF †g. (36)

Then, replacing (the transpose of) (33) into (36), we obtain

w�w + D = (g + 2φ�w)�F †g. (37)
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Computing the symmetric part of (37) and recalling (14), we
get

w�w

=
1
2
[g�F †g + g�(F †)�g] + w�φF †g + g�(F †)�φ�w

=
1
2
[g�(F †)�F�F †g + g�(F †)�FF †g] + w�φF †g

+ g�(F †)�φ�w

=
1
2
[g�(F †)�(F� + F )F †g] + w�φF †g + g�(F †)�φ�w

= −g�(F †)�RF †g + w�φF †g + g�(F †)�φ�w

= −g�(F †)�φ�φF †g + w�φF †g + g�(F †)�φ�w

where (35) is used in the second equation. A simple calculation
shows that the equation above is equivalent to

(w − φF †g)�(w − φF †g) = 0

whose only solution is

w = φF †g.

Replacing the latter into (37) and grouping terms, we obtain

D = −g�(F †)�JF †g.

�
Derivations similar to the ones carried out in Proposition 5 are

reported in [30, Sec. 7.1] where, following the construction of
[16], new passive outputs—called “alternate” in [30]—are used
for CbI. There is a relation also with input–output Hamiltonian
systems with dissipation studied in [32], for which the integra-
bility condition (31) is implicitly assumed. See these references
for further details.

C. Enlarging the Class via Input Change of Coordinates

An additional contribution of this paper is the proof that the
class of pH systems for which (30) is solvable can be enlarged
via an input and output change of coordinates. As far as we
know, this is the first time that this kind of modification is used
for the design of PBCs.

Toward this end, we introduce a full-rank matrix M : Rn →
Rm×m and define the new input–output pair

ū := M−1(x)u, ȳ := M�(x)y. (38)

It is clear that the power balance inequality is preserved for these
new port variables, that is

Ḣ ≤ u�y = ū�ȳ.

For ease of presentation, we restrict ourselves to the case of
full rank F (x), the extension to the nonfull rank case being
straightforward. In this case, the passive output of interest is the
power-shaping output given in (11). The new output is then

ȳ = −M�(x)g�(x)F−�(x)ẋ. (39)

The key question of existence of a mapping γ(x) such that (29)
holds now takes the form ȳ = γ̇.

Similarly to Proposition 5 (with F †(x) = F−1(x)), it is clear
that imposing the symmetry condition on the Jacobians of the
new mappings F−1(x)[g(x)M(x)]i , where [g(x)M(x)]i is the
ith column of g(x)M(x), guarantees the existence of γ(x).
The key question is then: Under which conditions does there
exists a full rank M(x) such that the required conditions are
satisfied? The answer to this question is provided in the follow-
ing proposition.

Proposition 6: Define a mapping Λ : Rn → Rn×(n−m ) ver-
ifying

C1) rank{Λ(x)} = n − m.
C2)

g�(x)F−�(x)Λ(x) = 0. (40)

There exists a full-rank matrix M : Rn → Rm×m such that

− F−1(x)g(x)M(x) = ∇γ(x)

where γ : Rn → Rm , if and only if for all 1 ≤ i, j ≤ n − m

rank
{[

Λ(x)
... [Λi(x),Λj (x)]

]}
= n − m (41)

where Λi(x) is the ith column of Λ(x) and [·, ·] is the standard
Lie bracket [29].

Proof: The proof proceeds as follows. First, recall the follow-
ing version of Frobenius Theorem reported in [34, Th. 7.2.24].
Given the n − m linearly independent vectors Λi(x), there exist
functions γi : Rn → R such that

1) the vectors ∇γi(x) are linearly independent, and
2)

[∇γi(x)]�Λj (x) = 0, i = 1, . . . , n − m; j = 1, . . . , m

if and only if (41) is satisfied.
The proof is completed noting that, since M(x) is full rank,

we have

ker
{
M�(x)g�(x)F−�(x)

}
= ker

{
g�(x)F−�(x)

}

and recalling, from (40), that the columns of Λ(x) are a basis
for this space. �

VI. LYAPUNOV STABILITY ANALYSIS

A first step for Lyapunov stabilization of a desired constant
state is, obviously, to ensure that it is an equilibrium of the
closed loop. It turns out that to establish this fact it is necessary
to invoke the condition of solvability of the PDE (26) given in
Proposition 4 and to fix, accordingly, the initial condition of
the integrator in the PID-PBC. Also, since solvability of the
PDE ensures the existence of a function of the pH systems state
(28) that is nonincreasing along the solutions of the closed-
loop system, it will be a bona fide Lyapunov function if we can
ensure it is positive definite. In this section, these two issues are
addressed.

A. Equilibrium Assignment

In the following proposition, we prove that, adequately se-
lecting the initial conditions of the controller, we can assign the
desired equilibrium to the closed-loop system.
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Proposition 7: Consider the pH system (1), (2), (8) in closed
loop with the PID-PBC (4), with the mappings w(x) and D(x)
such that the PDE (26) admits a solution γ(x). Fix an equilib-
rium x� ∈ E and

x0
c = γ(x(0)) − γ� + K−1

I [(g�)�g� ]−1(g�)�F�∇H�. (42)

Then, there exists x�
c ∈ Rm such that (x, xc) = (x�, x�

c ) is an
equilibrium point of the closed-loop system.

Proof: First, notice that (26) ensures (29), which may be
rewritten as

y = [∇γ(x)]�ẋ.

Therefore, at the equilibrium, y equals zero. Consequently, the
control (4) at the equilibrium becomes

u� := u|(x� ,x�
c )

= −KI x
�
c

= −KI [γ� + x0
c − γ(x(0))] (43)

where we have used (27) to get the third identity. On the other
hand, since x� ∈ E , we have that

ẋ = 0 ⇔ u� = −[(g�)�g� ]−1(g�)�F�∇H�. (44)

The proof is completed replacing the expression above in
(43). �

B. Construction of the Lyapunov Function

It may be argued that Proposition 7 imposes a particular ini-
tial condition to the controller state xc making the result “trajec-
tory dependent” and somehow fragile—see [23, Remark 10 and
the corresponding sidebar]. Indeed, implementing the PID-PBC
with the dynamic extension xc , it is necessary to ensure that
xc(t) ≡ γ(t) + κ, ∀t ≥ 0, which requires the particular selec-
tion of the initial conditions of xc . Interestingly, this restriction
is avoided if we exploit the generation of the first integral to im-
plement the controller without dynamic extension, that is, as a
static state feedback. This result is summarized in the following
proposition, which is the main stabilization result of the paper.3

Proposition 8: Consider the pH system (1), (2), (8) with the
mappings w(x) and D(x) such that the PDE (26) admits a
solution γ(x). Fix an equilibrium x� ∈ E and define the PID-
PBC as

u = −KP y − KI [γ(x) − γ� ] − KD ẏ + u� (45)

where u� is given in (44). Assume that Hd(x), given in (28),
with

κ = −(γ� + K−1
I u�) (46)

verifies

x� = arg min Hd(x). (47)

1) The closed-loop system has a stable equilibrium at x�

with Lyapunov function (28).

3It is easy to see that a similar result holds for the dynamic realization of the
PID-PBC (4) but is omitted for brevity.

2) The equilibrium is asymptotically stable if the signal y is
a detectable output for the closed-loop system.

3) The stability properties are global if Hd(x) is radially
unbounded.

Proof: The proof that x� is an equilibrium of the closed loop
follows noting, as in the proof of Proposition 7, that y equals
zero and u in (45) equals u� when they are evaluated at the
equilibrium.

Now

Ḣd ≤ y�u + h�(x)KD ḣ(x) + [γ(x) + κ]�KI γ̇

= −y�[KP y + KI (γ(x) + κ) + KD ẏ]

+ y�KD ẏ + [γ(x) + κ]�KI y

= −‖y‖2
KP

≤ 0 (48)

where we used the passivity property (9) in the first inequality
and replaced (45) with (46) and used (29) in the second row.
From (48), it follows that Hd(x(t)) is a nonincreasing function
that, moreover, is positive definite because of assumption (47).
The proof is completed invoking standard Lyapunov stability
theory [15]. �

Following the derivations of [2], it is possible to prove that
∇H�

d = 0 if y is the generalized power-shaping output defined
in (16). Therefore, in that case it only remains to verify

∇2H�
d > 0 (49)

to ensure (47).

VII. EXAMPLES

In this section, we present some examples that illustrate the
main results of this paper.

A. On the Use of Input Change of Coordinates for
Energy Shaping

Consider a pH system with the standard power-shaping out-
put, that is

ẋ = F∇H(x) + g(x)u
y = −g�(x)F−�ẋ

with H(x) = 1
2 |x|2 and

F =

⎡

⎣
−1 1 −1
−1 0 0
−1 0 −1

⎤

⎦ , g(x) =

⎡

⎣
−x3 0
1 0
0 1

⎤

⎦ .

Hence

−F−1g(x) =

⎡

⎣
1 0
x3 1
−1 1

⎤

⎦ .

It is easy to see that the vectors F−1gi(x) do not satisfy the
symmetry condition (31). Therefore, the PID-PBC design of [2]
is not applicable. We investigate now the possibility of extending
it with the input–output change of coordinates (38), as proposed
in Section V-C.

Since the kernel of g�(x)F−�(x) is of dimension one, the
condition (41) is automatically satisfied and thus Proposition
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6 ensures the existence of the required full-rank mapping M :
R3 → R2×2 that defines input–output change of coordinates. To
compute M(x), we invoke again Poincare’s Lemma and solve
the PDEs

∇(F−1g(x)mi(x)) =
[∇(F−1g(x)mi(x))

]�
, i = 1, 2

where mi : R3 → R2 are the columns of M(x). A simple solu-
tion to these PDEs is given by

M(x) =
[

1 0
x2 1

]

that yields

−F−1g(x)M(x) =

⎡

⎣
1 0

x2 + x3 1
−1 + x2 1

⎤

⎦ . (50)

Integrating the columns of (50), we get the desired mapping

γ(x) =

[
x1 + x2x3 − x3 + 1

2 x2
2

x2 + x3

]

(51)

that satisfies ȳ = γ̇.
We proceed now with the design of the PID-PBC with the

new input ū (38) and the new output ȳ (39), that is

ū = −KP ȳ − KI xc

ẋc = ȳ, xc(0) = x0
c ∈ R3 . (52)

As discussed in Proposition 7, x0
c must be selected as (42) to

assign the desired equilibrium to the closed loop. To select the
latter, we need to define first the assignable equilibrium set (3).
Hence, we compute g⊥(x) = [1 x3 0] and define

E =
{
x ∈ R3 | x2 − x3 − x1(x3 + 1) = 0

}
.

Notice that after the input change of coordinates, x0
c becomes

x0
c = γ(x(0)) − γ� + K−1

I (M�)−1 [(g�)�g� ]−1(g�)�F�∇H�.
(53)

In the sequel, we fix x� = [1 3 1]� and get the formula

x0
c =

[
x1(0) + x2(0)x3(0) − x3(0) + 1

2 x2
2(0)

x2(0) + x3(0)

]

+

[− 1
KI

− 7.5
1

KI
− 4

]

(54)
to assign the equilibrium.

The function Hd(x) given in (28) takes the form

Hd(x) =
1
2
|x|2 +

kI

2

[(
x2 + x3 +

1
kI

− 4
)2

+
(
x1 − x3 + x2x3 − 1

kI
+

x2
2

2
− 7.5

)2]
(55)

where we have used (46) and, for simplicity, we have taken KI =
kI I2 and KP = kP I2 , where kI and kP are positive constants.
We proceed now to verify the condition (47) of Proposition 8 that
ensures Hd(x) is positive definite. Since we are dealing with the
power-shaping output, the condition ∇H�

d = 0 is automatically
satisfied [2]. To complete the design, it only remains to check
the Hessian condition (49). Some straightforward calculations

Fig. 2. Simulation results with KI = 20I2 and KP = 5I2 .

Fig. 3. Simulation results with KI = 20I2 and KP = 10I2 .

yield

∇2H�
d =

⎡

⎢
⎣

1 0 0

0 1 0

0 0 1

⎤

⎥
⎦ + kI

⎡

⎢
⎣

1 4 2

4 17 − 1
kI

9 − 1
kI

2 9 − 1
kI

5

⎤

⎥
⎦ .

The positive definiteness of the second right-hand matrix can
be checked via the Schur complement, whence the aforemen-
tioned matrix is positive definite if and only if kI > 1. Hence,
choosing any kI > 1 and kP > 0, guarantees (x�, x�

c ) is a stable
equilibrium of the closed-loop system. The proof of asymptotic
stability, being a little lengthy, is given in the appendix.

In Figs. 2 and 3, some simulation results of the PID-PBC
(52), (54) for x(0) = col(2, 0, 3) and two different PI gains are
shown. We notice that, as predicted by the theory, the transient
performance is improved increasing KP .
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As a final observation, we note that, invoking Proposition 8,
we can write the PID-PBC as a static state feedback

ū = [I − KP M�(x)g�(x)F−�g(x)M(x)]−1

× [−KI (γ(x) + κ) + KP M�(x)g�(x)F−�F∇H(x)]

with κ given by (46).

B. First Integrals Versus Casimir Functions and the Use
of General y Versus the Power-Shaping Output (11)

In this section, we give an example of a pH system that
does not admit Casimir functions, therefore, cannot be stabilized
with CbI, but is stabilizable via a PID-PBC using first integrals.
Moreover, it is shown that the symmetry condition (31) is not
satisfied; therefore, the power-shaping output (11) cannot be
used in the PID-PBC. On the other hand, we prove that there
exists a choice of w(x) and D(x) to generate a new output such
that the key identity y = γ̇ holds for a suitable mapping γ(x).

Proposition 9: Consider the system (1) with

H(x) =
1
2
(x1 + x2)2 +

1
2
x2

3

J =

⎡

⎢
⎣

0 1 0
−1 0 0
0 0 0

⎤

⎥
⎦ ,R =

⎡

⎢
⎣

0 0 0
0 0 0
0 0 1

⎤

⎥
⎦ , g =

⎡

⎢
⎣

x1

0
1

⎤

⎥
⎦ .

The control objective is to stabilize the point x� = (0, 0, x�
3 ),

with x�
3 < 0.

1) The system is not stabilizable via CbI.
2) The system is not stabilizable via PID-PBC with the

power-shaping output (11).
3) The system is stabilizable with the PID-PBC using the

output

y = (g + 2φ�w)�∇H + w�wu (56)

with

w =

⎡

⎢
⎣

x1

n0
−1

⎤

⎥
⎦ , φ =

⎡

⎢
⎣

0 0 0
0 0 0
0 0 1

⎤

⎥
⎦ . (57)

Proof: To establish the claim (i), we first notice that the
R∇H� = 0; therefore, the system is constrained by the dis-
sipation obstacle [20], [36] and is, therefore, not stabilizable
with CbI using the natural output y = g�(x)∇H(x). Moreover,
CbI with the power-shaping output (11) is also not applica-
ble because the interconnected system does not admit Casimir
functions. Indeed, we have

−F−1g(x) =

⎡

⎣
0

−x1
1

⎤

⎦

which is clearly not integrable.
The fact above also proves the claim (ii) because, as stated

in Proposition 5, this is also the condition for the existence of
the function γ : R3 → R such that γ̇ = y for the power-shaping
output.

To prove claim (iii), we replace (57) in (56) to get

y = x1(x1 + x2) − x3 + (x2
1 + 1)u.

Some simple calculations prove that the function

γ(x) :=
1
2
x2

1 + x3

satisfies γ̇ = y.
It only remains to prove that the function

Hd(x) = H(x) +
1
2
KI [γ(x) + κ]2

with κ computed from (46) as

κ := −x�
3 −

x�
3

KI

satisfies the condition (47). This is easily verified computing

∇Hd =

⎡

⎢
⎣

x1 + x2

x1 + x2

x3

⎤

⎥
⎦ + KI (γ + κ)

⎡

⎢
⎣

x1

0
1

⎤

⎥
⎦

∇2Hd =

⎡

⎢
⎣

1 1 0
1 1 0
0 0 1

⎤

⎥
⎦ + KI

⎡

⎢
⎣

x2
1 0 x1

0 0 0
x1 0 1

⎤

⎥
⎦

+KI (γ + κ)

⎡

⎢
⎣

1 0 0
0 0 0
0 0 0

⎤

⎥
⎦

and evaluating them at x� to get

∇H�
d =

⎡

⎣
0
0
x�

3

⎤

⎦ − x�
3

⎡

⎣
0
0
1

⎤

⎦ = 0

∇2H�
d =

⎡

⎢
⎣

1 1 0
1 1 0
0 0 1 + KI

⎤

⎥
⎦ − x�

3

⎡

⎢
⎣

1 0 0
0 0 0
0 0 0

⎤

⎥
⎦ > 0

where we have used the fact that x�
3 < 0 to obtain the last

inequality.
It is possible to show that convergence to the equilibrium

cannot be established with the usual argument of detectability
of y. First, we write the PID-PBC (45) as

u = −KI (γ + κ) − KP y. (58)

Now, we compute the exact expression of Ḣd as

Ḣd = −|φ∇H + wu|2 + yu + yKI (γ + κ)

= −|φ∇H + wu|2 + y(u + KI (γ + κ))

= −|φ∇H + wu|2 − KP y2

where we have used (58) in the last identity.
The proof is completed recalling the Barbashin–Krasovskii’s

Theorem [15] and proving that

Ḣd = 0 =⇒ x = x�.
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Fig. 4. Simulation results of the example of Proposition 9.

Indeed, evaluating the control (58) at y = 0 and replacing it in
φ∇H(x) + w(x)u = 0, we get the equations

− x1KI

(1
2
x2

1 + x3 + κ
)

= 0

x3 + KI

(1
2
x2

1 + x3 + κ
)

= 0. (59)

Combining these equations, we obtain

1
KI + 1

x1

(
1
2
x2

1 − x�
3 −

1
KI

x�
3

)
= 0

whose only solution is x1 = 0. Replacing the latter in the second
equation of (59), we get

x3 =
KI

1 + KI

(
x�

3 +
1

KI
x�

3

)
=⇒ x3 = x�

3 .

Finally, notice that the dynamics of x1 is given by

ẋ1 = x1 + x2 + x1u

therefore

x1 = 0 ⇒ ẋ1 = 0 ⇒ x2 = 0

completing the proof of asymptotic stability. �
Fig. 4 shows the simulation results for x�

3 = −4 with initial
conditions x0 = (4,−2, 2) and choosing the gains as kI = 3
and kP = 1.

C. On the Limitations of PID-PBC

As expected, the proposed PID-PBC is unable to stabilize all
linear time-invariant (LTI) systems. The example below shows
that this is true even for controllable systems. This should be
contrasted with other PBCs—like IDA-PBC—which are appli-
cable to all stabilizable LTI systems [30]. A similar example
may be found in [2].

Proposition 10: Consider the single input, LTI, pH system
(1) with energy function H(x) = 1

2 x�Qx and

F :=
[

0 −1
1 −3

]
, Q :=

[−2 0
0 −1

]
, g :=

[
0
1

]

in closed loop with the PID-PBC (4), with KP = KD = 0 and
y defined by (2) and (8) with D = 0. For all values of the free
parameter w and all controller gains KI , the closed loop is
unstable.

Proof: First, notice that the system matrix is given by

FQ =
[

0 1
−2 3

]

thus the system is controllable. Now, the dissipation matrix is

R = −1
2
(F + F�) =

[
0 0
0 3

]
.

Hence, φ := col(0,
√

3). The passive output (8) takes the form

y = −(1 + 2
√

3w)x2 + w2u.

The closed-loop system is given by
[

ẋ
ẋC

]
=

[
FQ −gKI

(g + 2φ�w)�Q −w2KI

] [
x

xC

]
.

The characteristic polynomial is

s3 +(KI w
2−3)s2 +[2 − 3KI w

2−(1+2
√

3w)KI ]s+2KI w
2 .

A simple Routh–Hurwitz analysis shows that this polynomial is
unstable for all values of KI and w. �

VIII. CONCLUSION

We have identified in this paper a class of pH systems for
which any assignable equilibrium can be rendered stable via
a PID controller. Given the popularity and simplicity of this
controller, the result is of practical interest. It should be un-
derscored that there is a total freedom in the choice of the
mappings w(x) and D(x) that define the input to the PID—
the key requirement being, as usual, the solvability of the
PDE (26).

The relationship between the PID-PBC proposed here and
total energy-shaping controllers for the case of mechanical sys-
tems has been investigated in [8]. In particular, it has been shown
that the PID-PBCs proposed in [7] and [26] are total energy-
shaping controllers with generalized forces, that is, allowing for
a target dynamics that includes forces, which are more general
than the gyroscopic ones. It is interesting to note that in [26], it
is shown that the transient performance of the PID-PBC may be
better than the one of total energy-shaping controllers, rendering
it even more attractive.

Current research is under way to extend the realm of applica-
bility of the PID-PBC by checking integrability of the vectors
F †(x)gi(x) + zi(x), where the vectors zi(x) are free but should
satisfy

[∇H(x)]�F�(x)zi(x) = 0

g�(x)zi(x) = 0.

Clearly, the inclusion of the vectors zi(x) relaxes the condition
(31) of Proposition 5.
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APPENDIX

PROOF OF ASYMPTOTIC STABILITY OF SECTION VII-A

To prove asymptotic stability of the equilibrium x� , we invoke
La Salle’s invariance principle [15]. Toward this end, first note
that the function Hd(x) given in (55) is radially unbounded,
therefore, all trajectories are bounded. The proof is completed
if we can show that

Ḣd ≡ 0 =⇒ x = x�.

After introducing the input and output change of coordinates
(38), the pH system can be written as

Σ̄ :

{
ẋ = F∇H(x) + g(x)M(x)ū

ȳ = −M�(x)g�(x)F−�ẋ.
(60)

The power balance equation is

Ḣ = ẋ�F−1 ẋ + ȳ�ū

which, using

F−1 =

⎡

⎣
0 −1 0
1 0 −1
0 1 −1

⎤

⎦

yields

Ḣ = −ẋ2
3 + ȳ�ū.

Hence

Ḣd = −ẋ2
3 − ‖ȳ‖2

KP
.

Clearly

Ḣd = 0 ⇐⇒ ẋ3 = 0, ȳ = 0. (61)

Now, after some straightforward calculations, (60) can be rewrit-
ten as

⎡

⎣
ẋ1
ẋ2
ẋ3

⎤

⎦ =

⎡

⎣
−x1 + x2 − x3 − x3 ū1

−x1 + ū1
−x1 − x3 + x2 ū1 + ū2

⎤

⎦

ȳ =
[

ȳ1
ȳ2

]
=

[
1 x2 + x3 x2 − 1
0 1 1

]
ẋ. (62)

From (61) and (62), we have that ẋ2 = 0 and ẋ1 = 0, therefore,
x is constant. We will prove now that this constant is x� .

From the equation above (62) and ẋ2 = ẋ3 = 0, we get

ū =
[

x1
x1 + x3 − x1x2

]
. (63)

On the other hand, (52) together with ȳ = 0 and xc = γ(x) + κ
yields

ū = −kI

[
x1 − x3 + x2x3 − 1

kI
+ x2

2
2 − 7.5

x2 + x3 + 1
kI

− 4

]

(64)

where γ(x) is given in (51) and κ is calculated from (46) and
(53). Setting (63) equal to (64) gives

{
−kI (x1 − x3 + x2x3 − 1

kI
+ x2

2
2 − 7.5) = x1

−kI (x2 + x3 + 1
kI

− 4) = x1 + x3 − x1x2

which is equivalent to
{
−kI (x1 − x3 + x2x3 + x2

2
2 − 7.5) = x1 − 1

−kI (x2 + x3 − 4) = x1 + x3 − x1x2 + 1.
(65)

Since (65) must hold for all kI > 1, we obtain

x1 = 1 (66)

from the first equation, and
{

x2 + x3 − 4 = 0
x1 + x3 − x1x2 + 1 = 0 (67)

from the second one. It is easy to see that the only solution of
(66) and (67) is x = x� = (1, 3, 1).
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