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#### Abstract

The possibility (subject to certain restrictions) of solving the following approximation and interpolation problem with a given set of "Muntz polynomials" on a real interval is demonstrated: (i) approximation of a continuous function by a "copositive" Muntz polynomial; (ii) approximation of a continuous function by a "comonotone" Muntz polynomial; (iii) approximation of a continuous function with a monotone $\boldsymbol{k}$ th difference by a Muntz polynomial with a monotone $k$ th derivative; (iv) interpolation by piecewise monotone Muntz polynomials-i.e., polynomials that are monotone on each of the intervals determined by the points of interpolation.

The strong interrelationship of these problems is shown implicitly in the proofs.


The following related questions have been settled:
I (Monotone Approximation). Let $f(x)$ be a continuous function with the property that the $j$ th difference $\Delta^{\prime} f \geqslant 0$ on $[0,1]$ where $j$ is some nonnegative integer. Must there be for a given $\epsilon>0$ a corresponding polynomial $p(x)$ with $p^{(j)}(x) \geqslant 0$ on $[0,1]$ such that

$$
\|f-p\|=\sup _{x \in[0,1]}|f(x)-p(x)|<\epsilon ?
$$

II (Comonotone Approximation). Let $f(x)$ be a continuous function with a finite number of nodes on $[0,1]$; i. e., suppose $0=x_{0}<x_{1}<\cdots<x_{k}=1$ and that $f(x)$ is alternately nondecreasing and nonincreasing on the intervals $\left(0, x_{1}\right),\left(x_{1}, x_{2}\right), \ldots,\left(x_{k-1}, x_{k}\right)$. For a given $\epsilon>0$ must there be a corresponding polynomial $p(x)$ that has the same monotonicity as $f(x)$ on each of the intervals $\left(x_{i-1}, x_{i}\right), i=1,2, \ldots, k$, and such that $\|f-p\|<\epsilon$ ?

[^0]III (Piecewise Monotone Interpolation). Let $X=\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ and $Y=\left(y_{0}, y_{1}, \ldots, y_{n}\right)$ where $0=x_{0}<x_{1}<\cdots<x_{n}=1$ and $y_{i} \neq y_{i-1}$, $i=1,2, \ldots, n$. Is there a polynomial $p$ such that $p\left(x_{i}\right)=y_{i}, i=0,1, \ldots, n$, and such that $p(x)$ is monotone in each of the intervals $\left(x_{i-1}, x_{i}\right), i=1,2, \ldots, n$ ?

The answer to I is in the affirmative, by the properties of the Bernstein polynomials [5]. II and III also have affirmative answers, as established by Wolibner [12], Kammerer [2] and Young [13]. Furthermore, quantitative estimates have been obtained for the degree $n(\epsilon)$ of the polynomial that is sufficient for monotone and comonotone approximation [11], [10], [6], [4], [9], [7], and for the degree $n(X, Y)$ of the polynomial that is sufficient for piecewise monotone interpolation [8]. By the classic Theorem of Muntz, if $0=\lambda_{0}, \lambda_{1}$, $\lambda_{2}, \ldots$ is a sequence of distinct nonnegative real numbers such that $\lambda_{i} \nrightarrow 0$, then the "Muntz polynomials" $\Sigma_{i=0}^{N} a_{i} x^{\lambda_{i}}$ are dense in $C[0,1]$ if and only if $\Sigma\left(1 / \lambda_{i}\right)=\infty$. (If the interval $[0,1]$ is replaced by $[a, b]$ with $a>0$, then the restriction $\lambda_{0}=0$ may be omitted.) A natural question to ask is: Are monotone approximation, comonotone approximation and/or piecewise monotone interpolation possible with Muntz polynomials? In this article we answer these three questions in the affirmative (for "admissible" sets $\Lambda=\lambda_{0}, \lambda_{1}, \ldots$ ) and, for the case of monotone approximation we obtain quantitative estimates for this approximation. Theorems 2 and 3, concerning, respectively, comonotone approximation and piecewise monotone interpolation, and Theorem 1 have proofs that are interrelated.

Theorem 1. Let $[0,1]$ be partitioned into $k$ subintervals by the points $0=x_{0}<x_{1}<\cdots<x_{k}=1$. Suppose that $f(x)$ is a continuous function that is alternately nonnegative and nonpositive on the intervals $\left(0, x_{1}\right),\left(x_{1}, x_{2}\right), \ldots$, $\left(x_{k-1}, 1\right)$. Let $\Lambda=\left\{\lambda_{0}, \lambda_{1}, \ldots\right\}$ be a sequence of nonnegative real numbers with the following properties: (i) $0,1, \ldots, k-1 \in \Delta$; (ii) $\lim \lambda_{i}=\infty$; (iii) $\Sigma\left(1 / \lambda_{i}\right)=\infty$. Then, given $\epsilon>0$ there is a corresponding Muntz polynomial $p(x)=\sum_{i=0}^{N} a_{i} x^{\lambda_{i}}$ such that $p(x)$ is copositive with $f(x)$ (i.e., $p(x)$ is nonnegative on those intervals of the partition in which $f$ is nonnegative and $p(x)$ is nonpositive on those intervals of the partition on which $f$ is nonpositive) and such that $\|f-p\|<\epsilon$.

Theorem 2. Let $[0,1]$ be partitioned into $k$ subintervals by the points $0=x_{0}<x_{1}<\cdots<x_{k}=1$. Suppose that $f(x)$ is a continuous function that is alternately nondecreasing and nonincreasing on the intervals $\left(0, x_{1}\right),\left(x_{1}, x_{2}\right)$, $\ldots,\left(x_{k-1}, 1\right)$. Let $\Lambda=\left\{\lambda_{0}, \lambda_{1}, \ldots\right\}$ be a sequence of nonnegative real numbers with the following properties: (i) $0,1, \ldots, k \in \Lambda$; (ii) $\lim \lambda_{i}=\infty$; (iii) $\Sigma\left(1 / \lambda_{i}\right)=\infty$. Then, given $\epsilon>0$ there is a corresponding Muntz polynomial $p(x)=\Sigma_{i=0}^{N} a_{i} x^{\lambda_{i}}$ such that $p(x)$ is comonotone with $f(x)$ (i.e., $p(x)$ is nonde-
creasing on those intervals of the partition on which $f$ is nondecreasing, and $p(x)$ is nonincreasing on those intervals of the partition on which $f$ is nonincreasing) and such that $\|f-p\|<\epsilon$.

Theorem 3. Let $X=\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ and $Y=\left(y_{0}, y_{1}, \ldots, y_{n}\right)$ where $0=x_{0}<x_{1}<\cdots<x_{n}=1$ and $y_{i} \neq y_{i-1}, i=1,2, \ldots, n$. Let $k-1$ be the number of "vertices" $\left(x_{i}, y_{i}\right)$ at which the piecewise linear function joining the points $\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)$ changes monotonicity $(k \leqslant n)$. Let $\Lambda=\left\{\lambda_{0}, \lambda_{1}, \ldots\right\}$ be a sequence of nonnegative real numbers with the following properties: (i) $0,1, \ldots, k \in \Lambda$; (ii) $\lim \lambda_{i}=\infty$; (iii) $\Sigma\left(1 / \lambda_{i}\right)=\infty$. Then there is a Muntz polynomial $p(x)=\sum_{i=0}^{N} a_{i} x^{\lambda_{i}}$ such that $p\left(x_{i}\right)=y_{i}, i=0,1, \ldots, n$, and such that $p(x)$ is monotone in each of the intervals $\left(x_{i-1}, x_{i}\right), i=1,2, \ldots, n$

Denote by $\mathrm{T1}_{\boldsymbol{k}}$ Theorem 1 for the case where the number of intervals in the partition is $k, k=1,2, \ldots$; denote by $\mathrm{T}_{k}$. Theorem 2 for the case where the number of intervals in the partition is $k$; denote by $\mathrm{T}_{k}$ Theorem 3 for the case where $k-1$ is the number of vertices at which the described piecewise linear function changes monotonicity.

Theorems 1,2 and 3 follow immediately from the following sequence of lemmas.

Lemma 1. $\mathrm{Tl}_{1}$.
Lemma 2. $\mathrm{Tl}_{k} \Rightarrow \mathrm{~T} 2_{k}, k=1,2, \ldots$.
Lemma 3. $\mathrm{T}_{\boldsymbol{k}} \Rightarrow \mathrm{T}_{\boldsymbol{k}}, k=1,2, \ldots$
Lemma 4. $\mathrm{T} 3_{k} \Rightarrow \mathrm{~T}_{k+1}, k=1,2$. .
Lemma 1 is trivial: Suppose $f(x) \geqslant 0$ on $[0,1]$ and let $\epsilon>0$ be arbitrary. Then, by Muntz' Theorem, there is a Muntz polynomial $p(x)$ such that $\|f-p\|<$ $\epsilon / 2$. Then $p^{*}(x)=p(x)+\epsilon / 2$ is a Muntz polynomial satisfying

$$
p^{*}(x)=\epsilon / 2+p(x)-f(x)+f(x) \geqslant \epsilon / 2+f(x)-\|f-p\|>0,
$$

and

$$
\left\|f-p^{*}\right\| \leqslant\|f-p\|+\left\|p-p^{*}\right\|<\epsilon
$$

Proof of Lemma 2. Let $f(x)$ and $\Lambda$ be as described in Theorem 2, and let $\epsilon>0$ be arbitrary. Let $f^{*}(x)$ be defined on $[0,1]$ with the following properties:
(i) $f^{*}$ has the same nodes as $f$ (i.e., at $x_{i}, i=1,2, \ldots, k-1$ ) and is alternately nondecreasing and nonincreasing on the same intervals as $f$;
(ii) $f^{*} \in C^{1}[0,1]$;
(iii) $\left\|f^{*}-f\right\|<\epsilon / 2$.
( $f^{*}$ may be chosen to be a spline approximation to $f$ with knots at the nodes,
with care taken to ensure the monotonicity property.)
Then $g(x)=d f^{*}(x) / d x$ is a continuous function on $[0,1]$ that is alternately nonnegative and nonpositive on the intervals on which $f^{*}$ is alternately nondecreasing and nonincreasing. Furthermore if $\Lambda^{\prime}=\left\{\lambda_{i}^{\prime}=\lambda_{i}-1: \lambda_{i} \in \Lambda\right.$ and $\left.\lambda_{i} \geqslant 1\right\}$, then $\Lambda^{\prime}$ satisfies the requirements (i), (ii) and (iii) of $\mathrm{T} 1_{k}$. Then, by $\mathrm{T1}_{k}$, there is a Muntz polynomial $q(x)=\sum_{i=0}^{N} b_{i} x^{\lambda_{i}^{\prime}}$ that is copositive with $g(x)$ such that $\|g-q\|<\epsilon / 2$. Let $p(x)=\int_{0}^{x} q(x) d x+f^{*}(0)$. Then $p$ is comonotone with $f^{*}$ (hence, with $f$ ) and

$$
\left\|p-f^{*}\right\|=\left\|\int_{0}^{x}[g(x)-q(x)] d x\right\| \leqslant\|g-q\|<\epsilon / 2
$$

hence

$$
\|p-f\| \leqslant\left\|p-f^{*}\right\|+\left\|f^{*}-f\right\|<\epsilon
$$

Proof of Lemma 3. Let $X, Y$ and $\Lambda$ be given subject to the conditions in $\mathrm{T}_{k}$, and let $L(x)$ be the piecewise linear function described in the theorem. Then $L(x)$ is alternately increasing and decreasing on $k$ subintervals partitioning $[0,1]$. Let $L=L(X, Y, \epsilon)$ be the set of all possible piecewise linear functions joining $\left(x_{0}, y_{0} \pm \epsilon\right),\left(x_{1}, y_{1} \pm \epsilon\right), \ldots,\left(x_{n}, y_{n} \pm \epsilon\right) . L$ consists of $2^{n+1}$ piecewise linear functions $L_{1}, L_{2}, \ldots, L_{2^{n+1}}$. Choose $\epsilon>0$ so small that $L_{i}(x)$ is comonotone with $L(x)$ for each $1 \leqslant i \leqslant 2^{n+1}$. For each $L_{i}$ there is, by $T 2_{k}$, a corresponding Muntz polynomial $p_{i}$ comonotone with $L_{i}$ (hence, with $L$ ) such that $\left\|L_{i}-p_{i}\right\|<\epsilon / 2$. Then, $Y$ is in the convex hull (in $E^{n+1}$ ) of the points

$$
\left\{p_{i}(X)\right\}=\left\{\left(p_{i}\left(x_{0}\right), \ldots, p_{i}\left(x_{n}\right)\right)\right\}, \quad 0 \leqslant i \leqslant 2^{n+1}
$$

Hence $Y=\Sigma_{i=0}^{2^{n+1}} b_{i} p_{i}(X)$, with $b_{i} \geqslant 0$ for all $i$. We observe that linear combinations of Muntz polynomials are Muntz polynomials, and that positive linear combinations of functions comonotone with $L(x)$ are comonotone with $L(x)$. Consequently, $p(x)=\Sigma_{i=1}^{2^{n+1}} b_{i} p_{i}(x)$ is a Muntz polynomial with the desired properties.

Proof of Lemma 4. Let $f(x)$ be a continuous function that is alternately nonnegative and nonpositive on the $k+1$ intervals in a partition of $[0,1]$ determined by the nodes $0=x_{0}<x_{1}<\cdots<x_{k+1}=1$, and let $\Lambda$ be as described in $\mathrm{T1}_{k+1}$. Suppose, first, that $f$ is not constant on any of the intervals $\left(x_{i-1}, x_{i}\right)$, $i=1,2, \ldots, k+1$. Let

$$
\begin{equation*}
0<\epsilon<\delta=\min _{1 \leqslant i \leqslant k+1} \max _{x_{i-1}<x<x_{i}}|f(x)| \tag{1}
\end{equation*}
$$

For each point $x_{i}$ of the $k$ points $x_{1}, \ldots, x_{k}$ at which $f(x)$ changes sign let $a_{i}, b_{i}$ be defined as follows:

$$
a_{i}=\max _{x<x_{i}}\{x:|f(x)| \geqslant \epsilon / 6\} ; \quad b_{i}=\min _{x>x_{i}}\{x:|f(x)| \geqslant \epsilon / 6\} .
$$

It follows from (1) that $A=\bigcup\left(a_{i}, b_{i}\right)$ form $k$ nonoverlapping intervals. The complement $\mathrm{C} A$ of $A$ consists of $k+1$ intervals on which $f$ is alternately nonneg. ative and nonpositive. Let
$f^{*}(x)=\left\{\begin{array}{l}f(x), \quad x \in A, \\ \max [f(x), \epsilon / 6], \text { on intervals of } C A \text { on which } f \text { is nonnegative, } \\ \min [f(x),-\epsilon / 6], \text { on intervals of } C A \text { on which } f \text { is nonpositive. }\end{array}\right.$
Observe that
(i) $f^{*}$ is continuous, and copositive with $f$;
(ii) $\left|f^{*}(x)\right| \leqslant \epsilon / 6$ for $x \in A$;
(iii) $\left|f^{*}(x)\right| \geqslant \epsilon / 6$ for $x \in \mathrm{C} A$;
(iv) $f^{*}\left(x_{i}\right)=0, i=1, \ldots, k$;
(v) $\left\|f-f^{*}\right\| \leqslant \epsilon / 6$.

Let $f^{* *}$ be a function with the following properties:
(i) $f^{* *}$ is alternately nonnegative and nonpositive on the intervals $\left(x_{0}, x_{1}\right), \ldots,\left(x_{k}, x_{k+1}\right)$ (i.e., $f^{* *}$ is copositive with $f^{*}$ and $f$ );
(ii) $f^{* *} \in C^{1}[0,1]$;
(iii) at each point $x_{i}$ that $f(x)$ changes from nonnegative to nonpositive, $d f^{* *}\left(x_{i}\right) / d x=-1$; at each point $x_{i}$ that $f(x)$ changes from nonpositive to nonnegative, $d f^{* *}\left(x_{i}\right) / d x=1$;
(iv) $\left\|f^{* *}-f^{*}\right\|<\epsilon / 12$.
$f^{* *}$ will then have the following additional properties:
(v) $\left|f^{* *}(x)\right| \leqslant\left|f^{*}(x)\right|+\left\|f^{* *}-f^{*}\right\|<\epsilon / 4$ for $x \in A$;
(vi) $\left|f^{* *}(x)\right| \geqslant\left|f^{*}(x)\right|-\left\|f^{* *}-f^{*}\right\|>\epsilon / 12$ for $x \in \mathrm{C} A$;
(vii) $\left\|f^{* *}-f\right\| \leqslant\left\|f^{* *}-f^{*}\right\|+\left\|f^{*}-f\right\|<\epsilon / 4$.

Let $g(x)=d f^{* *}(x) / d x$, and let $\Lambda^{\prime}=\left\{\lambda_{i}^{\prime}=\lambda_{i}-1 ; \lambda_{i} \in \Lambda\right.$ and $\left.\lambda_{i} \geqslant 1\right\}$. By Muntz' Theorem there is a Muntz polynomial $q(x)=\Sigma_{i=0}^{N} c_{i} x^{\lambda_{i}}$ such that $\|g-q\|$ $<\epsilon / 24$. Let $r(x)=\int_{0}^{x} q(x) d x+f^{* *}(0)$. Then $r$ is a Muntz polynomial with respect to $\Lambda$, and
(i) $\left\|r-f^{* *}\right\|=\left\|\int_{0}^{x}[g(x)-q(x)] d x\right\| \leqslant\|g-q\|<\epsilon / 24$.

In particular,
(ii) $\left|r\left(x_{i}\right)\right|<\epsilon / 24, i=1, \ldots, k$.

Also
(iii) $\|r-f\| \leqslant\left\|r-f^{* *}\right\|+\left\|f^{* *}-f\right\|<7 \epsilon / 24$.
(iv) For $x \in A,|r(x)| \leqslant\left|f^{* *}(x)\right|+\left\|r-f^{* *}\right\|<7 \epsilon / 24$.
(v) For $x \in C A, r$ is copositive with $f$, and

$$
|r(x)| \geqslant\left|f^{* *}(x)\right|-\left\|r-f^{* *}\right\|>\epsilon / 24
$$

If $f(x)$ is changing from nonnegative to nonpositive at $x_{i}$, since $r^{\prime}\left(x_{i}\right)$ is close to -1 , there must be an interval $\left(c_{i}, d_{i}\right)$ such that $r(x)$ is decreasing on $\left(c_{i}, d_{i}\right)$.

Also, if $f$ is changing from nonpositive to nonnegative at $x_{i}, r^{\prime}\left(x_{i}\right)$ is close to 1 , and there must be an interval $\left(c_{i}, d_{i}\right)$ such that $r$ is increasing on $\left(c_{i}, d_{i}\right)$. Clearly, $c_{i}, d_{i}$ may be chosen such that $a_{i}<c_{i}<x_{i}<d_{i}<b_{i}$.

Let $L(x)$ be a piecewise linear function with the following properties:
(i) $L(x)$ alternately decreases and increases $k$ times; $L(x)$ is decreasing on each interval $\left(a_{i}, b_{i}\right)$ containing a point $x_{i}$ at which $f$ changes from nonnegative to nonpositive, and is increasing on each interval ( $a_{i}, b_{i}$ ) containing a point $x_{i}$ at which $f$ changes from nonpositive to nonnegative. (None of the segments of $L(x)$ is parallel to the $x$-axis.)
(ii) $L(x)$ has vertices at $x_{i}, c_{i}, d_{i}, i=1, \ldots, k ; L\left(x_{i}\right)=-r\left(x_{i}\right) ;\left|L\left(c_{i}\right)\right| \geqslant$ $7 \epsilon / 24 ;\left|L\left(d_{i}\right)\right| \geqslant 7 \epsilon / 24$.
(iii) $\|L(x)\|<17 \epsilon / 24$.

Applying $\mathrm{T}_{k}$ where $X$ and $Y$ are determined by the vertices of $L(x)$, there is a Muntz polynomial $s(x)$ with the following properties:
(i) $s\left(x_{i}\right)=-r\left(x_{i}\right), i=1, \ldots, k$;
(ii) $s$ is copositive with $f$ on the complement of the intervals $\left(c_{i}, d_{i}\right), i=$ $1, \ldots, k$;
(iii) $s$ is alternately decreasing and increasing on the intervals $\left(a_{i}, b_{i}\right), \ldots$, ( $a_{k}, b_{k}$ );
(iv) $|s(x)| \geqslant 7 \epsilon / 24$ on the intervals $\left(a_{i}, c_{i}\right),\left(d_{i}, b_{i}\right), i=1, \ldots, k$;
(v) $\|s(x)\|<17 \epsilon / 24$.

Let $p(x)=r(x)+s(x)$. Then $p(x)$ is a Muntz polynomial with $p\left(x_{i}\right)=0$, $i=1,2, \ldots, k$. We show that $p$ and $f$ are copositive: since $r$ and $s$ are both copositive with $f$ on $\mathrm{C} A, p$ is copositive with $f$ on this set. For points $x_{i}$ at which $f$ changes from nonnegative to nonpositive, $r$ and $s$ are both nonincreasing on the corresponding intervals $\left(c_{i}, d_{i}\right)$; hence their sum $p$ is nonincreasing on these intervals (and passes through 0 at $x_{i}$ ), and $f$ and $p$ are copositive on the interval ( $c_{i}, d_{i}$ ). Similarly, $f$ and $p$ are copositive on intervals $\left(c_{i}, d_{i}\right)$ containing points $x_{i}$ at which $f$ changes from nonpositive to nonnegative. On the remaining points, $\left(a_{i}, c_{i}\right),\left(b_{i}, d_{i}\right), i=1, \ldots, k, f$ and $s$ are copositive. Also, $|s(x)| \geqslant 7 \epsilon / 24 \geqslant$ $|r(x)|$, and $p$ must be copositive with $s$. Hence $p$ and $f$ are copositive throughout $[0,1]$.

Finally,

$$
\|p-f\| \leqslant\|r-f\|+\|s\|<7 \epsilon / 24+17 \epsilon / 24=\epsilon
$$

and the proof is complete for the case where $f$ is not constant on any of the intervals $\left(x_{i-1}, x_{i}\right), i=1, \ldots, n$. This case may be dispensed with by taking a continuous copositive approximation $\bar{f}$ of $f$ that is not constant on any of the intervals, and approximating $\bar{f}$ by a copositive Muntz polynomial.

If it is assumed that $f(0)=0$, or that the interval under consideration is [ $a, b$ ] with $a>0$, then it may be shown by proofs along the lines of those given
above that it is not necessary to assume that any specific numbers are in $\Lambda$ :
Corollary 1. If it is assumed in Theorems $1,2,3$ that $f(0)=0$, or that the interval under consideration is $[a, b], a>0$, then conclusions will follow for sets $\Lambda=\left\{\lambda_{0}, \lambda_{1}, \ldots\right\}$ of nonnegative real numbers with the following properties: (i) $\lim \lambda_{i}=\infty$; (ii) $\Sigma\left(1 / \lambda_{i}\right)=\infty$.

Theorem 4. Let $f(x)$ be a continuous function on $[0,1]$ with the property that $\Delta^{j} f$ is alternately nonnegative and nonpositive on the intervals $\left(x_{0}, x_{1}\right)$, $\left(x_{1}, x_{2}\right), \ldots,\left(x_{k-1}, x_{k}\right)$ where $0=x_{0}<x_{1}<\cdots<x_{k}=1$. Let $\Lambda=$ $\left\{\lambda_{0}, \lambda_{1}, \ldots\right\}$ be a sequence of nonnegative real numbers with the following properties: (i) $0,1, \ldots, 2 k+j-1 \in \Lambda$; (ii) $\lim \lambda_{i}=\infty$, (iii) $\Sigma\left(1 / \lambda_{i}\right)=\infty$. Then given $\epsilon>0$ there is a corresponding Muntz polynomial $p(x)=\Sigma_{i=0}^{N} a_{i} x^{\lambda_{i}}$ such that $p^{(j)}(x)$ is alternately nonnegative and nonpositive on the same intervals as $\Delta^{j} f$, and such that $\|f-p\|<\epsilon$.

For $j=1$ this theorem reduces to Theorem 2. The theorem follows from Theorem 1, and the method of proof is an extension of that of Lemma 2. Here, $f^{*}$ is chosen to be a function in $C^{j}[0,1]$ with the property that $f^{(j)}$ is alternately nonnegative and nonpositive in the same intervals as $\Delta^{j} f$, and such that $\left\|f-f^{*}\right\|$ $<\epsilon / 2$. $q(x)$ is then chosen (by Theorem 1) to be a copositive Muntz approximation to $g(x)$ where

$$
\begin{gathered}
g(x)=\frac{d^{j}}{d x^{j}} f^{*}(x), \text { and } q(x)=\sum_{i=0}^{N} b_{i} x^{\lambda_{i}^{\prime}}, \\
\lambda_{i}^{\prime} \in \Lambda^{\prime}=\left\{\lambda_{i}-j ; \lambda_{i} \in \Lambda \text { and } \lambda_{i} \geqslant j\right\} \text { and }\|g-q\|<\epsilon / 2 . \text { Let } \\
p_{1}(x)=\int_{0}^{x} q(x) d x+\frac{d^{j-1}}{d x^{j-1}} f^{*}(0) \text { and } p_{2}(x)=\int_{0}^{x} p_{1}(x) d x+\frac{d^{j-2}}{d x^{j-2}} f^{*}(0) .
\end{gathered}
$$

Iterate the procedure until we let

$$
p(x)=p_{j}(x)=\int_{0}^{x} p_{j-1}(x) d x+f^{*}(0)
$$

Then

$$
\begin{aligned}
\left\|p-f^{*}\right\| & =\left\|\int_{0}^{x}\left[p_{j-1}(x)-\frac{d}{d x} f^{*}(x)\right] d x\right\| \leqslant\left\|p_{j-1}-\frac{d}{d x} f^{*}\right\| \\
& =\left\|\int_{0}^{x}\left[p_{j-2}(x)-\frac{d^{2}}{d x^{2}} f^{*}(x)\right] d x\right\| \leqslant\left\|p_{j-2}-\frac{d^{2}}{d x^{2}} f^{*}\right\| \\
& \leqslant \cdots \leqslant\left\|p_{1}-\frac{d^{j-1}}{d x^{j-1}} f^{*}\right\| \leqslant\|q-g\|<\frac{\epsilon}{2}
\end{aligned}
$$

and $p$ is the desired polynomial.
A quantitative theorem on monotone approximation is more simply stated
with the help of some preliminary notation. Let $\Lambda=\left\{\lambda_{0}, \lambda_{1}, \ldots\right\}$. Let $P_{N, 0}=$ $P_{N, 0}(\Lambda)$ be the set of all Muntz polynomials $p(x)=\sum_{i=0}^{N} a_{i} x^{\lambda_{i}}$ satisfying $p(x) \geqslant 0$ on $[0,1] ;$ let $P_{N, j}=P_{N, j}(\Lambda), j=1,2, \ldots$, be the set of all Muntz polynomials $p(x)=\Sigma_{i=0}^{N} a_{i} x^{\lambda_{i}}$ satisfying $p^{(j)}(x) \geqslant 0$ on $[0,1]$. The degree of monotone approximation $E_{N, j}$ of a function $f \in C^{j}$ such that $\Delta^{j} f \geqslant 0$ is given by

$$
E_{N, j}(f, \Lambda)=\inf _{p \in P_{N, j}(\Lambda)}\|f-p\|, \quad j=0,1, \ldots
$$

Theorem 5. If $\Lambda=\left\{\lambda_{0}, \lambda_{1}, \ldots\right\}$ is a sequence of nonnegative real numbers with $0,1, \ldots, j \in \Lambda$, and $\Lambda^{\prime}=\left\{\lambda_{i}^{\prime}=\lambda_{i}-j, \lambda_{i} \in \Lambda\right.$ and $\left.\lambda_{i} \geqslant j\right\}$, then for any function $f \in C^{j}$ with $\Delta^{j} f \geqslant 0$,

$$
E_{N, j}(f, \Lambda) \leqslant E_{N-j, 0}\left(f^{(j)}, \Lambda^{\prime}\right)
$$

Theorem 5 may be proved in the same manner that Theorem 4 is proved. Let $q \in P_{N-j, 0}\left(\Lambda^{\prime}\right)$ be a Muntz approximation to $f^{(j)}$. Let

$$
p_{1}(x)=\int_{0}^{x} q(x) d x+f^{(j-1)}(0) \text { and } p_{2}=\int_{0}^{x} p_{1}(x) d x+f^{(j-2)}(0)
$$

iterate until $p(x)=\int_{0}^{x} p_{j-1}(x) d x+f(0)$. Then $p \in P_{N, j}(\Lambda)$, and

$$
\|p-f\| \leqslant\left\|p_{j-1}-f^{\prime}\right\| \leqslant \cdots \leqslant\left\|p_{1}-f^{(j-1)}\right\| \leqslant\left\|q-f^{(j)}\right\|,
$$

and the theorem follows.
The results of Bak and Newman [1], and Leviatan [3] may now be used to give estimates on the degree of monotone approximation to a function $f \in C^{p}$, $p \geqslant j$. In particular, Bak and Newman have proved the following:

Let $\Lambda=\left\{\lambda_{0}=0, \lambda_{1}=1, \ldots, \lambda_{j}=j, \lambda_{j+1}, \lambda_{j+2}, \ldots\right\}$ be a sequence satisfying the growth condition $\lambda_{k} \geqslant s k$ for $k>j$ where $s>2$. If $f \in C^{j}[0,1]$, then there is a Muntz polynomial $p(x)=\Sigma_{i=0}^{N} a_{i} x^{\lambda_{i}}$ such that $\|f-p\|<$ $A_{j} \epsilon^{j} \omega\left(f^{(j)} ; \epsilon\right)$ where $A_{j}$ is a constant depending only on $j, \epsilon=\exp \left(-2 \sum_{k=1}^{n}\left(1 / \lambda_{k}\right)\right)$, and $\omega(f ; \delta)$ denotes the modulus of continuity:

$$
\omega(f ; \delta)=\sup _{|x-y| \leqslant \delta}|f(x)-f(y)| .
$$

We may use this result and Theorem 5 to obtain the following result (by a proof similar to that of Lemma 1):

Corollary 2. Let $\Lambda=\left\{\lambda_{0}=0, \lambda_{1}=1, \ldots, \lambda_{j-1}=j-1, \lambda_{j}\right.$, $\left.\lambda_{i+1}, \ldots\right\}$ be a sequence satisfying the growth condition $\lambda_{k} \geqslant s k$ for $k \geqslant 2 j$ where $s>2$. If $f \in C^{j}[0,1]$ and $f^{(i)} \geqslant 0$ on $[0,1]$, then

$$
E_{n, j}(f ; \Lambda) \leqslant A_{j} \epsilon^{j} \omega\left(f^{(j)} ; \epsilon\right)
$$

where $A_{j}$ is a constant depending only on $j$, and $\epsilon=\exp \left(-2 \sum_{k=1}^{n}\left(1 / \lambda_{k}\right)\right)$.
Added in Proof. D. Leviatan has pointed out to us that Theorems 1, 2, 3 may be improved as follows:

Corollary 1'. Condition (i) in Theorems 1, 2, 3 may be replaced simply by $\lambda_{0}=0$.

Proof. Condition (i) is not needed in $\mathrm{T1}_{1}$, while in Lemma 2 we can make the variable change $t=x^{\lambda_{1}}$ and proceed with the proof for the sequence $\mu_{i}=\lambda_{i} / \lambda_{1}$; the same alteration may be made in Lemma 4.
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