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Pinsker inequalities and related Monge-Ampère

equations for log concave functions ∗

Umut Caglar, Alexander V. Kolesnikov† and Elisabeth M. Werner‡

Abstract

In this paper we further develop the theory of f -divergences for log-concave

functions and their related inequalities. We establish Pinsker inequalities and new

affine invariant entropy inequalities. We obtain new inequalities on functional affine

surface area and lower and upper bounds for the Kullback-Leibler divergence in

terms of functional affine surface area. The functional inequalities lead to new

inequalities for Lp-affine surface areas for convex bodies.

Equality characterizations in these inequalities are related to a Monge Ampère

differential equation. We establish uniqueness of the solution of the equation.

1 Introduction

Information theory, probability theory, and statistics have become important in con-
vex geometry and vice versa, and there are many fascinating connections between these
areas. Examples are the relation between the entropy power inequality and the Brunn-
Minkowski inequality (see, e.g. [47]), the connection, established in [83], between the
floating body [14, 100] from convex geometry and data depth from statistics (see also
[26], the relation between the Lp-affine surface area and Rényi entropy from information
theory and statistics [87, 108, 109] and connections between convex geometry and quan-
tum information theory (e.g., [8, 9, 10, 11, 12, 99]). Further examples can be found in
the books by Cover, Dembo, and Thomas [39] and Villani [106] and in [51, 56, 78, 79, 80].

The Lp-affine surface area is a fundamental notion in the theory of convex bodies. It has
many remarkable properties. Aside from being linearly invariant, it is a valuation and it
satisfies an affine isoperimetric inequality: among all convex bodies with fixed volume,
Lp-affine surface area is maximized (minimized, depending on p) by ellipsoids. Not
surprisingly, it therefore finds applications in e.g., affine differential geometry [66, 76, 77],
geometric flows [103, 105, 107], valuation theory [34, 67, 73, 74, 97, 98] and approximation
theory [20, 21, 22, 49, 50, 91, 101]. For extensions to the spherical and hyperbolic setting
see [17, 18].
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For a convex body K in R
n and real p 6= −n, it is defined as

asp(K) =

∫

∂K

κK(x)
p

n+p

〈x,NK(x)〉
n(p−1)
n+p

dµK(x), (1)

where µK is the usual surface measure on ∂K, the boundary ofK, NK(x) is the outer unit
normal vector at x to ∂K and κK(x) is the (generalized) Gauss curvature in x ∈ ∂K. The
case p = 1 is the classical affine surface area introduced by Blaschke [19] in dimensions
2 and 3 for sufficiently smooth bodies and extended much later to all convex bodies by
Leichtweiss [69], Lutwak [75] and Schütt and Werner [100]. Then, Lutwak, in his ground
breaking paper [77], introduced Lp-affine surface area for p > 1. It was finally extended
to all p ∈ R, p 6= −n, and all convex bodies in [102], (see also [53, 81]).

In [108] it was shown that Lp-affine surface areas are Rényi entropies. The latter are
specific examples of f -divergences. An f -divergence, which is an important concept
from information theory, is a function that measures the difference between (probability)
distributions P and Q (see, e.g. [5, 36, 82]). Further examples of f -divergences are
Kullback-Leibler divergence [64] D = DKL(P ||Q) and total variation distance V =
V (P,Q). For various purposes it is of interest to investigate if they can be compared to
one another. The most famous such comparison inequality is Pinsker’s inequality [89]
which states that

D ≥
1

2
V 2. (2)

The best constant, 1
2 , is due, independently to Csiszár [37], Kemperman [58] and Kull-

back [62, 63]. For applications of Pinsker’s inequality, see e.g., [16], [38], [104], or Bolley
and Villani [24] who showed that Pinsker’s inequality is a variant of Talagrand’s trans-
portation inequality. Generalizations of Pinsker type inequalities for f -divergences were
obtained by G. Gilardoni [48], M. Reid and R. Williamson [90].

In recent years much effort has been devoted to extend concepts from convex geometry to
a functional setting. Natural analogs of convex bodies are log-concave functions. Much
progress has been made in this direction, resulting in functional analogs of the Blaschke
Santaló inequality [6, 13, 44, 68], the affine isoperimetric inequality [7, 30], Alexandrov-
Fenchel type inequalities [29] and analogs of the John ellipsoid [4] and Löwner ellipsoid
[70]. More examples can be found in e.g., [2, 3, 31, 32, 33, 47, 59, 94]). In particular,
Lλ-affine surface area, the functional analog of Lp-affine surface area for convex bodies,
was introduced in [30] for a log concave function ϕ(x) = e−ψ(x) and λ ∈ R,

asλ(ϕ) =

∫

ϕ

(

e
〈∇ϕ,x〉
ϕ

ϕ2
det
[

∇2 (− lnϕ)
]

)λ

dx,

where ∇ϕ is the gradient and ∇2ϕ is the (generalized) Hessian of ϕ. In that context, en-
tropy inequalities for log-concave functions were established. We only mention a reverse
log-Sobolev inequality, proved in [7, 30],

∫

ln

(

det
(

∇2ψ
)

)

e−ψ(x)dx ≤ 2 [Ent(ϕ)− Ent(g)] , (3)

where ϕ : Rn → [0,∞) is the density of a log concave probability measure on R
n, and

Ent(ϕ), resp. Ent(g) the entropy of ϕ resp. the Gaussian g. The definitions are given
below.
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In [28], a theory of f -divergences for log-concave functions was initiated. For instance,
Kullback-Leibler divergence and related inequalities for log-concave functions was estab-
lished as part of the theory. It already yielded entropy inequalities which are stronger
than already existing ones. For example, it resulted in the following strengthing of the
reverse log-Sobolev inequality (3) of [7],

∫

ln

(

det
(

∇2ψ
)

)

e−ψ(x)dx ≤ 2 [Ent(ϕ)− Ent(g)] + ln

(

∫

e−ψ
∗

(2π)n

)

, (4)

where ϕ : Rn → [0,∞) is the density of a log concave probability measure on R
n, and

ψ∗ is the Legendre transform of ψ.

In this paper we further develop the theory of f -divergences for log-concave functions
and their related inequalities. We establish a Pinsker inequality and new affine invariant
entropy inequalities for log-concave functions. We obtain new inequalities on functional
affine surface area for log-concave functions and lower and upper bounds for the Kullback-
Leibler divergence in terms of functional affine surface area. The inequalities obtained
for log-concave functions lead to new inequalities for Lp-affine surface areas for convex
bodies.

We start the paper by characterizing the equality case of inequality (4) in Section 2.
While equality characterizations of inequality (3) were provided in [30], no such charac-
terizations were available up to date for inequality (4) and for more general f -divergence
inequalities. We show first that equality characterization is equivalent to uniqueness of
the solution of a Monge Ampère differential equation (also called elliptic Kähler-Einstein
equation). Then we show that the Monge-Ampère equation has a unique solution. To do
that we use optimal transportation and Cafarelli’s regularity theory for optimal trans-
portation.

In Section 3, we show that a Pinsker type inequality for log concave functions follows
immediately from a result by G. Gilardoni [48]. Namely, for a convex function f :
(0,∞) → R, we have

Df (ϕ) ≥
f ′′(1)

2

(

∫

∣

∣

∣

∣

∣

e
〈∇ϕ,x〉
ϕ det

[

∇2 (− lnϕ)
]

ϕ
∫

e−ψ∗ −
ϕ
∫

ϕ

∣

∣

∣

∣

∣

dx

)2

,

where Df(ϕ) is the f -divergence of the log concave function ϕ (see Section 2.2 for the
definition). A consequence of this Pinsker inequality is an improvement of inequality (4),
which takes the form (see Corollary 9 for the precise statement),

∫

ln

(

det
(

∇2ψ
)

)

e−ψ(x)dx ≤ 2 [Ent(ϕ) − Ent(g)] + ln

(

∫

e−ψ
∗

(2π)n

)

−
1

2

(

∫

∣

∣

∣

∣

∣

eψ−〈∇ψ,x〉det
(

∇2ψ
)

∫

e−ψ∗ − e−ψ

∣

∣

∣

∣

∣

dx

)2

.

In Section 4 we prove difference inequalities for functional affine surface areas and show
that λ-affine surface area of a log concave function ϕ and its polar ϕ◦ (see (10) below for
the definition) is bounded by a convex combination of 0-affine surface area and 1-affine
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surface area. We obtain lower and upper bounds for the Kullback-Leibler divergence
DKL(Qϕ||Pϕ) in terms of functional affine surface area,

as0(ϕ)− as1(ϕ) ≤ DKL(Qϕ||Pϕ) ≤ as−1(ϕ)− as0(ϕ)

where Pϕ and Qϕ are two distributions with densities pϕ = ϕ−1e
〈∇ϕ,x〉
ϕ det

[

∇2 (− lnϕ)
]

and qϕ = ϕ, respectively. Please see (15) for the exact definition of DKL(Qϕ||Pϕ).

We show in Section 5 that on the level of convex bodies these inequalities correspond to
inequalities on Lp-affine surface area, e.g., the following ones,

as∞(K)− as0(K) ≤ as p
n+p

(K)− as n
n+p

(K),

for p ∈ (−∞,−n), and for p > −n, the inequality is reversed. And

asp(K) ≤

(

p

n+ p

)

as∞(K) +

(

n

n+ p

)

as0(K),

in the case when p > 0. For p < 0, those inequalities are reversed. Equality holds
trivially if p = 0 or p = ∞. Equality also holds for origin symmetric ellipsoids E whose
volume |E| equals the volume |Bn2 | of the Euclidean unit ball Bn2 .

2 A Monge-Ampère equation and equality in a diver-

gence inequality

2.1 Background on f-divergence

Csiszár [36], and independently Morimoto [82] and Ali & Silvery [5] introduced the
notion of f -divergence to measure the difference between probability distributions. This
notion finds applications in e.g. information theory, statistics, probability theory, signal
processing, and pattern recognition [15, 35, 54, 71, 72, 86].

Let (X,µ) be a measure space and let P = pµ and Q = qµ be (probability) measures on
X that are absolutely continuous with respect to the measure µ. Let f : (0,∞) → R be
a convex or a concave function. Then the f -divergence Df (P,Q) of the measures P and
Q is defined by

Df (P,Q) =

∫

X

f

(

p

q

)

qdµ. (5)

The best known examples of f -divergences are the total variation distance

V (P,Q) =

∫

|p− q| dµ for f(t) = |t− 1|,

and the Kullback-Leibler divergence, or relative entropy

DKL(P ||Q) =

∫

p log

(

p

q

)

dµ for f(t) = t log t. (6)
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We also note that for f(t) = tα we obtain the Hellinger integrals (see, e.g., [72])

Hα(P,Q) =

∫

X

pαq1−α dµ.

Those are related to the Rényi divergence of order α, α 6= 1, introduced by Rényi [92]
(for α > 0) as

Dα(P‖Q) =
1

α− 1
log

(
∫

X

pαq1−αdµ

)

=
1

α− 1
log (Hα(P,Q)) . (7)

The case α = 1 is the relative entropy DKL(P‖Q).

2.2 f-divergence for log concave functions

Let ψ : Rn → R ∪ {∞} be a convex function. We define Ωψ to be the interior of the
convex domain of ψ, that is

Ωψ = int ({x ∈ R
n, ψ(x) <∞}) = int ({ψ <∞}).

We always consider in this paper convex functions ψ such that Ωψ 6= ∅. Then ψ is in
particular ψ is proper, i.e., ψ(x) is finite for at least one x and that the affine dimension
of Ωψ is equal to n. This implies that

∫

Ωψ

e−ψ(x)dx > 0. (8)

We will also assume throughout that e−ψ(x) is integrable, i.e.,
∫

Ωψ
e−ψ(x)dx <∞ and we

will also often write in short
∫

e−ψ(x)dx.
In the general case, when ψ is neither smooth nor strictly convex, the gradient of ψ,
denoted by ∇ψ, exists almost everywhere by Rademacher’s theorem (see, e.g., [23]), and
a theorem of Alexandrov [1] and Busemann and Feller [27] guarantees the existence of
the (generalized) Hessian, denoted by ∇2ψ, almost everywhere in Ωψ. Let

Xψ =
{

x ∈ R
n : ψ(x) <∞, and ∇2ψ(x) exists and is invertible

}

.

We recall the Legendre transform Lψ of ψ,

Lψ(y) = ψ∗(y) = sup
x∈Rn

[〈x, y〉 − ψ(x)] . (9)

When ψ is C2, then Xψ = Ωψ and Xψ∗ = Ωψ∗ . More information about duality
transforms of convex functions can be found in [93, 96].

A function ϕ : Rn → [0,∞) is log concave, if it is of the form ϕ(x) = exp(−ψ(x)) where
ψ : Rn → R ∪ {∞} is convex. The dual function ϕ◦ of a log concave function is defined
by [6, 13]

ϕ◦(x) = inf
y∈Rn

[

e−〈x,y〉

ϕ(y)

]

.
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This definition is connected with the Legendre transform, namely,

ϕ◦ = e−L(ψ) = e−ψ
∗

. (10)

In [28], f -divergences for s-concave and log concave functions were introduced and their
basic properties and entropy inequalities were established. It is explained in detail in
[28] that the following definition for f -divergence seems to be the correct one.

Definition 1. Let f : (0,∞) → R be a convex or concave function and let ϕ : Rn →
[0,∞) be a log concave function. Then the f -divergence Df (ϕ) of ϕ is

Df (ϕ) =

∫

Xψ

ϕ f

(

e
〈∇ϕ,x〉
ϕ

ϕ2
det
[

∇2 (− lnϕ)
]

)

dx

=

∫

Xψ

e−ψ f
(

e2ψ−〈∇ψ,x〉 det
[

∇2ψ
]

)

dx. (11)

The special case when f(t) = tλ, −∞ < λ <∞ leads to the Lλ-affine surface areas of ϕ
[30],

asλ(ϕ) =

∫

Xψ

ϕ

(

e
〈∇ϕ,x〉
ϕ

ϕ2
det
[

∇2 (− lnϕ)
]

)λ

dx

=

∫

Xψ

e(2λ−1)ψ(x)−λ〈x,∇ψ(x)〉
(

det∇2ψ(x)
)λ
dx. (12)

Those were extensively studied in [30]. In particular,

as0(ϕ) =

∫

Xψ

ϕdx (13)

and, as observed in [30], since det
[

∇2 (− lnϕ)
]

= 0 outside of Xψ, the integral may be
taken over Ωψ for any λ > 0. Therefore

as1(ϕ) =

∫

Xψ

ϕ−1e
〈∇ϕ,x〉
ϕ det

[

∇2 (− lnϕ)
]

dx =

∫

Ωψ

ϕ−1e
〈∇ϕ,x〉
ϕ det

[

∇2 (− lnϕ)
]

dx

=

∫

Xψ∗

ϕ◦. (14)

In analogy to (56) below, the expressions (11) are the appropriate ones to define f -
divergences for log concave functions and because of (13) and (14) these expressions can
be viewed as the “volume” of ϕ and the “volume” of ϕ◦ with their corresponding “cone
measures”. This is explained in detail in [28].

Another special case occurs when f(t) = − ln t. The f -divergences then becomes the
Kullback-Leibler divergence

DKL(Qϕ||Pϕ) =

∫

Xψ

ϕ ln
(

ϕ2e−
〈∇ϕ,x〉
ϕ

(

det
[

∇2 (− lnϕ)
])−1

)

dx

=

∫

Xψ

e−ψ(〈∇ψ, x〉 − 2ψ) ln
(

det
[

∇2 (ψ)
])−1

dx, (15)

where Pϕ and Qϕ are two distributions with densities pϕ = ϕ−1e
〈∇ϕ,x〉
ϕ det

[

∇2 (− lnϕ)
]

and qϕ = ϕ, respectively.
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2.3 A Monge-Ampère equation

Now we concentrate on the following divergence inequality, which was also proved in
[28]. Recall that we assume throughout the paper that

∫

e−ψ(x)dx <∞.

Theorem 2. [28] Let f : (0,∞) → R be a convex function. Let ϕ : Rn → [0,∞) be a
integrable log-concave function that is C2. Then

Df(ϕ) ≥ f

(
∫

Ωψ∗
ϕ◦dx

∫

Ωψ
ϕdx

) (

∫

Ωψ

ϕdx

)

. (16)

If f is concave, the inequality is reversed. If f is linear, equality holds in (16). Equality
also holds if ϕ(x) = Ce−〈Ax,x〉, where C is a positive constant and A is an n×n positive
definite matrix.

A characterization of the equality case of inequality (16) - and several other inequalities
proved in [28] - has not been obtained so far. Here we give such a characterization. We
show first that characterization of equality in (16) is equivalent to the unique solution of
a Monge Ampère differential equation.

We write ϕ = e−ψ. It was shown in [28] that inequality (16) is a consequence of Jensen’s
inequality and the identity (see, e.g., [28]),

∫

Ωψ∗

e−ψ
∗

dx =

∫

Ωψ

eψ−〈∇ψ,x〉 det
(

∇2ψ
)

dx. (17)

Thus, equality holds in (16) if and only if equality holds in Jensen’s inequality which
happens if and only if

det(∇2ψ(x)) = C e−2ψ(x)+〈∇ψ(x),x〉, a.e. x ∈ R
n. (18)

To determine C, we integrate (18) to get

C

∫

Ωψ

e−ψ(x) dx =

∫

Ωψ

eψ−〈∇ψ,x〉 det
(

∇2ψ
)

dx,

which together with (17) gives that

C =

∫

Ωψ∗
e−ψ

∗

dx
∫

Ωψ
e−ψdx

=

∫

Ωψ∗
ϕ◦(x) dx

∫

Xψ
ϕ(x) dx

.

Thus, when f is either strictly convex or strictly concave, equality holds in inequality
(16) if and only if ψ satisfies

det(∇2ψ(x)) =

∫

Ωψ∗
e−ψ

∗

dx
∫

Ωψ
e−ψdx

e−2ψ(x)+〈∇ψ(x),x〉, x ∈ R
n. (19)

Recall now that
ψ(x) + ψ∗(y) ≥ 〈x, y〉

for every x, y ∈ R
n, with equality if and only if x is in the domain of ψ and y ∈ ∂ψ(x),

the sub differential of ψ at x. In particular

ψ∗(∇ψ(x)) = 〈x,∇ψ(x)〉 − ψ(x), a.e. in Ωψ. (20)

7



Thus, equation (19) can be written as

e−ψ
∫

Ωψ
e−ψdx

=
e−ψ

∗(∇ψ(x))

∫

Ωψ∗
e−ψ∗dx

det(∇2ψ(x)), (21)

which is just a Monge Ampère equation (also called elliptic Kähler-Einstein equation).

Note that if ψ solves (21), then it is not difficult to show that ψ(x) + c solves (21) for
any constant c. Thus we seek uniqueness of the solution of (21) up to a constant and
this is established the following theorem.

Theorem 3. Let ψ : Rn → R ∪ {+∞} be a convex function such that

e−ψdx and e−ψ
∗

dx

are finite log concave measures. Assume that the mapping T (x) = ∇ψ(x) pushes forward

dµ =
e−ψ

∫

e−ψdx
dx onto dν =

e−ψ
∗

∫

e−ψ∗dx
dx.

In addition, assume that µ has logarithmic derivatives for every xi, 1 ≤ i ≤ n. Then ψ
has the form ψ = 1

2 〈Ax, x〉 + c, where c is a constant and A is a n× n positive definite
matrix.

Before we prove this theorem we need to establish some preliminary results concerning
integral relations for solutions to the optimal transportation problem. For more detail
and background we refer to [106].
Let µ = e−V dx be a probability measure on R

n. We say that Vxi is a logarithmic
(Sobolev) derivative of µ if Vxi ∈ L1(µ) and for every compactly supported smooth test
function ξ the following relation holds,

∫

ξxidµ =

∫

ξVxidµ.

As noted above, in the case of a log concave measure µ = e−V the function V is almost
everywhere differentiable on ΩV = int ({V < ∞}), but this does not mean that µ has
logarithmic derivatives. Indeed, in general the integration by parts formula includes a
singular term,

∫

ξxidµ =

∫

ξVxidµ+

∫

∂{V <∞}

〈n, ei〉ξe
−V dHn−1,

where n is the outward normal vector to ∂{V <∞} and Hn−1 is the (n−1)-dimensional
Hausdorff measure. Thus µ does not admit a logarithmic derivative if {V = ∞} is not
empty and e−V is not vanishing on ∂{V <∞}.

In what follows, we are given two probability measures dµ = e−V dx and dν = e−Wdx.
Let ∇ψ be the optimal transportation of µ = e−V onto ν = e−W . We remark that ψxi
is always understood in the classical sense, i.e. almost everywhere pointwise. The next
proposition was proved in [57].
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Proposition 4. (Proposition 5.5. [57]) Assume that V,W,ψ are smooth functions
on the entire R

n and ν is a log concave measure. Then for every q ≥ 2, 0 < τ < 1,
i = 1, · · · , n there exists C(q, τ) > 0 such that

∫

Rn

|ψxixi |
qdµ ≤ C(q, τ)

(
∫

Rn

|Vxi |
2q

2−τ dµ+

∫

Rn

|xi|
2q
τ dν

)

.

In the case when µ admits logarithmic derivatives which are integrable in a sufficiently
high power, it is natural to understand the second derivatives of ψ in the Sobolev sense.
More precisely, we say that ψ admits second partial derivatives ψxixj in the Sobolev
sense if for every smooth compactly supported test function ξ,

∫

ψxixjξdµ = −

∫

ξxiψxjdµ+

∫

Vxiψxjξdµ.

We will use throughout differentiation of the Monge-Ampère equation developed in [57]
and [61]. Let us briefly explain this machinery. Differentiate the change of variables
formula

V =W (∇ψ)− log det∇2ψ

along unit vector e,

Ve = 〈∇2ψe,∇W (∇ψ)〉 − Tr(∇2ψ)−1∇2ψe. (22)

Introduce the second-order differential operator L,

Lf = Tr(∇2ψ)−1∇2f − 〈∇f,∇W (∇ψ)〉.

One can verify (see [61], Lemma 2.1) that measure µ is invariant with respect to L
∫

Lξ · ηdµ = −

∫

〈(∇2ψ)−1∇ξ,∇η〉dµ,

where ξ and η are smooth functions with compact supports

Kξ,Kη ⊂ {V <∞}.

Equation (22) can be rewritten as follows:

Ve = −Lψe.

Differentiating second time one gets

Vee = −Lψee + 〈∇2W (∇ψ),∇ψe,∇ψe〉+Tr
[

(∇2ψ)−1(∇2ψe)
]2
. (23)

Integrating with respect to µ and using invariance of µ one gets formally the following
integral identity obtained in [60]
∫

V 2
e dµ =

∫

Veedµ =

∫

〈∇2W (∇ψ)∇ψe,∇ψe〉dµ+

∫

Tr
[

(∇2ψ)−1(∇2ψe)
]2
dµ. (24)

Note that
∫

V 2
e dµ =

∫

Veedµ as µ admits logarithmic derivatives.

We stress that it is indeed a formal relation, because we neglect boundary terms which
may appear. Formula (24) holds under additional assumptions on the growth and
smoothness of V,W .

Now we will apply the following slight extension of Proposition 5.5. of [57] (see Remark
5.6 in [57]), which can be easily obtained by smooth approximations.
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Proposition 5. [57] Assume that ν is a log concave measure and that µ admits logarith-
mic derivatives Vxi for all 1 ≤ i ≤ n which are integrable in any power. Then ψ admits
second Sobolev derivatives with respect to µ satisfying

∫

|ψxixi |
qdµ ≤ C(q, τ)

(∫

|Vxi |
2q

2−τ dµ+

∫

|xi|
2q
τ dν

)

, (25)

where q ≥ 2, 0 < τ < 1.

Inequality (24) follows from the integration by parts formula applied to an identity
obtained by differentiation of the Monge–Ampére equation. Our next aim is to justify
(24) in form of inequality in a sufficient general setting.

Proposition 6. Let µ = e−V dx and ν = e−Wdx be probability measures, V : Rn →
R ∪ {+∞}, W : Rn → R ∪ {+∞}. Let ∇ψ be the optimal transportation mapping of µ
onto ν.

Assume that the following assumptions hold.

1. The sets {V < ∞} and {W < ∞} are open and V and W are twice differen-
tiable on the sets {V <∞} and {W <∞} respectively, with locally Hölder second
derivatives.

2. The measure µ admits logarithmic derivatives Vxi which are integrable in every
power with respect to µ

∫

|Vxi |
pdµ <∞, ∀p > 0.

3. ν is log-concave.

Then ψ is at least four times continuously differentiable on {V < ∞} and the following
integral inequality holds for every unit vector e ∈ R

n,
∫

{V <∞}

Veedµ ≥

∫

〈∇2W (∇ψ)∇ψe,∇ψe〉dµ+

∫

Tr
[

(∇2ψ)−1(∇2ψe)
]2
dµ. (26)

Proof. Observe first that by assumption on V andW , ΩV = {V <∞} and ΩW = {W <
∞}. Next we note that by Proposition 5

∫

|ψxixi |
pdµ < ∞ for every p > 0. Using

Sobolev embeddings and the fact that V is locally bounded we get that ψxi is locally
Sobolev with respect to Lebesgue measure on {V <∞} and continuous.

Let us show that ψ is four times differentiable. Since ∇ψ is well defined and continuous
almost everywhere, we can choose x0 ∈ {V < ∞} such that ∇ψ(x0) exists. Since
{W < ∞} is open, there exists an open bounded convex neighborhood U2 ⊂ {W < ∞}
of ∇ψ(x0). By continuity U1 = ∇ψ−1(U2) ⊂ {V < ∞} is an open set. Moreover, since
convex functions are locally Lipschitz, U1 = ∇ψ∗(U2) is bounded. Then consider a mass
transportation problem of µ|U1 onto ν|U2 . Thus U1 and U2 are bounded open sets, U2 is
convex and ∇ψ is the optimal transportation mapping of µ|U1 onto ν|U2 . These measures
have C2,α densities for some α, 0 < α ≤ 1, with respect to the Lebesgue measure. Hence
by Caffarelli’s regularity theory, (see e.g., Theorem 4.14 and Remark 4.15 from [106]), ψ
is locally C4,α on {V <∞}.
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Next we apply the following equation obtained by differentiation of the change of vari-
ables formula (see [57], [61] for details),

Vee = −Lψee + 〈∇2W (∇ψ)∇ψe,∇ψe〉+ Tr
[

(∇2ψ)−1(∇2ψe)
]2
. (27)

Here L is the second-order differential operator satisfying
∫

Lξ · ηdµ = −

∫

〈(∇2ψ)−1∇ξ,∇η〉dµ,

where ξ and η are smooth test functions with compact supports Kξ,Kη ⊂ {V <∞}.

Step 1. Assume that ν is fully supported, i.e., W <∞ everywhere.

Take a smooth test function η that has compact support in {V <∞}, multiply (27) by
ξ = η(∇ψ) and integrate with respect to µ. One gets

∫

{V <∞}

Veeξdµ =

∫

〈(∇2ψ)−1∇ψee,∇(η(∇ψ))〉dµ

+

∫

〈∇2W (∇ψ)∇ψe,∇ψe〉ξdµ+

∫

Tr
[

(∇2ψ)−1(∇2ψe)
]2
ξdµ. (28)

Note that

−

∫

〈(∇2ψ)−1∇ψee,∇(η(∇ψ))〉dµ = −

∫

〈∇ψee,∇η ◦ ∇ψ〉dµ

= −

∫

〈
(

∇2ψ
)− 1

2∇2ψe · e,
(

∇2ψ
)

1
2∇η ◦ ∇ψ〉dµ

=

∫

〈A
(

∇2ψ
)

1
2 · e,

(

∇2ψ
)

1
2∇η ◦ ∇ψ〉dµ ≤

∫

‖A‖‖∇2ψ‖|∇η ◦ ∇ψ|dµ,

where A = (∇2ψ
)− 1

2∇2ψe(∇2ψ
)− 1

2 and ‖ · ‖ is the operator norm. Next we note that

‖A‖2 ≤ ‖A‖2HS = TrA2 = Tr
[

(∇2ψ)−1(∇2ψe)
]2
.

Hence for every ε > 0

−

∫

〈(∇2ψ)−1∇ψee,∇(η(∇ψ))〉dµ

≤ ε

∫

Tr
[

(∇2ψ)−1(∇2ψe)
]2
ξdµ+

1

4ε

∫

‖∇2ψ‖2
|∇(η(∇ψ)|2

ξ
dµ

= ε

∫

Tr
[

(∇2ψ)−1(∇2ψe)
]2
ξdµ+

1

4ε

∫

‖∇2ψ‖2
|∇η|2

η
◦ (∇ψ)dµ

≤ ε

∫

Tr
[

(∇2ψ)−1(∇2ψe)
]2
ξdµ+

1

4ε

(

∫

‖∇2ψ‖2pdµ
)

1
p
(

∫

|∇η|2q

ηq
dν
)

1
q

,

where 1
p + 1

q = 1. Thus, for arbitrary ε > 0

∫

{V <∞}

Veeξdµ+
1

4ε

(

∫

‖∇2ψ‖2pdµ
)

1
p
(

∫

|∇η|2q

ηq
dν
)

1
q

≥

∫

〈∇2W (∇ψ)∇ψe,∇ψe〉ξdµ+ (1 − ε)

∫

Tr
[

(∇2ψ)−1(∇2ψe)
]2
ξdµ. (29)

11



Finally, we want to extract (26) from (29). To this end we find a sequence of compactly

supported functions 1 ≥ ηn ≥ 0 with ηn → 1 pointwise such that limn

∫ |∇ηn|
2q

ηqn
dν = 0

and set ξn = ηn(∇Φ). We omit the description of the precise construction, since it can
be easily done taking into account that supp(ν) = R

n. We apply inequality (29), where ξ
is replaced by ξn and pass to the limit letting n to infinity. Note that

∫

‖∇2ψ‖2pdµ <∞
by Proposition 4. Passing to the limit and applying that ε > 0 is arbitrary, one gets

(26). Moreover, since the integrals
∫

‖∇2ψ‖2pdµ,
∫

Tr
[

(∇2ψ)−1(∇2ψe)
]2
dµ are finite, it

is clear that
∫

〈(∇2ψ)−1∇ψee,∇(ηn(∇ψ))〉dµ → 0

and we have in fact equality in (26), because we can pass to the limit in (28). The proof
of Step 1 is complete.

Step 2. Proof of the general case: W is twice Hölder differentiable on the open convex
domain {W <∞}.

ApproximateW by everywhere finite and smooth convex functionsWn such that∇Wn →
∇W and ∇2Wn → ∇2W pointwise on {W < ∞}. This can be done with the standard
convolution technique: set e−Wn = e−W ∗ γ 1

n
, where γ 1

n
is the Gaussian measure with

zero mean and variance 1
n . By the Prekopa-Leindler inequality we get that every Wn is

convex and, in addition, smooth on the entire R
n. According to Step 1,

∫

{V <∞}

Veedµ =

∫

〈∇2Wn(∇ψn)∇(ψn)e,∇(ψn)e〉dµ

+

∫

Tr
[

(∇2ψn)
−1(∇2(ψn)e)

]2
dµ, (30)

where ∇ψn is the optimal transportation mapping of µ onto νn = e−Wndx. First we
observe that it follows from (25) that

sup
n

∫

(

|∇ψn|
p + ‖∇2ψn‖

p
)

dµ <∞, ∀p > 0. (31)

We may assume that
∫

{V <∞}

Veedµ <∞,

as otherwise there is nothing to prove. Then one has by (30)
∫

Tr
[

(∇2ψn)
−1(∇2(ψn)e)

]2
dµ =

∫

{V <∞}

Veedµ

−

∫

〈∇2Wn(∇ψn)∇(ψn)e,∇(ψn)e〉dµ ≤

∫

{V <∞}

Veedµ <∞ (32)

and thus

sup
n

∫

Tr
[

(∇2ψn)
−1(∇2(ψn)e)

]2
dµ <∞.

Hence

∞ >

∫

{V <∞}

Veedµ ≥ sup
n

∫

Tr
[

(∇2ψn)
−1(∇2(ψn)e)

]2
dµ

= sup
n

∫

‖(∇2ψn)
−1/2∇2(ψn)e(∇

2ψn)
−1/2‖2HS dµ ≥ sup

n

∫

‖∇2(ψn)e‖2HS
‖∇2ψn‖2HS

dµ.

12



By the reverse Hölder inequality we get for all 0 < ε < 1,

∫

‖∇2(ψn)e‖2HS
‖∇2ψn‖2HS

dµ ≥

(∫

‖∇2(ψn)e‖
2−ε
HS

)
2

2−ε
(∫

‖∇2ψn‖
2(2−ε)
ε

HS

)− ε
2−ε

.

Together with (31) we obtain the following bound on the third derivatives of ψn,

sup
n

∫

‖∇2(ψn)e‖
2−εdµ <∞.

Since e−V is locally stricktly positive inside of {V < ∞}, we get, in particular, that for
every compact set K ⊂ {V <∞}

sup
n

∫

K

‖∇2(ψn)e‖
2−εdx <∞.

Applying the Rellich–Kondrashov embedding theorem and passing to a subsequence
(denoted again by {ψn}), one can assume that all the second derivatives ∂2xixjψn converge
almost everywhere. Applying the same arguments and using the bounds (31) one can
assume, in addition, that ψn, ∂xiψn have limits almost everywhere (hence in every Lp(µ)
and Lploc(K) for all p > 1 and all compact K ⊂ {V <∞}). In addition, one can assume
that the third derivatives (ψn)xixjxk converge weakly in L2−ε(µ) and L2−ε

loc (K) for every
0 < ε < 1. Let us denote the limit of ψn by ψ. Clearly, ψ is a convex function. Let us
show that

∂xiψn → ∂xiψ.

Denote the limit of ∂xiψn by f . Choose a smooth function ξ with compact support
K ⊂ {V <∞}. Using convergence in Lploc(dx) one gets

∫

fξdx = lim
n

∫

∂xiψnξdx = − lim
n

∫

ψn∂xiξdx = −

∫

ψ∂xiξdx.

Hence f is the Sobolev partial derivative of ψ. Since ψ is convex, it coincides almost
everywhere with ∂xiψ in the classical sense. In the same way we prove that ψ admits
second Sobolev derivatives and

∂xixjψn → ∂xixjψ.

Finally, using weak convergence of the third derivatives in L1
loc(K), we show that ψ

admits third order Sobolev derivatives, which are the weak limits of the corresponding
third derivatives of ψn.

Let us pass to the limit in (30). By Fatou’s lemma,

lim inf
n

∫

〈∇2Wn(∇ψn)∇(ψn)e,∇(ψn)e〉dµ ≥

∫

〈∇2W (∇ψ)∇ψe,∇ψe〉dµ.

Next we note that
Tr
[

(∇2ψn)
−1(∇2(ψn)e)

]2
= ‖An‖

2
HS ,

where ‖ · ‖HS is the Hilbert–Schmidt norm and

An = (∇2ψn)
−1/2∇2(ψn)e(∇

2ψn)
−1/2.
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The space of matrix-valued functions M(x) with the norm
(

∫

‖M‖2HSdµ
)

1
2

is a Hilbert

space. By (32), supn
∫

‖An‖2HSdµ ≤
∫

{V <∞}
Veedµ, and therefore {An : n ∈ N} is rela-

tively weakly compact in this Hilbert space. Hence there exists a subsequence of {An},
which we denote again by {An}, that converges weakly An → A in the space of matrix-

valued functions. Take a matrix valued mapping M(x) such that
(

∫

‖M‖2HSdµ
)

1
2

<∞.

One has

lim
n

∫

Tr
(

(∇2ψn)
1/2M(x)(∇2ψn)

1/2An

)

dµ =

∫

Tr
(

(∇2ψ)1/2M(x)(∇2ψ)1/2A
)

dµ.

On the other hand

lim
n

∫

Tr
(

(∇2ψn)
1/2M(x)(∇2ψn)

1/2An

)

dµ = lim
n

∫

Tr
(

M(x)∇2(ψn)e

)

dµ

=

∫

Tr
(

M(x)∇2ψe

)

dµ.

Hence
∫

Tr
(

(∇2ψ)1/2M(x)(∇2ψ)1/2A
)

dµ =

∫

Tr
(

M(x)∇2ψe

)

dµ.

This implies
A = (∇2ψ)−1/2∇2ψe(∇

2ψ)−1/2.

By the properties of the weak convergence and Fatou’s lemma,

lim inf
n

∫

‖An‖
2
HSdµ ≥

∫

‖A‖2HSdµ.

Passing to the limit in (30), we get (26).

Proof of Theorem 3. Let us show that ψ is a smooth function on Ωψ = int ({ψ < ∞}).
Since

∫

|∇ψ|pdµ =

∫

|x|pdν <∞

for every p > 0, we get with (25) that
∫

|ψxixi |
pdµ < ∞ for every p > 0. In particular,

by the Sobolev embedding theorem ψ is locally C1,α on Ωψ. Repeating arguments from
Proposition 6, using continuity of ∇ψ and the fact that ψ and ψ∗ are locally Hölder, we
obtain that ψ is C2,α, 0 < α < 1, by Theorem 4.14 from [106]. Applying higher order
regularity theory (see e.g., Remark 4.15 of [106]), we get by bootstrapping arguments
that ψ is C∞ on Ωψ.

Thus we are in position to apply Proposition 6. In our particular case it reads as

∫

Ωψ

ψxixidµ ≥

∫

〈∇2ψ∗(∇ψ)∇ψxi ,∇ψxi〉dµ+

∫

Tr
[

(∇2ψ)−1∇2ψxi
]2
dµ.

Note that
〈∇2ψ∗(∇ψ)∇ψxi ,∇ψxi〉 = ψxixi .

14



Here we use that ∇2ψ∗(∇ψ) = ∇2ψ−1.

Thus we get
∫

Tr
[

(∇2ψ)−1∇2ψxi
]2
dµ = 0 and ∇2ψxi = 0 on Ωψ. Hence there exists a

positive matrix A, a vector b, and an absolute constant c such that

ψ(x) =
1

2
〈Ax, x〉 + 〈b, x〉+ c,

for every x satisfying ψ(x) <∞.
Next we note that the push forward measure of

e−ψdx = e−( 1
2 〈Ax,x〉+〈b,x〉+c)dx

under y = Ax+ b = ∇ψ(x) is

Ce−( 1
2 〈A

−1(y−b),(y−b)〉+〈b,A−1(y−b)〉+c)dy.

Since

ψ∗(y) =
1

2
〈A−1(y − b), (y − b)〉 − c,

we immediately obtain that the push forward of e−ψ under ∇ψ coincides with Ce−ψ
∗

if
and only if b = 0. Thus we get that

µ =
1

Z
IE e−

1
2 〈Ax,x〉

for some convex set E. We conclude the proof with the observation that E = R
n, as

otherwise µ has no logarithmic derivative.

3 Pinsker type inequalities

The original Pinsker inequality compares two important concepts from information the-
ory, the total Variation Distance V = V (P,Q) and Kullback-Leibler divergence D =
DKL(P ||Q) (see Section 2.1 for the definitions). Comparing these two notions has many
advantages, such as transferring results from information theory to probability theory or
vice versa (see, e.g. [41, 42]). Pinsker [89] obtained the following inequality

D ≥
1

2
V 2. (33)

The best constant, 1
2 , is due, independently to Csiszár [37], Kemperman [58] and Kull-

back [62, 63]. For applications of Pinsker’s inequality, see e.g. [16], [38], [104].

The concept of f -divergence is a generalization of Kullback-Leibler divergence. Thus one
wonders whether a Pinsker type inequality holds also for f -divergences. This question
was answered by G. Gilardoni [48] and, with different kind of result, by M. Reid and R.
Williamson [90].

G. Gilardoni [48] established the following Pinsker type inequality for f -divergences.
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Theorem 7. [48] Let f : (0,∞) → R be convex and f(1) = 0. Suppose that the convex
function f is differentiable up to order 3 at 1 with f ′′(1) > 0 and the following inequality
holds

(

f(u)− f ′(1)(u− 1)

)(

1−
f ′′′(1)

3f ′′(1)
(u− 1)

)

≥
f ′′(1)

2
(u− 1)2. (34)

Then

Df (P,Q) ≥
f ′′(1)

2
V 2.

The constant f ′′(1)
2 is best possible. If f is concave, the inequalities are reversed.

In this section, we will consider probability densities. We put

qϕ =
ϕ

∫

Xψ
ϕ

and pϕ =
e

〈∇ϕ,x〉
ϕ det

[

∇2 (− lnϕ)
]

ϕ
∫

Xψ∗
ϕ◦

(35)

We use the expressions (35) to define the normalized f -divergences for log concave func-
tions [28].

Definition 8. Let f : (0,∞) → R be a convex or concave function and let ϕ : Rn →
[0,∞) be a log concave function. Then the normalized f -divergence Df (Pϕ,Qϕ) of ϕ is

Df (ϕ) = Df (Pϕ, Qϕ) =

∫

Xψ

ϕ
∫

Xψ
ϕ
f

(

e
〈∇ϕ,x〉
ϕ

ϕ2

∫

Xψ
ϕ

∫

Xψ∗
ϕ◦

det
[

∇2 (− lnϕ)
]

)

dx. (36)

From the result of G. Gilardoni [48], we obtain, under additional conditions (see Section
3.1), an information-theoretic inequality for log concave functions.

3.1 Pinsker inequalities for log concave functions

The following entropy inequality for log concave functions follows as an immediate con-
sequence of Theorem 7 with the densities (35) when, for a convex function f , (34) is
satisfied:

Df (ϕ) ≥
f ′′(1)

2

(

∫

Xψ

∣

∣

e
〈∇ϕ,x〉
ϕ det

[

∇2 (− lnϕ)
]

ϕ
∫

Xψ∗
ϕ◦

−
ϕ

∫

Xψ
ϕ

∣

∣dx

)2

, (37)

with equality if ϕ(x) = e−
1
2 〈Ax,x〉 where A is an n × n positive definite matrix. If f is

concave, the inequality is reversed.

This inequality is stronger than the inequality from [28] stated in Theorem 2. Indeed,
Theorem 2 says that Df (ϕ) ≥ f(1) and f(1) = 0 for probability densities. Example 10
shows that the right hand side of (37) however is not always 0.

We want to concentrate on the case when f(t) = − ln t. Then the assumptions of
Gilardoni ’s theorem hold and we get the following corollary.

Recall also that Ent(ϕ) =
∫

Ωψ
ϕ ln (ϕ) dx −

∫

Ωψ
ϕ ln

(

∫

Ωψ
ϕ
)

dx. By g, we denote the

Gaussian which has entropy Ent(g) = −n
2 ln(2πe). We also use that for functions ϕ ∈ C2,

we have that Xψ = Ωψ and that n
∫

Ωψ
ϕ = −

∫

Ωψ
〈∇ϕ, x〉dx.
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Corollary 9. Let ψ : Rn → R be a convex function such that ϕ = e−ψ is a probability
density. Then

∫

Xψ

ln

(

det
(

∇2ψ
)

)

e−ψ(x)dx ≤ 2 [Ent(ϕ)− Ent(g)] + ln

(
∫

Xψ∗
e−ψ

∗

(2π)n

)

−
1

2

(

∫

Xψ

∣

∣

∣

∣

∣

eψ−〈∇ψ,x〉det
(

∇2ψ
)

∫

Xψ∗
e−ψ∗ − e−ψ

∣

∣

∣

∣

∣

dx

)2

, (38)

with equality if ϕ(x) = e−π〈Ax,x〉 where A is an n × n positive definite matrix with
det(A) = 1.

Remarks.

(i) Note that

∫

Xψ

∣

∣

∣

∣

∣

eψ−〈∇ψ,x〉det
(

∇2ψ
)

∫

Xψ∗
e−ψ∗ − e−ψ

∣

∣

∣

∣

∣

dx ≥

∣

∣

∣

∣

∣

∫

Xψ

eψ−〈∇ψ,x〉det
(

∇2ψ
)

∫

Xψ∗
e−ψ∗ − e−ψ dx

∣

∣

∣

∣

∣

= 0.

The last equality holds as ϕ is a probability density and by (17). Therefore inequality
(38) implies the following inequality, which was proved in [28],

∫

Xψ

ln

(

det
(

∇2ψ
)

)

e−ψ(x)dx ≤ 2 [Ent(ϕ)− Ent(g)] + ln





∫

X∗
ψ

e−ψ
∗

(2π)n



 . (39)

(ii) The functional Blaschke Santalo inequality [6, 13, 44, 68] implies that, for a proba-

bility density ϕ,

( ∫
X∗
ψ
e−ψ

∗

(2π)n

)

≤ 1. Therefore inequality (39) implies

∫

Xψ

ln

(

det
(

∇2ψ
)

)

e−ψ(x)dx ≤ 2 [Ent(ϕ) − Ent(g)] , (40)

which was proved in [7]. Thus inequality (38) is the strongest of those entropy inequali-
ties. Indeed, the next example shows that the additional term on the right hand side of
(38) is not equal to 0 in general.

Example 10. Let p > 1 and ϕ : Rn → R be given by ϕ(x) = 1
A · e−

1
p

∑n
i=1 |xi|

p

, where

A =
∫

e−
1
p

∑n
i=1 |xi|

p

= 2n
(

Γ( 1p ) p
1−p
p

)n
. Then ϕ◦ = A · e−

1
q

∑n
i=1 |xi|

q

, where 1
p + 1

q = 1.
Moreover,

∫

ϕ◦ =

∫

e−ψ
∗

=

∫

Ae−
1
q

∑n
i=1 |xi|

q

= A · 2n
(

Γ

(

1

q

)

q
1−q
q

)n

,

which is just (2π)n if p = q = 2. If p is not 2, then it is not necessarily 2π. And

∫

∣

∣

∣

∣

∣

eψ−〈∇ψ,x〉det
(

∇2ψ
)

∫

e−ψ∗ − e−ψ

∣

∣

∣

∣

∣

dx

=

∫

∣

∣

∣

∣

∣

∣

(p− 1)n
∏n
i=1 x

p−2
i

2n
(

Γ(1q ) q
1−q
q

)n
e

1−p
p

∑n
i=1 |xi|

p

− A−1e−
1
p

∑n
i=1 |xi|

p

∣

∣

∣

∣

∣

∣

dx,

which is only equal to 0, if p = q = 2. If p is not 2, then it is not necessarily 0.
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4 Entropy inequalities

The following theorem, which provides bounds for f divergence, was proved by S.
Dragomir [40]. Dragomir proved the theorem in the discrete case, that is p, q ∈ R

n
+,

ν is the counting measure on {1, · · · , n}, P = pνn and Q = qνn. Then

Df (P,Q) =

n
∑

i=1

f

(

pi
qi

)

qi.

Theorem 11. [40] Suppose that the convex function f : (0,∞) → R is differentiable.
Then we have for for all discrete densities p, q ∈ R

n
+,

f ′(1) (Pn −Qn) ≤ Df (P,Q)− f(1)Qn ≤ Df ′

(

P 2

Q
,P

)

−Df ′(P,Q), (41)

where f ′ : (0,∞) → R is the derivative of f and Pn =
∑n
i=1 pi > 0, Qn =

∑n
i=1 qi > 0.

If f is concave, the inequality is reversed. If f is strictly convex (respectively strictly
concave) and pi, qi > 0 for all 1 ≤ i ≤ n, then equality holds iff p = q.

The result still holds, if the discrete densities are replaced by µ-a.e. positive general
densities p and q defined on a measure space (X,µ). The proof is the same as the one
given by by Dragomir in the discrete case [40]. We include it for completeness. We state
it when f : (0,∞) → R is convex. If f is concave, the inequalities are reversed. We use
the notation IP =

∫

X
pdµ and IQ =

∫

X
qdµ.

Theorem 12. Let f : (0,∞) → R be differentiable and convex. Let p and q be µ-a.e.
positive densities on X such that Ip and Iq are finite. Then

IQ f

(

IP
IQ

)

≤ Df (P,Q) ≤ f(1)IQ +Df ′

(

P 2

Q
,P

)

−Df ′(P,Q) (42)

If f is linear, equality holds on both sides and we get

Df (P,Q) = f(1)IQ + f ′(1) (IQ − IP ) .

If f is strictly convex, equality holds on the left inequality if and only if p = c q µ-a.e
where c > 0 is a constant and equality holds on the right inequality if and only if p = q
µ-a.e .

Proof of Theorem 12. By Jensen’s inequality,

Df (P,Q) =

∫

X

f

(

p

q

)

qdµ = IQ

∫

X

f

(

p

q

)

q

IQ
dµ ≥ IQ f

(∫

X

p

IQ
dµ

)

= IQ f

(

IP
IQ

)

,

which proves the left inequality of (42).

It is easy to see that equality holds on both sides of (42) if f is linear. If f is strictly
convex, equality holds in the left inequality of (42) if and only if equality holds in Jensen’s
inequality which happens if and only if p = c q µ-a.e where c > 0 is a constant.
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Since f is differentiable and convex, we have for all s, t ∈ (0,∞),

f ′(t)(t − s) ≥ f(t)− f(s) ≥ f ′(s)(t− s). (43)

Let x ∈ X be such that q(x) > 0 and let t = p(x)
q(x) . As q > 0 µ-a.e., it is enough to

consider only such x. Let s = 1. By inequality (43),

f ′

(

p(x)

q(x)

)(

p(x)

q(x)
− 1

)

≥ f

(

p(x)

q(x)

)

− f(1).

We multiply both sides by q(x) and integrate
∫

X

(p(x) − q(x))f ′

(

p(x)

q(x)

)

dµ(x) ≥ Df (P,Q)− f(1)

∫

X

q(x)dµ(x).

Since
∫

X

(p(x)− q(x))f ′

(

p(x)

q(x)

)

dµ(x) = Df ′

(

P 2

Q
,P

)

−Df ′(P,Q),

we obtain the desired result.

Equality holds in (43) for a strictly convex function f iff s = t. Therefore, if f is strictly
convex, equality holds on the right inequality of (42), iff p = q µ-a.e .

Remark. Under the assumptions of Theorem 12, we have that

(i) When p and q are probability densities, then

f(1) ≤ Df (P,Q) ≤ f(1) +Df ′

(

P 2

Q
,P

)

−Df ′(P,Q) (44)

and that Df(P,Q) = f(1), if f is linear. When f is strictly convex, equality holds in
both inequalities if and only if p = q µ-a.e.

(ii) If we let t = IP
IQ

and s = 1 in (43), then

IQ f

(

IP
IQ

)

≥ f(1)IQ + f ′(1) (IP − IQ) ,

which, together with the upper bound of (42), leads to inequalities corresponding to (41),

f ′(1) (IP − IQ) ≤ Df (P,Q)− f(1)IQ ≤ Df ′

(

P 2

Q
,P

)

−Df ′(P,Q). (45)

When f is linear, equality holds in both inequalities. When f is strictly convex, equality
holds in both inequalities if and only if p = q µ-a.e.

With the identity (17), the following corollary is immediate from Theorem 12.

Corollary 13. Let ϕ : Rn → [0,∞) be a log-concave function and f : (0,∞) → R be
differentiable and convex. Then

f

(
∫

Xψ∗
ϕ◦

∫

Xψ
ϕ

)

∫

Xψ

ϕ ≤

Df (Pϕ, Qϕ) ≤ f(1)

∫

Xψ

ϕ+Df ′

(

P 2
ϕ

Qϕ
, Pϕ

)

−Df ′(Pϕ, Qϕ). (46)
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If f is concave, the inequality is reversed. If f is linear, equality holds in both inequalities.

If f is strictly convex or strictly concave, then equality holds on the left hand side if
ϕ(x) = c e−

1
2 〈Ax,x〉 where A is an n×n positive definite matrix and c > 0 is an absolute

constant.

If ϕ is in addition C2, then equality holds on the left hand side iff ϕ(x) = c e−
1
2 〈Ax,x〉

where A is an n× n positive definite matrix and c > 0 is an absolute constant.

If f is strictly convex or strictly concave, then equality holds on the right hand side if
ϕ(x) = e−

1
2 〈Ax,x〉 where A is an n× n positive definite matrix with det(A) = 1.

If ϕ is in addition C2, then equality holds on the right hand side iff ϕ(x) = e−
1
2 〈Ax,x〉

where A is an n× n positive definite matrix with det(A) = 1.

Remark. Inequality (46) is invariant under self adjoint SL(n) maps. This follows as

both, Df (Pϕ, Qϕ) and Df ′

(

P 2
ϕ

Qϕ
, Pϕ

)

are invariant under self adjoint SL(n)maps, with

possibly different degree of homogeneity. For Df (Pϕ, Qϕ) this was proved in [28]. For

Df ′

(

P 2
ϕ

Qϕ
, Pϕ

)

, it is shown similarly.

Proof of Corollary 13. With the identity (17) and the densities

qϕ = ϕ and pϕ = ϕ−1e
〈∇ϕ,x〉
ϕ det

[

∇2 (− lnϕ)
]

,

the inequalities of the corollary follow immediately from Theorem 12.

Let A be a positive definite n×n matrix, c > 0 a constant and ϕ(x) = ce−
1
2 〈Ax,x〉. Then

Df (Pϕ, Qϕ) = f

(

det(A)

c2

)

c(2π)n/2
√

det(A)
.

Therefore it is easy to see that we have equality on the left hand side if ϕ(x) = c e−
1
2 〈Ax,x〉

and on the right hand side if ϕ(x) = e−
1
2 〈Ax,x〉 where A is an n×n positive definite matrix

with det(A) = 1.

By Theorem 12, equality holds on the right inequality iff pϕ = qϕ a.e. and on the left iff

pϕ = c qϕ a.e. where c > 0 is a constant. For functions ϕ(x) = c e−
1
2 〈Ax,x〉, where A is

an n× n positive definite matrix with det(A) = 1, it is easy to check that pϕ = qϕ. The
equation pϕ = c qϕ a.e., is equivalent to the equation

det(∇2ψ(x)) = c e−2ψ(x)+〈∇ψ(x),x〉, a.e. x ∈ R
n.

Then, if ϕ is C2, Theorem 3 and the remarks before it, finish the proof of the corollary.

Now we consider special cases of Corollary 13.

If we let f(t) = − ln t in the previous corollary, we obtain the following affine invariant
entropy inequalities which give upper and lower bounds for the relative entropy in terms
of the functional affine surface areas. The proof follows immediately from Corollary 13.

20



Corollary 14. Let ϕ : Rn → [0,∞) be a log-concave function. Then

ln

(

as0(ϕ)

as1(ϕ)

)

as0(ϕ) ≤ DKL(Qϕ||Pϕ) ≤ as−1(ϕ) − as0(ϕ). (47)

Equality holds on the left hand side if ϕ(x) = c e−
1
2 〈Ax,x〉 where A is an n × n positive

definite matrix and c > 0 is an absolute constant and equality holds on the right hand
side if ϕ(x) = e−

1
2 〈Ax,x〉 where A is an n× n positive definite matrix with det(A) = 1,

If ϕ is in addition C2, then equality holds on the left hand side iff ϕ(x) = c e−
1
2 〈Ax,x〉

where A is an n × n positive definite matrix and c > 0 is an absolute constant. And
equality holds on the right hand side iff ϕ(x) = e−

1
2 〈Ax,x〉 where A is an n × n positive

definite matrix with det(A) = 1.

Remarks. 1. If, in the previous corollary, ϕ is a probability density, then the inequalities
become

1− ln

(

as1(ϕ)

)

≤ 1 +DKL(Qϕ||Pϕ) ≤ as−1(ϕ).

2. Applying (43), with f(t) = ln t, to the left inequality of the previous corollary, we get

as0(ϕ)− as1(ϕ) ≤ DKL(Qϕ||Pϕ) ≤ as−1(ϕ)− as0(ϕ). (48)

If we let f(t) = tλ in inequality (46), then we obtain functional affine isoperimetric
inequalities.

Corollary 15. Let ϕ : Rn → [0,∞) be a log concave function.

(i) If λ ≥ 1 or λ ≤ 0,

asλ1 (ϕ) as
1−λ
0 (ϕ) ≤ asλ(ϕ) ≤ as0(ϕ) + λ (asλ(ϕ)− asλ−1(ϕ)) . (49)

(ii) If λ ∈ (0, 1),

asλ1 (ϕ) as
1−λ
0 (ϕ) ≥ asλ(ϕ) ≥ as0(ϕ) + λ (asλ(ϕ)− asλ−1(ϕ)) . (50)

Equality holds trivially if λ = 1 or λ = 0.

Equality holds on the left hand sides if ϕ(x) = c e−
1
2 〈Ax,x〉 where A is an n× n positive

definite matrix and c > 0 is an absolute constant. Equality holds on the right hand sides
if ϕ(x) = e−

1
2 〈Ax,x〉 where A is an n× n positive definite matrix with det(A) = 1.

If ϕ is in addition C2, then equality holds on the left hand sides iff ϕ(x) = c e−
1
2 〈Ax,x〉

and equality holds on the right hand sides iff ϕ(x) = e−
1
2 〈Ax,x〉 with det(A) = 1.

Remarks. 1. Applying (43) to the function f(t) = tλ for t =
asλ1 (ϕ)

asλ0 (ϕ)
and s = 1, we get

from the left inequality of the previous corollary that

λ (as1(ϕ) − as0(ϕ)) ≤ asλ(ϕ) − as0(ϕ) ≤ λ (asλ(ϕ) − asλ−1(ϕ)) , (51)
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when λ ≥ 1 or λ ≤ 0 and that

λ (as1(ϕ) − as0(ϕ)) ≥ asλ(ϕ) − as0(ϕ) ≥ λ (asλ(ϕ) − asλ−1(ϕ)) , (52)

when λ ∈ (0, 1). The equality cases are as in the corollary.

2. The following inequalities for the difference of functional affine surface areas follow
immediately from (51). For λ ≥ 1,

as1(ϕ) − as0(ϕ) ≤ asλ(ϕ)− asλ−1(ϕ). (53)

For λ ≤ 1, the inequality is reversed.

If we let λ = −1 in inequality (51) and λ = 1/2 in Corollary 15, then

as−1(ϕ) ≤
as0(ϕ) + as−2(ϕ)

2
, as0(ϕ) ≤

as−1(ϕ) + as1(ϕ)

2

as0(ϕ) ≤
as 1

2
(ϕ) + as− 1

2
(ϕ)

2
, as 1

2
(ϕ) ≤

√

as1(ϕ) as0(ϕ).

Similar results hold for dual function ϕ◦ by the duality relation asλ(ϕ) = as1−λ(ϕ
◦),

which was proved in [30].

We have that 0 <
∫

Rn
ϕ <∞ by (8) and as ϕ is integrable by assumption. Let λ ∈ (0, 1)

and suppose that ϕ is centered, i.e.,
∫

Rn
xϕ(x)dx = 0. The functional Blaschke Santalò

inequality [6, 13, 44, 68] says that for a centered log concave function ϕ,
∫

Rn

ϕdx ·

∫

Rn

ϕ◦dx ≤ (2π)n,

with equality iff ϕ(x) = C e−
1
2 〈Ax,x〉. For λ ∈ (0, 1). We apply this inequality in the left

inequality (50). Also using that as1(ϕ) =
∫

Xψ∗
ϕ◦, we get

asλ(ϕ) ≤

(
∫

Xψ∗

ϕ◦

)λ(∫

Xψ

ϕ

)1−λ

≤

(
∫

Rn

ϕ◦

)λ(∫

Rn

ϕ

)λ(∫

Xψ

ϕ

)1−2λ

≤ (2π)
nλ

(∫

Xψ

ϕ

)1−2λ

,

with equality iff ϕ(x) = c e−
1
2 〈Ax,x〉.

Similarly, by inequality (49), we get for λ < 0,

asλ(ϕ) ≥ (2π)
nλ

(∫

Xψ

ϕ

)1−2λ

,

with equality iff ϕ(x) = c e−
1
2 〈Ax,x〉.

A functional version of the inverse Blaschke Santalò inequality, due to Fradelizi and
Meyer [45] says that

∫

Rn
ϕdx ·

∫

Rn
ϕ◦dx ≥ cn, where c > 0 is a constant. We use this for

λ > 1 in the left inequality (49) to get that asλ(ϕ) ≥ cnλ
(

∫

Xψ
ϕ
)1−2λ

.

Thus we have proved the following corollary which was proved in [30] by different meth-
ods.
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Corollary 16. Let ϕ : Rn → [0,∞) be a log concave centered function.

(i) If λ ∈ [0, 1], then asλ(ϕ) ≤ (2π)nλ
(

∫

Xψ
ϕ
)1−2λ

.

(ii) If λ ≤ 0, then asλ(ϕ) ≥ (2π)nλ
(

∫

Xψ
ϕ
)1−2λ

.

(iii) If λ > 1, then asλ(ϕ) ≥ cnλ
(

∫

Xψ
ϕ
)1−2λ

.

Equality holds trivially if λ = 0.

Equality holds in the first two inequalities iff ϕ(x) = C e−
1
2 〈Ax,x〉 where A is an n×n

positive definite matrix and C > 0.

If λ = 1, the first equality is just the functional Blaschke Santalò inequality.

Another consequence of Corollary 15, along with the duality relation asλ(ϕ) = as1−λ(ϕ
◦)

(proved in [30]), is the following (functional) Blaschke Santaló type inequalities, which
were originally proved in [30] by different methods.

Corollary 17. Let ϕ : Rn → [0,∞) be a log concave function.

If λ ∈ [0, 1] and ϕ is centered, then asλ(ϕ) asλ(ϕ
◦) ≤ (2π)n.

If λ ≥ 1 or λ ≤ 0, then asλ(ϕ) asλ(ϕ
◦) ≥

∫

Xψ
ϕ
∫

Xψ∗
ϕ◦.

Equality holds in the first inequality iff ϕ(x) = C e−
1
2 〈Ax,x〉 where A is an n× n positive

definite matrix and C > 0. If ϕ is in addition C2, then equality holds in the second
inequality iff ϕ(x) = C e−

1
2 〈Ax,x〉 where A is an n × n positive definite matrix and

C > 0.

Note that if ϕ is C2, then Xψ = Ωψ and Xψ∗ = Ωψ∗ . Therefore, when ϕ ∈ C2, we have

asλ(ϕ) asλ(ϕ
◦) ≥ cn,

for λ ≥ 1 or λ ≤ 0, which follows by the inverse functional Blaschke Santaló inequality.

Proof of Corollary 17. For λ ∈ [0, 1], Corollary 15, the duality relation asλ(ϕ) = as1−λ(ϕ
◦),

and the functional Blaschke Santaló inequality yield

asλ(ϕ) asλ(ϕ
◦) ≤

∫

Xψ

ϕ

∫

Xψ∗

ϕ◦ ≤

∫

Rn

ϕ

∫

Rn

ϕ◦ ≤ (2π)n.

The second inequality is trivial for λ ≥ 1 or λ ≤ 0 by Corollary 15, along with the duality
relation asλ(ϕ) = as1−λ(ϕ

◦).

Equality holds in the first inequality iff ϕ(x) = C e−
1
2 〈Ax,x〉, where A is an n × n

positive definite matrix and C > 0. This follows from the equality characterization of
the functional Blaschke Santaló inequality. If ϕ is in addition C2, then equality holds
in the second inequality iff ϕ(x) = C e−

1
2 〈Ax,x〉, where A is an n × n positive definite

matrix and C > 0.
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5 Applications

In this section we will derive applications to convex bodies. We first recall the notion
of f -divergence for convex bodies. For general information on convex bodies the books
[46, 96] are excellent sources.

In [109], f -divergence and their inequalities were introduced for convex bodies. For
details and special cases we refer to [109] and give here only the definition.

Let K be a convex body in R
n. We assume throughout that K has center of gravity at

0. For x ∈ ∂K, the boundary of a sufficiently smooth convex body K, let NK(x) denote
the outer unit normal to ∂K in x and let κK(x) be the Gauss curvature in x, and µK is
the usual surface area measure on ∂K. We put

pK(x) =
κK(x)

〈x,NK(x)〉n
, qK(x) = 〈x,NK(x)〉 (54)

and
PK = pK µK and QK = qK µK . (55)

Then PK and QK are measures on ∂K that are absolutely continuous with respect to
µK . Note that

∫

∂K

qKdµ = n|K| and

∫

∂K

pKdµ = n|K◦|. (56)

The latter holds, provided K has sufficiently smooth boundary. Thus QK and PK are
(up to the factor n) the cone measures (e.g., [87]) of K and its polar K◦.

Note that
∫

∂K pKdµ = n|K◦| and
∫

∂K qKdµ = n|K|.

Let f : (0,∞) → R be a convex or concave function. The f -divergence of K with respect
to the measures PK and QK was defined in [109] as

Df (PK , QK) =

∫

∂K

f

(

κK(x)

〈x,NK(x)〉n+1

)

〈x,NK(x)〉dµK . (57)

It is a natural generalization of Lp-affine surface area and measures the difference between
the cone measures ofK andK◦. Those are relevant in many contexts, e.g., [55, 84] as well
as e.g., the famous Blaschke Santaló inequality and its still open converse, the Mahler
conjecture.

Now we turn to applications to convex bodies of the inequalities we have obtained in the
previous sections. There are two equivalent approaches. The first one is to apply the
density functions (54) to Theorem 7, Theorem 11 and Theorem 12. Or, we can apply

the log-concave function ϕK = exp
(

−
‖·‖2

K

2

)

to the inequalities of the previous sections

for log-concave functions. Here ‖.‖K is the gauge function of K,

‖x‖K = min{λ ≥ 0 : λx ∈ K} = max
y∈K◦

〈x, y〉 = hK◦(x).

Differentiating with respect to λ at λ = 1, we get

〈x,∇ψ(x)〉 = 2ψ(x). (58)

It was already observed in [30] that the Lλ-affine surface area for log concave functions
is a generalization of Lp-affine surface area for convex bodies. Indeed, it was noted there
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that if one applies the log concave function ϕK = exp
(

−
‖·‖2

K

2

)

to Definition (12), then

one obtains the Lp-affine surface area for convex bodies,

asλ(ϕK) =
(2π)n/2

n|Bn2 |
asp(K), (59)

where λ = p
n+p , p 6= −n and Bn2 denotes the n-dimensional Euclidean unit ball. Please

note also that

∫

e−
‖x‖2K

2 dx =
(2π)

n
2 |K|

|Bn2 |
and

∫

e−
‖x‖2

K◦
2 dx =

(2π)
n
2 |K◦|

|Bn2 |
. (60)

Now we apply the function, ϕK = exp
(

−
‖·‖2

K

2

)

, to Corollary 13 (or apply the densities

(54) to Theorem 12) and obtain the following result. PK , QK and Df(PK , QK) are as
above.

Theorem 18. Let K be a convex body in R
n with 0 in its interior. Let f : (0,∞) → R

be convex and differentiable function, then

n|K|f

(

|K◦|

|K|

)

≤ Df (PK , QK) ≤ nf(1)|K|+Df ′

(

P 2
K

QK
, PK

)

−Df ′(PK , QK). (61)

For a concave, differentiable f , the inequalities are reversed.

Equality holds on the left hand side if K is an ellipsoid. If K is C2
+, then equality holds

on the left hand side iff K is an ellipsoid.

Equality holds on the right hand side if K is an origin symmetric ellipsoid such that
|K| = |Bn2 |. If K is C2

+, then equality holds on the right hand side iff K is an origin
symmetric ellipsoid such that |K| = |Bn2 |.

Proof. Let ψ =
‖·‖2

K

2 . In [28], it was proved that

Df (PϕK , QϕK ) =
(2π)

n
2

n|Bn2 |
Df (PK , QK).

Clearly,

Df ′(PϕK , QϕK ) =
(2π)

n
2

n|Bn2 |
Df ′(PK , QK).

We integrate in polar coordinates with respect to the cone measure QK (55) of K. Thus,
if we write x = rz, with z ∈ ∂K, then dx = rn−1drdQK(z). We also use that the map
x 7→ det∇2ψ(x) is 0-homogeneous. With (58),

Df ′

(

P 2
ϕK

QϕK
, PϕK

)

=

∫ +∞

0

rn−1e
−r2

2 dr

∫

∂K

f ′
(

det∇2 ψ(z)
)

det∇2 ψ(z) dQK(z)

=
(2π)

n
2

n|Bn2 |

∫

∂K

f ′
(

det∇2 ψ(z)
)

det∇2 ψ(z) dQK(z).
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It is well known (see, e.g., [30] ) that for all z ∈ ∂K,

det (∇2ψ) =
κK(z)

〈z,NK(z)〉n+1
. (62)

Thus,

Df ′

(

P 2
ϕK

QϕK
, PϕK

)

=
(2π)

n
2

n|Bn2 |

∫

∂K

f ′

(

κ(x)

〈x,NK(x)〉n+1

)

κ(x)

〈x,NK(x)〉n
dµK(x)

=
(2π)

n
2

n|Bn2 |
Df ′

(

P 2
K

QK
, PK

)

.

Therefore, the statement of the theorem follows.

For ellipsoids, Df(PK , QK) = n|K|f
(

|K◦|
|K|

)

and Df ′(PK , QK) = n|K|f ′
(

|K◦|
|K|

)

([109]).

And note that (see [109])

Df ′

(

P 2
K

QK
, PK

)

=

∫

f ′

(

pK
qK

)

pK dµK =

∫

f ′

(

|K◦|

|K|

)

pKdµK = f ′

(

|K◦|

|K|

)

n|K◦|.

So, equality holds on the left hand side if K is an ellipsoid. If K is C2
+, then equality

holds on the left hand side iff pK = c qK . This holds iff K is an ellipsoid by a theorem,
due to Petty [88], which says that a C2

+ convex body K is an ellipsoid iff

κK(z)

〈z,NK(z)〉n+1
= c,

where c > 0 a constant.

If K = E an origin symmetric ellipsoid such that |E| = |Bn2 |, then, by the Blaschke-
Santaló inequality, |K◦| = |E◦| = |Bn2 |. Therefore, equality holds on the right hand side
if K is an origin symmetric ellipsoid such that |K| = |Bn2 |. If K is C2

+, then equality holds
on the right hand side iff pK = qK , which only holds when K is an origin symmetric
ellipsoid such that |K| = |Bn2 |.

Now we will consider special cases.

If we let f(t) = − ln t in inequality (61), then by definitions (1) and (6), we obtain the
following affine isoperimetric inequalities.

Corollary 19. Let K be a convex body in R
n with 0 in its interior. Then

n|K| ln

(

|K|

|K◦|

)

≤ DKL (QK ||PK) ≤ as−n
2
(K)− as0(K).

Equality holds on the left hand side if K is an ellipsoid. If K is C2
+, then equality holds

on the left hand side iff K is an ellipsoid.

Equality holds on the right hand side if K is an origin symmetric ellipsoid such that
|K| = |Bn2 |. If K is C2

+, then equality holds on the right hand side iff K is an origin
symmetric ellipsoid such that |K| = |Bn2 |.
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If we let f(t) = t
p

n+p in Theorem 18, then by (1), we obtain the following affine isoperi-
metric inequalities. Recall that as0(K) = n|K|, and if K is C2

+, then as∞(K) = n|K◦|.

Corollary 20. Let K be a convex body in R
n with 0 in its interior. Let p ≤ 0, p 6= −n.

Then

n|K◦|
p

n+p |K|
n
n+p ≤ asp(K) ≤ n|K|+

p

n+ p

(

asp(K)− as −n2

2n+p

(K)

)

. (63)

If p > 0, then

n|K◦|
p

n+p |K|
n
n+p ≥ asp(K) ≥ n|K|+

p

n+ p

(

asp(K)− as −n2

2n+p

(K)

)

. (64)

Equality holds trivially for p = 0 or p = ∞, if K is C2
+.

Equality holds on the left hand side if K is an ellipsoid. If K is C2
+, then equality holds

on the left hand side iff K is an ellipsoid.

Equality holds on the right hand side if K is an origin symmetric ellipsoid such that
|K| = |Bn2 |. If K is C2

+, then equality holds on the right hand side iff K is an origin
symmetric ellipsoid such that |K| = |Bn2 |.

Remark. The Lp-affine isoperimetric inequalities state that for p ≥ 0

asp(K)

asp(Bn2 )
≤

(

|K|

|Bn2 |

)
n−p
n+p

,

and for −n < p ≤ 0,

asp(K)

asp(Bn2 )
≥

(

|K|

|Bn2 |

)
n−p
n+p

.

Equality holds trivially if p = 0. In both cases equality holds for p 6= 0 if and only if K
is an ellipsoid. If p < −n and K is C2

+, then

c
np
n+p

(

|K|

|Bn2 |

)
n−p
n+p

≤
asp(K)

asp(Bn2 )
.

These inequalities were proved by Lutwak [77] for p > 1 and for all other p by Werner
and Ye [110] .

In the case of a 0-symmetric convex body K, i.e., K = −K, the left hand sides of (63) and
(64), together with the Blaschke Santaló inequality and its equality characterizations,
(respectively the inverse Santaló inequality [25, 65, 85]) imply these inequalities and their
equality characterizations. Moreover, in the last inequality, we remove the C2

+ on K of
[110].

Another consequence of Corollary 20 are the following Blaschke Santaló type inequalities,
which were originally proved in [110] by different methods.

Corollary 21. Let K be a convex body in R
n with 0 in its interior.

If p ≥ 0, then asp(K) asp(K
◦) ≤ n2|K||K◦|.

If p < 0, p 6= −n, then asp(K) asp(K
◦) ≥ n2|K||K◦|.
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Equality holds trivially for p = 0 or p = ∞, if K is in C2
+.

Equality also holds if K is an ellipsoid. If K is in C2
+, then equality holds iff K is an

ellipsoid.

Remark. Similarly to the Remarks after Corollary 15, we have the following conse-
quences of Corollary 20 for a C2

+ convex body K:

(i) For p > 0,

asp(K) ≤

(

p

n+ p

)

as∞(K) +

(

n

n+ p

)

as0(K).

The duality relation asp(K) = asn2

p

(K◦) of [110] then yields

asp(K
◦) ≤

(

p

n+ p

)

as0(K) +

(

n

n+ p

)

as∞(K).

For p < 0, those inequalities are reversed.

(ii) For p ∈ (−∞,−n),

as∞(K)− as0(K) ≤ asp(K)− as −n2

2n+p

(K).

For p > −n, the inequality is reversed.

Note also that similar results hold for the dual body K◦ by the above duality relation.

(iii) For p = n, Corollary 20 yields

(asn(K))2 ≤ as0(K) as∞(K).

In [28], it was proved that for normalized densities

Df (PϕK , QϕK ) = Df (PK , QK)

Now if we apply ϕK = exp
(

− ‖·‖2
K

2

)

to the inequality (37), we obtain similarly

Df(PK , QK) ≥
f ′′(1)

2





∫

∣

∣

∣

∣

∣

∣

|Bn2 | e
−

‖z‖2K
2

(2π)
n
2

(

κK(z)

|K◦|〈z,NK(z)〉n+1
−

1

|K|

)

∣

∣

∣

∣

∣

∣

dz





2

.

The relation between the normalized cone measure QK and the Hausdorff measure µK
on ∂K is given by

dQK(x) =
〈x,NK(x)〉dµK (x)

n|K|
.

We integrate in polar coordinates with respect to the normalized cone measure QK of
K. Thus, if we write x = rz, with z ∈ ∂K, then dx = n|K|rn−1drdQK(z). We also use
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that the map x 7→ det∇2ψ(x) is 0-homogeneous. So, we obtain,

Df (PK , QK)≥
f ′′(1)

2

n2|K|2|Bn2 |
2

(2π)n

(∫ +∞

0

rn−1e
−r2

2 dr

∫

∂K

∣

∣

∣

∣

κK(z)

|K◦|〈z,NK(z)〉n+1
−

1

|K|

∣

∣

∣

∣

dQK(z)

)2

=
f ′′(1)

2
|K|2

(∫

∂K

∣

∣

∣

∣

κK(z)

|K◦|〈z,NK(z)〉n+1
−

1

|K|

∣

∣

∣

∣

dQK(z)

)2

=
f ′′(1)

2

(∫

∂K

∣

∣

∣

∣

κK(z)

|K◦|〈z,NK(z)〉n+1
−

1

|K|

∣

∣

∣

∣

〈z,NK(z)〉

n
dµK(z)

)2

=
f ′′(1)

2

(∫

∂K

∣

∣

∣

∣

κK(z)

n|K◦|〈z,NK(z)〉n
−

〈z,NK(z)〉

n|K|

∣

∣

∣

∣

dµK(z)

)2

=
f ′′(1)

2
V 2(PK , QK).

Thus we obtained the following Pinsker type inequality for convex bodies.

Corollary 22. Let K be a convex body in R
n with 0 in its interior. And let f : (0,∞) →

R be convex and f(1) = 0. Suppose that the convex function f is differentiable up to
order 3 at 1 with f ′′(1) > 0 and the following inequality holds

(

f(u)− f ′(1)(u− 1)

)(

1−
f ′′′(1)

3f ′′(1)
(u− 1)

)

≥
f ′′(1)

2
(u− 1)2.

Then

Df (PK , QK) ≥
f ′′(1)

2
V 2(PK , QK).

If f is concave, the inequalities are reversed. Equality also holds if K is an ellipsoid.

Similarly, Corollary 9 (the case f(t) = − ln t) becomes

DKL(QK ||PK) ≥
1

2
V 2(PK , QK).
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[85] F. Nazarov, The Hörmander proof of the Bourgain-Milman theorem, Geometric
Aspects of Functional Analysis, Lecture Notes in Mathematics, vol. 2050, (2012),
335–343.
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