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Abstract

This article investigates duals for bimodule categories over finite tensor categories. We
show that finite bimodule categories form a tricategory and discuss the dualities in this tricat-
egory using inner homs. We consider inner-product bimodule categories over pivotal tensor
categories with additional structure on the inner homs. Inner-product module categories are
related to Frobenius algebras and lead to the notion of ∗-Morita equivalence for pivotal ten-
sor categories. We show that inner-product bimodule categories form a tricategory with two
duality operations and an additional pivotal structure. This is work is motivated by defects
in topological field theories.

1 Introduction

Tensor categories are intimately linked with low-dimensional topology via 3-dimensional topo-
logical field theory and 2-dimensional conformal field theories (TFT and CFT). There is on-
going work by many researchers to generalize these theories by constructing on the one hand
non-semisimple theories [17,24] and on the other to include defects in existing semisimple the-
ories [15,25]. It is expected by physics and topological reasons that defects of all codimension
in these theories form a tricategory with certain dualities. In an oriented theory, the dualities
should be equipped with additional structures. We propose the notion of a pivotal tricate-
gory with duals as structure of oriented defects in 3-d TFT. It is expected that an important
class of defects can be obtained from bimodule categories over tensor categories [16, 25]. We
define the class of inner-product bimodule categories over pivotal finite tensor categories and
show that these define a pivotal tricategory with duals. This naturally leads to a notion of
∗-Morita equivalence for pivotal finite tensor categories, in particular it allows to transport
pivotal structures to the categories of endofunctors. We show that inner-product module
categories are linked with Frobenius algebras in tensor categories.

Defects in TFT Defects arose first in the physics literature as lower-dimensional regions
seperating different phases of a statistical mechanical theory. The defects themselves can have
defects of lower dimensions. In a 3-dimensional theory, a general defect is located on a surface,
that itself could contain line defects which in turn might exhibit various point defects. If the
theory is topological and the defects are topological, there should be a notion of a fusion
of two defects of a given codimension to a defect of the same codimension. Furthermore
one requires some sort of associativity and unital properties of the fusion. In the case of 2-
dimensional theories [5] considers the bicategory of bimodules over algebras as defects. In three
dimensions the relevant notion is that of a tricategory. If additionally the defects are oriented,
orientation reversal corresponds to certain duality operations in the tricategory including a
relation between the left and right duals of the defects. These structures are formalized in the
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notion of a pivotal tricategory with duals. In particular, in a pivotal tricategory with duals
describing defects, the monoidal category of line defects from a surface defect to itself has
duals and a pivotal structure.

The dualities in a pivotal tricategory with duals are weak duals in the sense that they are
not equipped with fixed coherence structures. In [29] it is shown that a pivotal tricategory
with duals can be strictified to a Gray category with duals [1], where all coherence structures
are fixed such that they suit a 3-dimensional diagrammatic calculus.

It is a fundamental problem to identify for a given TFT and CFT algebraic input data for
defects and to describe the corresponding tricategory. In the case of a semisimple TFT, it is
argued in [16], that bimodule categories describe a large class of surface defects. In [16, 22],
the close relationship between defects and Frobenius algebras is discussed. The oriented
semisimple TFT of [2, 32] uses a spherical fusion category as algebraic input datum. It is
natural to expect that the bimodule categories have to be compatible with the spherical
structure in order to define surface defects. A possible compatibility that is intimately related
to Frobenius algebras is provided by the notion of a (bi)module trace [30]. For non-semisimple
tensor categories we propose a categorification of inner-product modules as algebraic datum
for surface defects.

Inner-product modules Inner-product module were first defined by Kaplansky [21] in
the setting of C∗-algebras and used by Rieffel [28] to define the notion of strong Morita
equivalence for C∗- and W ∗-algebras. The theory was developed in an algebraic setting in [4]
for ∗-algebras C over C and more general ordered rings, where ∗ is an antilinear involutive
antihomomorphism. The following is a slight modification of the definition in [4].

Definition 1.1 Let C be a ∗-algebra over C. An inner-product module over C is a C-module
M with a C-valued sesquilinear inner product C〈., .〉

M : M ×M → C that is non-degenerate,
C-linear in the first argument, i.e. C〈c ⊲m, m̃〉 = c · 〈m,m̃〉 and satisfies C〈m, m̃〉M =
(C〈m̃,m〉M )∗.

An inner product bimodule DMC for two ∗-algebras is a bimodule that is both a left D and
right C inner product module, such that C〈m⊳c, m̃〉M = C〈m,m̃ ⊳ c∗〉M and 〈d ⊲m, m̃〉MD =
〈m,d∗ ⊲ m̃〉MD .

One motivation for this definition is that inner-product bimodules over ∗-algebras form a
bicategory with objects ∗-algebras, 1-morphisms inner-product bimodules and 2-morphisms
intertwiners. The D-valued inner-product of the relative tensor product DMC ⊗C CNE of two
bimodule categories is thereby defined by the so-called Rieffel-induction: For m⊗ n, m̃⊗ ñ ∈
M ⊗N ,

D〈m⊳ C〈n, ñ〉
N
, m̃〉M (1.1)

is C-balanced and induces a D-valued inner product on DMC⊗CCNE . Restricted to invertible
inner-product bimodules, this bicategory leads to the ∗-Picard groupoid for ∗-algebras and to
the notion of ∗-Morita equivalence [28].

We apply these notions to tensor categories using the following observation. If C is a pivotal
tensor category over C, its complexified Grothendieck ring Gr(C) is naturally a ∗-algebra,
where the ∗-structure is given by the (say left) duality operation on C extended antilinearly
to the complexification. The pivotal structure serves to guarantee the identity ∗∗ = 1 on
Gr(C). Furthermore, for bimodule categories DMC over finite tensor categories, there exist
inner hom functors, that provide the Grothendieck group Gr(M) with the structure of an
(Gr(D), Gr(C))-bimodule with two algebra valued inner-products, apart from the condition
〈m,n〉∗ = 〈n,m〉. Our definition of an inner-product bimodule category is such that its
Grothendieck group satisfies also this relation.

While in Definition 1.1 the inner-products are additional structure on the bimodules, in our
categorified version, the inner products are canonically given by the inner-hom for a bimodule
category. It is just a coherent isomorphism Im,n : 〈m,n〉∗ ≃ 〈n,m〉 for objects m,n ∈ M that
appears as additional structure. It might be interesting to consider also bimodule categories,
where a different inner product is part of the structure.
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Results Our first result considers bimodule categories over finite tensor categories.

Theorem 1.2 Finite tensor categories, finite bimodule categories, right exact bimodule func-
tors and bimodule natural transformations form an algebraic tricategory Bimod in the sense
of [20].

This result is obtained using the 2-functorial properties of the tensor product of bimodule
categories in a systematic way. It extends the work of [19] and is built heavily on the results
of [13, 14]. For the existence of the tensor product of bimodule categories we rely on [8] and
the subsequent work [10]1.

Using the inner hom functors we describe duals for the bimodule categories in this tri-
category. These dualities were obtained by different methods in [8] and independently in the
semisimple case in [29]. The methods in this article are generalizations of the methods used
in [29]. We show that for separable bimodule categories [8], the bimodule functors have both
adjoints and thus the tricategory of separable bimodule categories is a tricategory with (two
types of) duals [8,14]. The calculus of the inner homs allows furthermore to characterize the
Serre equivalences between the left and right duals of separable bimodule categories.

For a pivotal tricategory with duals we furthermore ask for a pivotal structure for the
bimodule functors. To this end we define inner-product bimodule categories over pivotal
finite tensor category and show the following.

Theorem 1.3 Inner-product bimodule categories over pivotal finite tensor categories form a
pivotal tricategory with duals. In particular, the category of endofunctors for an inner-product
module category is again a pivotal finite tensor category in a canonical way.

It is shown that a version of the Rieffel-induction on inner homs holds for finite bimodule
categories and this is used in a crucial way to induce the structure of an inner-product bimod-
ule category on the tensor product of two inner-product bimodule categories. The invertible
morphisms in this tricategory lead to notion of ∗-Morita equivalence for pivotal finite ten-
sor categories. Examples of inner-product module categories are obtained from Frobenius
algebras and from module traces [30] in the semisimple case:

Theorem 1.4 i) If A ∈ C is a special symmetric Frobenius algebra in a pivotal finite
tensor category C, then the category of modules Mod(C)

A
is a C-inner-product module

category.

ii) A semisimple bimodule category DMC over spherical fusion categories C, D with bimodule
trace is an inner-product bimodule category.

TFTs with defects of all codimension are expected to define also fully-extended TFTs [26].
It is not surprising that some of the structures in this work appear also in the work [8] on fully
dualizable 3-d TFTs. It is shown in [9] using different methods that finite bimodule categories
over finite tensor categories form even a symmetric monoidal tricategory and in [8] that finite
tensor categories are 2-dualizable in this symmetric monoidal tricategory. Furthermore it is
argued that they should lead to a non-compact framed 3-d TFT. The tricategory Bimod should
then constitute defects for this TFT. It is natural to expect that inner-product bimodule
categories are related to a homotopy fixed point for passing from this framed to an oriented
theory.

Our description of the duals in Bimod uses mainly tools from enriched category theory
and might be interesting for other higher categories as well.

Structure of the article In Section 2 we recall the basic notions of bimodule categories,
bimodule functors, bimodule natural transformations and balanced functors. We then inves-
tigate the tensor product of module categories in Section 3. In the remainder of this section
we develop the theory of multi-module categories that serves as an important tool in the
proof that bimodule categories over finite tensor categories form a tricategory. In Section 4
we define tricategories with duals and pivotal tricategories. Next we enhance the existing cal-
culus of the inner hom and use it to define the duals for bimodule categories. Furthermore we

1We are grateful to the authors for communicating early drafts of [9, 10].
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discuss the Serre bimodule functors between the left and right duals of a separable bimodule
category. In the last section we define inner-product bimodule categories and show that they
form a pivotal tricategory. The example of Frobenius algebras and the relation with bimodule
traces for semisimple module categories is discussed. The appendix contains definitions and
conventions for duals in monoidal categories, bicategories and the definition of an algebraic
tricategory.

Part of this work, especially some results of Section 3 appeared in the authors PhD thesis
[29].

2 Preliminaries on (bi)module categories

We summarize definitions and known results about module categories over finite tensor cate-
gories. Let k be a field. Throughout this work, all categories are assumed to be k-linear and
abelian and all functors are requested to be linear unless stated otherwise.

Module categories, functors and natural transformations The definition of a
finite tensor category is recalled in Definition A.3. The systematic investigation of module
categories over finite tensor categories, was initiated in [14].

Definition 2.1 ( [27], [3]) Let C be a finite tensor category. A (left) C-module category is
a finite k-linear abelian category M, together with a bilinear exact functor ⊲ : C×M → M,
called the action of C on M, and natural isomorphisms

µ
M
x,y,m : (x⊗ y) ⊲m → x ⊲(y ⊲m), λ

M
m : 1C ⊲m → m, (2.1)

for all x, y ∈ C, m ∈ M, called the module constraints, such that the diagrams

((x⊗ y)⊗ z) ⊲m

(x⊗ (y ⊗ z)) ⊲m (x⊗ y) ⊲(z ⊲m)

x ⊲((y ⊗ z) ⊲m) x ⊲(y ⊲(z ⊲m)),

ωx,y,z ⊲ idm

µM
x⊗y,z,m

µM
x,y⊗z,m µM

x,y,z ⊲ m

idx ⊲µM
y,z,m

(2.2)

and

(x⊗ 1) ⊲m x⊲(1 ⊲m)

x ⊲m

µM
x,1,m

ρx ⊲m

1x ⊲λM
m

(2.3)

commute for all objects x, y, z ∈ C and m ∈ M, where the isomorphisms ωx,y,z : (x ⊗ y) ⊗
z → x ⊗ (y ⊗ z) and ρx : x ⊗ 1 → x are the constraint morphisms of C as a monoidal
category. To emphasize that M is a left C-module category, we denote it CM. Whenever this
is unambiguous, we denote the constraints of M just by µ and λ.

The definition of a right C-module category MC is analogously given in terms of a bilinear
exact functor ⊳ : MC ×C → MC. We denote the constraint for the unit of a right module
category by ρMm : m⊳1C → m and where it is otherwise ambiguous, we denote a left module
action on a category M by µM,l or just µl and the right module action by µM,r or just µl.

It is clear, that a D-module category structure on M is the same as a tensor functor
L− : D → Fun(M,M), where Ld(m) = d ⊲m for d ∈ D and m ∈ M.

The following is an important subclass of module categories, that is investigated in detail
in [14].

Definition 2.2 ( [14, Def. 3.1]) A module category CM is called exact, if for any projective
object P ∈ C and any object m ∈ M, the object P ⊲m is projective in M.
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If C is semisimple, a module category CM is exact if and only if it is semisimple [14].
We denote by C

rev the category C with the reversed monoidal product, but the same
source and target map for the morphisms. This has to be distinguished from C

op which is the
category C with reversed order of the arrows but with the same monoidal product as C. It
follows directly from the definitions, that a C-right module category is the same as a C

rev-left
module category.

Example 2.3 We consider some examples of module categories over C.

i) Let Vect denote the category of finite dimensional k-vector spaces regarded as semisimple
tensor category. Every finite linear category M is a Vect-module category with action
determined by HomM(m̃, V ⊗m) = HomM(m̃,m)⊗k V for V ∈ Vect, m, m̃ ∈ M.

ii) The category C itself is a left C- and right C-module category with actions given by the
tensor product. It is exact as left C- and right C-module category.

iii) Let A ∈ C be an algebra object, then the category Mod(C)
A
of A-right modules in C is

naturally a left C-module category with module action given by the tensor product.

Remark 2.4 Let CM be a C-module category and N any finite category. It is clear that the
functor ⊲×1N : C×M×N → M×N satisfies the properties (2.2) and (2.3) of a C-module
action on M×N. We will thus abuse notation and call the category CM×N also a C-
module category, although the functor ⊲×1N is of course only bilinear with respect to the
first argument but not bilinear as a functor C×(M×N) → M×N.

Module functors between left C-module categories ( CM, µM, lM) and ( CN, µN, lN) are
functors with additional constraint isomorphisms that relate the two module actions.

Definition 2.5 ( [27]) A C-module functor F : CM → CN is a linear functor F together with
natural isomorphisms φF

x,m : F(x ⊲m) → x ⊲F(m), such that the diagrams

F((x⊗ y) ⊲m)

F(x ⊲(y ⊲m)) (x⊗ y) ⊲F(m)

x ⊲ F(y ⊲m) x ⊲(y ⊲F(m))

F(µM
x,y,m)

φF

x⊗y,m

φF

x,y ⊲m µN
x,y,F(m)

idx ⊲φF

y,m

(2.4)

and
F(1C ⊲m)

φF

1C,m

xxqq
qq
qq
qq
qq

F(λM
m )

%%❑
❑❑

❑❑
❑❑

❑
❑

1C ⊲F(m)
λN
F(m)

// F(m),

(2.5)

commute for all x, y ∈ C and m ∈ M. We sometimes write (F, φF) for a module functor
and call φF a left module constraint for F. Whenever this is unambiguous, we denote the
constraint just by φ. There is the analogous definition for module functors between right
C-module categories.

Natural transformations between module functors are required to be compatible in the fol-
lowing way.

Definition 2.6 ( [27]) Let (F, φF) : CM → CN and (G, φG) : CM → CN be module functors.
A module natural transformation η : F → G is a natural transformation such that the diagram

F(x ⊲m) G(x ⊲m)

x ⊲ F(m) x ⊲G(m),

ηx ⊲m

φF

x,m φG

x,m

idx ⊲ ηm

(2.6)

commutes for all x ∈ C and m ∈ M.

5



It is easy to see that the composite of module natural transformations is again a module natu-
ral transformation. Hence, for module categories CM and CN, the module functors and mod-
ule natural transformations from CM to CN form a category that is denoted FunC ( CM, CN).

Bimodule categories When combined, the notions of left and right module categories
lead to the notion of bimodule categories. First we present a compact definition of a bimodule
category that uses the notion of the Deligne product [6] of abelian categories. For finite tensor
categories C and D, the category C⊠D is again a finite tensor category, see also [11, Section
1.46] for more details.

Definition 2.7 A (D,C)-bimodule category DMC is a left D⊠C
rev-module category. A bi-

module category DMC is called exact if it is exact as a D⊠C
rev-module category.

If one unpacks this definition, one sees that a (D,C)-bimodule category DMC is the same as
a left D- and right C-module category DMC together with a family of natural isomorphisms
γd,m,c : (d ⊲m) ⊳ c → d ⊲(m⊳c), for d ∈ D, c ∈ C and m ∈ M, that satisfies pentagon diagrams
with respect to the action of C, D and the triangle diagram with respect to the units, see
e.g. [19, Proof of Prop. 2.12]. This second view on bimodule categories allows for the notion
of biexact bimodule categories.

Definition 2.8 Let C, D be finite tensor categories. A biexact (D,C)-bimodule category DMC

is a finite bimodule category that is exact both as a left C-module and as right D-module
category.

This definition differs from the weaker notion of an exact bimodule category in Definition
2.7. To see the difference consider CC as (C,Vect)-bimodule category. It is an exact left
C⊠Vect ≃ C- module category, hence an exact bimodule category in the sense of Definition
2.7. However it is only an exact right Vect-module category if C is semisimple, hence in general
not a biexact bimodule category. However the converse statement holds in general.

Lemma 2.9 A biexact (D,C) bimodule category DMC is an exact D⊠C
rev-module category.

Proof. According to [8, Lemma 3.3.6], exactness of a module category MC is equivalent to
the property that for a set of generating projective objects P = {pα}, pα ⊲m is projective
for all m ∈ M and all α. If {pα} and {qβ} are sets of generating projective objects for C

and D, then {pα ⊠ qβ} is a set of generating projective objects of C⊠D. This can be seen
most easily if we choose Vect-algebras A and B, such that C ≃ ModA, D ≃ ModB as linear
categories. Then {A} and {B} are generating projective objects of C and D, while {A ⊗B}
is generating projective for C⊠D ≃ ModA⊗B . Assume now that DMC is a biexact bimodule
category and {pα} and {qβ} are sets of generating projective objects for C and D. Then
(pα ⊠ qβ) ⊲m = pα ⊲m⊳ qβ is projective, hence DMC is an exact bimodule category. �

Clearly, C is a (C,C)-bimodule category with actions given by the tensor product, see Example
2.3 ii). This bimodule category is denoted CCC and called the unit bimodule category.

The compact definition of a bimodule category also directly defines bimodule functors
and bimodule natural transformations between (D,C)-bimodule categories as D⊠C

rev-module
functors and D⊠C

rev-module natural transformation. The following gives a more explicit
characterization of bimodule functors, see [19].
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Lemma 2.10 A bimodule functor F : DMC → DNC is the same as a left D- and right
C-module functor with module constraints φl and φr, respectively, such that

F((x ⊲m) ⊳ y)

F(x ⊲(m⊳ y)) F(x ⊲m) ⊳ y

x ⊲F(m⊳ y) (x ⊲F(m)) ⊳ y

x ⊲(F(m) ⊳ y)

F(γx,m,y)

φr
x ⊲ m,y

φl
x,m⊳ y φl

x,m ⊳ 1y

1x ⊲φr
m,y

γx,F(m),y

(2.7)

commutes for all possible objects.

A bimodule natural transformations in turn, is the same as a left and right module natural
transformation, see [29, Lemma 2.3.6] for details.

The category of bimodule functors and bimodule natural transformations between two
bimodule categories DMC and DNC is denoted FunD,C (DMC, DNC). It is straightforward to
see that for two finite tensor categories C and D, the (D,C)-bimodule categories DMC, DNC,
(D, C)-bimodule functors F,G : DMC → DNC and (D,C)-bimodule natural transformations
η : F → G form a 2-category called Bimod(D,C) with the composition of functors as horizontal
composition and the composition of natural transformations as vertical composition.

Proposition 2.11 Let CMD and CND be bimodule categories.

i) A right (left) exact bimodule functor F : CMD → CND has a right (left) adjoint that
is naturally bimodule functors from CND to CMD such that the adjunctions consist of
bimodule natural isomorphisms.

ii) If CMD and CND are exact bimodule categories, every bimodule functor F : CMD →

CND is exact, in particular the monoidal category FunD,C (DMC, DMC) has left and
right duals.

Proof. It is a well known fact that a functor between finite linear categories has a right (left)
adjoint if and only it is right (left) exact, see [10] for a detailed discussion. There is a unique
way to equip the adjoint of a bimodule functor with the structure of a module functor, such
that the adjunctions consist of bimodule natural isomorphisms, see e.g. [14, Sec. 3.3]. The
second statement is shown in [14, Lemma 3.21]. The duals in FunD,C (DMC, DMC) are thus
given by the the left and right adjoint functors Fr, and Fl. �

Moreover, for each bimodule natural transformation η : F → G between exact bimodule
functors, there are canonical bimodule natural transformations ηl : Gl → Fl and ηr : Gr → Fr.
It is shown in [14], that for exact module categories CM and CN, all module functors in
FunC ( CM, CN) are exact and thus FunC ( CM, CM) has left and right duals, moreover it is a
again a finite tensor category that is also denoted C

∗

M.

The dual bimodule categories Let DMC be a (D,C)-bimodule category. We then
define two (C,D)-bimodule categories CM

#
D and #

CMD as follows: As categories, they are
both M

op, with actions
c ⊲

#
m⊳

#
d = ∗

d ⊲m⊳
∗
c, (2.8)

for m ∈ CM
#
D, and

c
#
⊲m

#
⊳ d = d

∗
⊲m⊳ c

∗ (2.9)

for m ∈ #
CMD. These conventions agree with [8, Def. 3.4.4].

Balanced functors In the sequel we require, in addition to module functors, another
notion of compatibility of functors with module structures. The following definition is taken
from [13, Def 3.1] with the minor change of adding the obvious compatibility axiom with the
units.
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Definition 2.12 Let A be a linear category.

i) A bilinear functor F : MC × CN → A is called C-balanced with balancing constraint βF,
if it is equipped with a family of natural isomorphisms

β
F

m,c,n : F(m⊳c× n) → F(m× c ⊲ n), (2.10)

such that the pentagon diagram

F(m⊳(x⊗ y)× n)

F((m⊳x) ⊳ y × n) F(m× (x⊗ y) ⊲ n)

F(m⊳x× y ⊲ n) F(m× x ⊲(y ⊲ n))

F(µM
m,x,y × 1n)

βF

m,x⊗y,n

βF

m⊳ x,y,n F(1m × µN
x,y,n)

βF

m,x,y ⊲ n

(2.11)

and the triangle diagram

F(m⊳1C ×n) F(m× 1C ⊲n)

F(m× n)

βF

m,1,n

F(ρM
m × 1n)

F(1m × λN
n )

(2.12)

commute for all possible objects. We denote the balancing constraint βF simply by β if
this is unambiguous.

ii) Let F,G : MC × CN → A be balanced functors. A balanced natural transformation η :
F → G is a natural transformation η : F → G, such that the diagrams

F(m⊳c× n)
ηm⊳c×n

//

βF

m,c,n

��

G(m⊳c× n)

βG

m,c,n

��
F(m× c ⊲ n)

ηm×c ⊲n

// G(m× c ⊲ n)

(2.13)

commute for all possible objects.

It is clear that the identity natural transformation 1F : F → F for a balanced functor F is
balanced and that the composition of balanced natural transformations yields a balanced
natural transformation. Hence the balanced functors and balanced natural transformations
from MC × CN to A form a category that is denoted Funbal(MC × CN,A).

As example for a balanced functor, consider a module category CM. It is straightforward
to see that the action ⊲ : C×M → M is a balanced functor. The following statement follows
directly from the definitions.

Lemma 2.13 The composition of functors and natural transformations defines functors

i) Funbal(M′

C × CN
′
,A)× FunC,C (MC × CN, M

′

C × CN
′) → Funbal(MC × CN,A),

ii) Fun(A,B)× Funbal(MC × CN,A) → Funbal(MC × CN,B).

Balanced module functors The following combines the notion of module functor with
the notion of a balanced functor.

Definition 2.14 A balanced (left) D-module functor F : DMC × CN → DY is a balanced
functor with balancing structure bF that is also a module functor with module structure φF

8



such that the diagram

F((d ⊲m) ⊳ c× n) F(d ⊲m× c ⊲ n)

F(d ⊲(m⊳c)× n) d ⊲F(m× c ⊲ n)

d ⊲F(m⊳c× n)

βF

d ⊲ m,c,n

F(γd,m,c × n) φF

d,m×c ⊲ m

φF

d,m⊳ c×n d ⊲ βF

m,c,n

(2.14)

commutes for all objects c ∈ C, d ∈ D, m ∈ M and n ∈ N. Balanced right module functor are
defined analogously.

A balanced bimodule functor is a bimodule functor that is a balanced left- and a balanced
right module functor. A balanced module natural transformation between balanced module
functors is a natural transformation that is balanced and a module natural transformation.

It is clear that the balanced bimodule functors from DMC × CNE to DYE together with bal-
anced bimodule natural transformations form a category Funbal

D,E (DMC × CNE, DYE).
For example, if DMC is a bimodule category, the actions ⊲ : D×DMC → DMC and

⊳ : DMC ×C → DMC are balanced bimodule functors, when we consider C and D as bimodule
categories. The following statements follow directly from the definitions.

Lemma 2.15 i) The left action of C on CMD ×DN is given by D-balanced module func-
tors Lc : CMD ×DN → CMD ×DN for all c ∈ C.

ii) A left C-module functor F : CMD ×DN → CY that is also D-balanced is a balanced
module functor if and only if the left module constraints φF

c : F ◦ LM×N
c → LY

c ◦ G are
balanced natural isomorphisms for all c ∈ C.

Inner hom objects An important tool in the theory of module categories is the inner
hom. In this work, the inner hom will play a dominant role in the construction of duals
for bimodule categories. Let DM be a left D-module category. For m,m̃ ∈ M, the functor
HomM((−) ⊲m, m̃) : C

op → Vect is left exact and thus representable [14, Sec. 3.2]. The
following is a change in convention with regard to the definition used in [27] as will be explained
in detail in Lemma 2.17.

Definition 2.16 Let DM be a left D-module category. An inner hom for M is an object

D〈m, m̃〉M ∈ D for all m, m̃ ∈ M together with natural isomorphisms

α
M

d,m,m̃ : HomM(m,d ⊲ m̃) ≃ HomD(D〈m, m̃〉M , d), (2.15)

for all d ∈ D and m, m̃ ∈ M.

We write D〈m, m̃〉 for the inner hom objects and omit the labels of α, when the relevant
module category M is clear from the context. If they exist inner homs are unique up to a
unique isomorphism and determine a bilinear functor

M×M
op ∋ (m× m̃) 7→ D〈m,m̃〉M ∈ D, (2.16)

called the inner hom functor. Analogously, a right C-module category NC gives rise to an
inner hom with natural isomorphisms

α
N

ñ,n,c : HomC( 〈ñ, n〉
N

C
, c) ≃ HomN(n, ñ ⊳ c), (2.17)

that yield a functor
N

op ×N ∋ (ñ× n) 7→ 〈ñ, n〉N
C
∈ C . (2.18)

Next we show that inner hom objects exist in our setting and compare their definition with
the usual definition of inner hom in the literature.

Lemma 2.17 Let DMC be a module category.
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i) There exists a left exact functor

HomD : M×M
op ∋ (m, m̃) 7→ HomD(m, m̃) ∈ D

together with natural isomorphisms

HomM(d ⊲ m̃,m) ≃ HomD(d,Hom(m̃,m)). (2.19)

ii) Similarly, there exists a left exact functor

HomC : Mop ×M ∋ (m̃,m) 7→ HomC(m̃,m) ∈ C

with natural isomorphisms

HomM(m⊳c, m̃) ≃ HomC(c,HomC(m, m̃)). (2.20)

iii) There are natural isomorphisms

D〈m,m̃〉M ≃ ∗
HomD(m, m̃) and 〈m̃,m〉M

C
≃ Hom(m, m̃)∗.

In particular, inner hom objects exist for finite tensor categories. Moreover, the functors

D〈−,−〉M and 〈−,−〉M
C

are right exact in each argument.

Proof. The objects Hom(m, m̃) in the first two parts are what are more commonly called inner
hom objects, see [14, Sec. 3.2]. The existence and the left exactness of Hom(−,−) follows
directly from the left exactness of the Hom-functor. For the last part we compute using the
duality in D

Hom(D〈m, m̃〉M , d) ≃ Hom(m, d ⊲ m̃) ≃ Hom(d∗ ⊲m, m̃)

≃ Hom(d∗,HomD(m, m̃)) ≃ Hom(∗ Hom(m, m̃), d).
(2.21)

All isomorphisms are natural in all arguments and induce a natural isomorphism D〈m, m̃〉M ≃
∗
HomD(m, m̃) by the Yoneda-Lemma. The second isomorphism is obtained similarly. Since

the duality functor of a finite tensor category is an exact functor (−)∗ : D → D
op, it follows

that the inner hom functors from Definition 2.16 and Equation (2.17) are right exact. �

The inner hom functors are compatible with the module structures in the following way.

Proposition 2.18 Let C and D be finite tensor categories and DMC a bimodule category.

i) The D-valued inner hom is a C-balanced bimodule functor

D〈−,−〉M : DMC ×#
CMD → DDD,

i.e. there are coherent natural isomorphisms

D〈d ⊲m, m̃〉M ≃ d⊗ D〈m, m̃〉M , D

〈
m, m̃

#
⊳ d

〉
M

≃ D〈m,m̃〉M ⊗ d (2.22)

and

D〈m⊳c, m̃〉M ≃ D

〈
m, c

#
⊲ m̃

〉M

. (2.23)

ii) The C-valued inner hom is a D-balanced bimodule functor

〈−,−〉M
C

: CM
#
D ×DMC → CCC,

i.e. there are coherent natural isomorphisms

〈m̃,m ⊳ c〉M
C

≃ 〈m̃,m〉M
C

⊗ c,
〈
c ⊲

#
m̃,m

〉M

C

≃ c⊗ 〈m̃,m〉M
C

(2.24)

and

〈m̃, d ⊲m〉M
C

≃
〈
m̃ ⊳

#
d,m

〉M

C

. (2.25)
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Proof. Most of these natural isomorphisms are defined in [27, Lemma 5]. All natural iso-
morphisms are obtained directly from the definitions of the inner hom and the isomorphisms
induced by the dualities in the tensor categories. �

For the unit bimodule category CCC, the inner homs are for example given by C〈x, x̃〉 = x⊗∗x̃

and 〈x̃, x〉
C
= x̃∗ ⊗ x.

If we pass from a module category DM to the Grothendieck ring Gr(M), Proposition 2.18
shows that the inner hom satisfies all requirements of a Gr(D)-valued inner product except
the compatibility with the ∗-involution. This compatibility will be considered in Section 5.

The inner hom allows to prove the following theorem.

Theorem 2.19 ( [14]) Let CM be an module category over C. Then there exists an algebra
object A ∈ C, such that CM is equivalent to Mod(C)

A
, the category of A-right modules in D

with D-left action given by the tensor product.

Next we recall the inner hom for the module categories obtained from algebras.

Example 2.20 We summarize the computation of the inner hom objects in the case of

CN = Mod(C)
B

and the C
∗

M-valued inner hom for MC =
A
Mod(C) in [14, Example 3.19].

Note that for a right B-module in Mod(C)
B
, ∗n is naturally a left B-module, while for

m ∈
A
Mod(C), m∗ is a right A-module. Using the tensor product over the algebra B in C,

see [11, Def. 2.9.22], we compute

HomC( C〈n, ñ〉
N
, c) ≃ HomN(n, c⊗ ñ) = HomC(n⊗B

∗
n, c).

It follows that C〈n, ñ〉
N = n⊗B

∗ñ. It is shown in [11, Prop. 2.12.2], that

C
∗

M = FunC (
A
Mod(C),

A
Mod(C)) =

A
Mod(C)

A
,

where
A
Mod(C)

A
is the category of (A,A)-bimodules in C with the tensor product ⊗A over A

as monoidal structure. We compute the inner hom of
A
Mod(C) regarded as left

A
Mod(C)

A
-

module category. Let x ∈
A
Mod(C)

A
, then

Hom
AMod(C)A(C∗

M
〈m, m̃〉M, x) = HomM(m,x⊗A m̃) ≃ Hom

AMod(C)A (A,x⊗A m̃⊗m
∗)

= Hom
AMod(C)A(

∗
(m̃⊗m

∗), x),
(2.26)

where the left dual in the last expression is taken in
A
Mod(C)

A
. It follows that C∗

M
〈m,m̃〉M =

∗(m̃⊗m∗).

3 The tricategory of bimodule categories

The goal of this section is to show that finite tensor categories, bimodule categories, right exact
bimodule functors and bimodule natural transformation form an algebraic tricategory [20], see
also Definition B.1. The idea of the proof is a direct generalization of the analogous statement
in [29] in the semisimple case. To simplify notation, we make the following assumptions. In
this section we assume that all tensor categories are finite and all module categories are finite
unless specified otherwise. Furthermore, all functors are assumed to be right exact.

The results in this section are a generalization of the results in [29, Sec. 3] to the non-
semisimple case.

3.1 The tensor product of module categories

In this subsection we first recall the definition of the tensor product of module categories.
The tensor product is defined by an universal property with respect to right exact balanced
functors. Then we show that the tensor product naturally defines a 2-functor from a suitable
2-category into the 2-category of abelian categories.

Let MC and CN be left and right C-module categories, respectively. A tensor product
MC � CN of MC and CN is a linear abelian category that is defined -up to equivalence of
categories- by a universal property that can be regarded as the analogue of the universal
property of the tensor product of modules over a ring. The definition uses the category
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Funbal(MC × CN,A) of (right exact) balanced functors and balanced natural transformations
from MC × CN to a linear category A. The following definition is an extension of [13, Def-
inition 3.3] in the sense that we require a fixed adjoint equivalence as part of the data of a
tensor product.

Definition 3.1 A tensor product (MC � CN,BM,N,ΨM,N, ϕM,N, κM,N) of a right C-module
category MC with a left C-module category CN is a finite linear abelian category MC � CN

together with

i) a C-balanced functor BM,N : MC × CN → MC � CN, such that the functor

ΦM,N : Fun(MC � CN,A) → Funbal(M×N,A)

G 7→ G ◦ BM,N

(3.1)

is an equivalence of categories. Here Fun(MC � CN,A) denotes the category of (right
exact) functors MC � CN → A to some linear abelian category A.

ii) a choice of a functor

ΨM,N : Funbal(MC × CN,A) → Fun(MC � CN,A) (3.2)

together with a specified adjoint equivalence ϕM,N : 1 → ΦM,NΨM,N and κM,N : 1 →
ΨM,NΦM,N between ΦM,N and ΨM,N.

For simplicity we sometimes write m�n instead of B(m×n) for m×n ∈ MC × CN. We record
the existence of the tensor product from the literature.

Theorem 3.2 The tensor product MC � CN of finite module categories MC, CN exists. In
particular it has the following descriptions.

i) The tensor product is equivalent to the following functor categories

MC � CN ≃ FunC ( CM
#
, CN) ≃ FunC (#

NC, MC).

ii) If we choose algebras A,B ∈ C such that MC ≃
A
Mod(C), CN ≃ Mod(C)

B
, then

MC � CN ≃
A
Mod(C)

B
, the category of (A,B)-bimodules in C. In this case, the uni-

versal balancing functor is given by the tensor product ⊗ :
A
Mod(C)×Mod(C)

B
→

A
Mod(C)

B
.

Proof. The first description of the tensor product is shown in [8, Cor. 3.4.11] in general and
in [13] in the semisimple case. The second statement is shown in [10], see [8, Thm. 3.2.17]. �

Concretely, for every balanced functor F : MC × CN → A, the tensor product yields a functor
F̂ = ΨM,N(F) : M�N → A, that is unique up to unique natural isomorphism. The following
lemma is a direct consequence of the properties of the adjoint equivalence in the definition of
the tensor product.

Lemma 3.3 Let F,G : MC × CN → A be balanced functors. For every balanced natural
transformation ρ : F → G there exists a unique natural transformation ρ̂ : F̂ → Ĝ, such that

(ρ̂ ◦ B) · ϕ(F) = ϕ(G) · ρ. (3.3)

Next we consider the 2-functorial properties of the tensor product. Denote by Catlin

the 2-category of linear abelian categories, (right exact) linear functors and linear natural
transformations.

Proposition 3.4 The tensor product defines a 2-functor

� : Mod
r(C)×Mod

l(C) → Cat
lin
, (3.4)

where Modr(C), Modl(C) denote the 2-categories of right and left C-module categories, respec-
tively. This amounts for the following structures: Let MC, M

′

C and CN, CN
′ be C-left- and

right module categories, respectively.
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i) For every bimodule functor F : MC × CN → M
′

C × CN
′, the tensor product of module

categories defines a functor Ψ(BM′,N′F) : MC � CN → M
′

C � CN
′, called F̂ in the sequel,

and a balanced natural isomorphism

M×N M
′ ×N

′

M�N M
′
�N

′ .

F

BM,N BM′,N′
ϕF

F̂

(3.5)

ii) For every pair of bimodule functors F,G : MC × CN → M
′

C × CN
′ and every bimodule

natural transformation ρ : F → G, there is a unique natural transformation ρ̂ : F̂ → Ĝ,
such that

(ρ̂ ◦ BM,N) · BF = BG · ρ. (3.6)

This is equivalent to imposing the following condition on the associated diagrams

M×N M
′ ×N

′

M�N M
′
�N

′,

BM,N

F

G

BM′,N′
ϕG

Ĝ

ρ

=

M×N M
′ ×N

′

M�N M
′
�N

′ .

BM,N

F

BM′,N′

ϕF

F̂

Ĝ

ρ̂

(3.7)

iii) For any two composable bimodule functors F : MC × CN → M
′

C × CN
′, G : M

′

C × CN
′ →

M
′′

C × CN
′′, there is a unique natural isomorphism φG,F : ĜF̂ → ĜF such that the following

diagram of natural isomorphisms commutes:

BM”,N”GF ĜBM′,N′F

ĜFBM,N ĜF̂BM,N.

ϕGF

ϕGF ĜϕF

φG,FBM,N

(3.8)

iv) For three composable bimodule functors F : MC × CN → M
′

C × CN
′, G : M

′

C × CN
′ →

M
′′

C × CN
′′, H : M

′′

C × CN
′′ → M

′′′

C × CN
′′′, the following diagram of natural isomor-

phisms commutes

ĤĜF̂ ĤGF̂

ĤĜF ĤGF.

φH,GF̂

ĤφG,F φHG,F

φH,GF

(3.9)

v) The natural transformation κM,N from Definition 3.1 defines a natural isomorphism

κM,N(1M�N) : 1̂M×N → 1M�N, (3.10)

such that for all bimodule functors F : MC × CN → M
′

C × CN
′ the following diagrams

commute

F̂1̂M×N F̂ 1̂M×NF̂ F̂

F̂1M�N, 1M′ �N′ F̂.

F̂κ(1M�N)

φF,1 φ1,F

κ(1M′ �N′ )F̂
id id (3.11)

Proof. The functor BF in the first part is balanced and hence the functor Ψ(BF) = F̂ is well
defined. From the natural isomorphism ϕ : 1 → ΦΨ in Definition 3.1, we obtain the balanced
natural isomorphism ϕF : BF → F̂B. This shows the first part. Part ii) follows directly by
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applying Lemma 3.3 to the natural transformation Ψ(Bρ), which is denoted ρ̂ in the sequel.
To show statement iii), note that from the first part we obtain balanced natural isomorphisms

ĜF̂B ĜBF BGF ĜFB,
Ĝϕ

−1
F

ϕ
−1
G

F ϕGF (3.12)

which compose to a balanced natural isomorphism from ĜF̂B to ĜFB. The natural isomor-
phism φG,F : ĜF̂ → ĜF is then defined as

φG,F = κ
−1(ĜF) ·Ψ

(
ϕGF · ϕ

−1
G

F · Ĝϕ−1
F

)
· κ(ĜF̂).

This proves the existence and uniqueness of the natural isomorphism φG,F, such that (3.8)
commutes. Hence the third part follows. To show the forth part, note that by definition of
φF,G and by the interchange law for 2-categories, the following diagram commutes

ĤBGF ĤĜBF

BHGF ĤGBF ĤĜF̂B

ĤGFB ĤGF̂B.

ĤϕGF

ĤĜϕF

φH,GBF

ϕHGF

ϕHGF

ϕHGF

ĤGϕF

φH,GF̂B

φHG,FB

(3.13)

Here the interchange law is used to establish the commutativity of the parallelogram on the
right, and part iii) shows the commutativity of the two parallelograms on the left in (3.13).
It also follows from iii) that the following diagram commutes

ĤBGF ĤĜBF

BHGF ĤĜF̂B

ĤGFB ĤĜFB.

ĤϕGF

ĤϕGF

ĤĜϕF

ϕHGF

ϕHGF

ĤφG,FB

φH,GFB

(3.14)

Since all outer arrows in the diagrams (3.13) and (3.14) that do not contain φ agree and all
arrows are labeled by natural isomorphisms, it follows that the diagram

ĤĜF̂B ĤGF̂B

ĤĜFB ĤGFB

φH,GF̂B

ĤφG,FB φHG,FB

φH,GFB

commutes. As the functor Φ is fully faithful, this shows that (3.9) commutes. For the last
statement, note that the natural isomorphism κM,N : 1 → ΨM,NΦM,N from Definition 3.1
provides a natural isomorphism

1̂M×N = Ψ(B ◦ 1M×N) = Ψ(1M�N ◦ B) 1M�N.
κM� N(1M�N) (3.15)

The snake identity (A.3) for the adjoint equivalence then implies that the diagram

Φ(1M×N) = B ΦΨΦ(1M×N) = 1̂M×NB

Φ(1M×N)

Φϕ

1
κΦ (3.16)
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commutes. Hence the diagram

F̂B BF

F̂1̂B F̂B

ϕF

F̂ϕ(B)
id ϕF

F̂κB

(3.17)

commutes. By the unique characterization of the natural isomorphism φ
F̂,̂1

: F̂1̂ → F̂ from

part iii), we deduce that φ
F̂,̂1

= F̂κ(1M�N). The remaining identity is proven analogously

using the unique characterization of φ
1̂,̂F

from part iii). �

Note that the notation F̂ was already used for image of Ψ on balanced functors. It should be
clear from the context, whether a functor is balanced or a module functor, hence the notation is
unambiguous. Moreover, we next unify the notions of balanced functors and module functors,
and regard them as 1-morphisms in a certain 2-category. This provides further justification
for the notation F̂.

The map F 7→ F̂ from the previous proposition for balanced functors F is compatible with
the composition of bimodule functors and balanced functors. To make this statement precise,
we define the following 2-category, that combines balanced functors and bimodule functors
into a single 2-category.

Proposition 3.5 The following data defines a 2-category Modbal
C for a finite tensor category

C.

i) The objects of ModbalC are (C,C)-bimodule categories MC × CN and linear categories A.

ii) The categories of 1- and 2-morphisms between the objects are given by:

(a) For bimodule categories MC × CN and M
′

C × CN
′, ModbalC (MC × CN, M

′

C × CN
′) is

the category Bimod(MC × CN, M
′

C × CN
′) of bimodule functors and bimodule natu-

ral transformation between them.

(b) For a bimodule category MC × CN and a category A, ModbalC (MC × CN,A) is the
category Funbal(MC × CN,A) of balanced functors and balanced natural transfor-
mations between them.

(c) For two categories A, and B, Modbal
C (A,B) is the category Fun(A,B) of functors

and natural transformations between them

(d) There is just the zero morphism from a category A to a bimodule category MC × CN.

iii) The compositions are induced by the horizontal composition of functors and the vertical
composition of natural transformations.

Proof. It follows from Lemma 2.13 that the various compositions of 1- and 2-morphisms are
well defined. It follows by a direct computation that all compositions are strictly associative
and strictly compatible with the units. �

Proposition 3.6 The tensor product of module categories defines a 2-functor

(̂−) : Mod
bal
C → Cat

lin
. (3.18)

Proof. On objects, (̂−) is defined by M̂C × CN = MC � CN and Â = A. On 1-morphisms, (̂−)
is defined as follows. For a bimodule functor F : MC × CN → M

′

C × CN
′, and for a balanced

functor G : MC × CN → A, the functors F̂ : MC � CN → M
′

C � CN
′ and Ĝ : MC � CN → A

are already defined in Definition 3.1 and in Proposition 3.4, i), respectively. For a functor

H : A → B, we define Ĥ = H. On 2-morphisms, (̂−) is already defined for bimodule natural
transformations and balanced natural transformations. For a natural transformation η : H →
H′ between functors H,H′ : A → B, we define η̂ = η.

The coherence structures of (̂−) are the following.

i) For all bimodule categories MC × CN, the coherence isomorphism 1̂M×N → 1M�N is
defined by κM,N(1M�N), as in Proposition 3.4, v).

ii) For composable bimodule functors F,G, there is a natural isomorphism φG,F : ĜF̂ → ĜF

that is defined by Proposition 3.4, iii).
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iii) For composable functors H : A → B and K : B → C, we define φK,H = idKH.

iv) For a balanced functor F : MC × CN → A and a bimodule functor G : M
′

C × CN
′ →

MC × CN, it follows from Lemma 3.3, that there exists a unique balanced natural iso-
morphism φF,G : F̂Ĝ → F̂G, such that the following diagram commutes

FG F̂BG

F̂GB F̂ĜB.

ϕ(F)

ϕ(FG) F̂ϕG

φF,GB

(3.19)

v) For a balanced functor F : MC × CN → A and a functor H : A → B it follows from

Lemma 3.3, that there exists a unique balanced natural isomorphism φH,F : HF̂ → ĤF,
such that the following diagram commutes

HF HF

ĤFB HF̂B.

id

ϕ(HF) Hϕ(F)

φF,GB

(3.20)

The proof that for three composable 1-morphisms, the diagram (A.11) commutes is analogous

to the proof of Proposition 3.4 iv), while the compatibility of (̂−) with the unit from axiom
(A.10) follows analogously to the proof of Proposition 3.4 v). �

3.2 The tensor product of bimodule categories

Next we show that the tensor product of module categories naturally extends to a tensor
product of bimodule categories. Furthermore we consider the corresponding extension of the
tensor product as a 2-functor.

Proposition 3.7 Let DMC and CNE be bimodule categories. The tensor product DMC � CNE

has a canonical structure of a (D,E)-bimodule category, such that

B : DMC × CNE → DMC � CNE (3.21)

is a balanced bimodule functor and for all bimodule categories DAE the adjoint equivalence
from Definition 3.1 restricts to an adjoint equivalence

Φ : FunD,E (DMC � CNE, DAE) → Funbal
D,E (DMC × CNE, DAE),

Ψ : Funbal
D,E (DMC × CNE, DAE) → FunD,E (DMC � CNE, DAE),

(3.22)

where Funbal
D,E (DMC × CNE, DAE) is the category of balanced bimodule functors from Defini-

tion 2.14.

Proof. To define the left D-module structure on M�N, note that for all d ∈ D, the functors
Ld : M×N → M×N provided by the action of d ∈ D are (C,C)-bimodule functors and the
module constraint for the left action of D consists of (C,C)-bimodule natural isomorphisms

µd,d′ : Ld ◦ Ld′ → Ld⊗d′ for all d, d′ ∈ D. Hence we can apply the 2-functor (̂−) from

Proposition 3.6 and we obtain for all d ∈ D functors L̂d : M�N → M�N and natural

isomorphisms µ̂d,d′ : L̂d ◦ L̂d′ → L̂d⊗d′ for all d, d
′ ∈ D. The module constraint (2.2) for these

natural isomorphisms is obtained by applying the 2-functor (̂−) to the corresponding module
constraint for CM.

The right E-module structure on CMD �DNE is defined analogously by considering the
(C, C)-bimodule functors Re : M×N → M×N for all e ∈ E.

It follows that M�N is a (D,E)-bimodule category since the bimodule constraints follow

directly by applying the 2-functor (̂−) to the corresponding diagrams for DMC × CNE.
Next we show that B : DMC × CNE → DMC � CNE is a balanced bimodule functor. By def-

inition of the left D-module structure on DM�N, we obtain balanced natural isomorphisms
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ϕd : BLd → L̂dB for all d ∈ D, that are compatible with the compositions L̂d ◦ L̂d′ according
to Proposition 3.4 iii). This shows that B is a left D-module functor, and by the analogous
argument, a right E-module functor. The compatibility between these two module functor
structures follows from Proposition 3.4, since LdRe = ReLd as functors M×N → M×N for
objects d ∈ D and e ∈ E. Hence B is a bimodule functor, and since the module constraints are
balanced natural isomorphisms, it is also a balanced bimodule functor according to Lemma
2.15.

In the next step we show that the functor Ψ from Definition 3.1 restricts to a functor

Ψ : Funbal
D,E (DMC × CNE, DAE) → FunD,E (DMC � CNE, DAE).

Let G ∈ Funbal
D,E (DMC × CNE, DAE) be a balanced bimodule functor. The left D-module

functor structure on G is given by C-balanced natural isomorphisms φG

d : G ◦LM×N

d → LA
d ◦G

for all d ∈ D according to Lemma 2.15. Hence we can apply the 2-functor (̂−) and obtain

natural isomorphisms φ̂G

d : Ĝ ̂LM×N

d → LA
d Ĝ. Furthermore, applying (̂−) to the module

constraint diagram for G yields the module constraint diagram for Ĝ. Hence we deduce that
Ĝ is a left D-module functor. The proof that Ĝ is a right E-module functor is analogous. The

compatibility between left and right module actions of Ĝ follows by applying the functor (̂−)

to the corresponding compatibility diagram of G. Hence Ĝ is a bimodule functor.
If η : G → F is a balanced bimodule natural transformation between balanced bimodule

functors F and G, it follows again by applying the 2-functor (̂−) that η̂ : Ĝ → F̂ is a bimodule
natural transformation.

It remains to show that for all balanced bimodule functors F ∈ Funbal
D,E (DMC × CNE, DAE),

the natural isomorphism ϕ(G) : G → ĜB is a balanced bimodule natural isomorphism and for

all bimodule functors G : M�N → A, the natural isomorphism κ(G) : G → ĜB is a bimodule
natural isomorphism. The first statement follows directly from the definition of the bimodule
structure of Ĝ. For the second statement, we show that the lower rectangle in the diagram

GL̂dB LdGB

GBLd

ĜBBLd

ĜBL̂dB LdĜBB

GL̂dB LdGB

φG

dB

1ϕ−1
Ld

1

1ϕGB

1

ϕ(GB)1

1ϕLd
̂φG

d
1

κ−1(G)1 1κ−1(G)1

φG

d1

(3.23)

commutes. Because Φ is fully faithful, κ(G) is then a bimodule natural isomorphism. The big

diagram in the middle commutes by definition of φ̂G

d . The diagram on the right commutes
since κ and ϕ satisfy the snake identity. The diagram on the left commutes also by the
snake identity for κ and ϕ after applying once the interchange law for functors and natural
transformations. �

We further generalize the results of the previous section. First we unify balanced bimodule
functors and bimodule functors in one 2-category. The next statement follows directly from
the obvious version of Lemma 2.13 for balanced bimodule functors.

Proposition 3.8 For every finite tensor category C and every pair of finite tensor categories
(D, E), the following data define a 2-category Bimodbal

C (D, E).

i) The objects of Bimodbal
C (D, E) are (D,E)-bimodule categories DMC × CNE and (D,E)-

bimodule categories DAE.

ii) The following defines the categories of 1- and 2-morphisms between the objects:
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(a) The category BimodbalC (DMC × CNE, DM
′

C × CN
′

E) for two (D,E)-bimodule categories

DMC × CNE and DM
′

C × CN
′

E is the category FunC,E

D,C (DMC × CNE, DM
′

C × CN
′

E) of
(D×C

rev ×C×E)-module functors and (D×C
rev ×C×E)-module natural transfor-

mations between them.

(b) The category Bimodbal
C (DMC × CNE, DAE) for bimodule categories DMC × CNE and

DAE is the category Funbal
D,E (DMC × CNE, DAE) of balanced bimodule functors and

balanced bimodule natural transformations between them.

(c) The category Bimodbal
C (DAE, DBE) for two bimodule categories DAE, and DBE is

the category Bimod(DAE, DBE) of bimodule functors and bimodule natural trans-
formations between them.

(d) There is just the zero morphism from a bimodule category DAE to a bimodule cat-
egory DMC × CNE.

iii) The compositions are induced by the horizontal composition of functors and the vertical
composition of natural transformations.

If we restrict to the case where D = E = Vect, we recover the 2-category from Proposition
3.5, i.e. Bimodbal

C (Vect,Vect) = ModbalC .

Proposition 3.9 The tensor product of bimodule categories defines a 2-functor

(̂−) : Bimod
bal
C (D,E) → Bimod(D,E). (3.24)

In particular, it induces a 2-functor

� : Bimod(D, E)× Bimod(C,D) → Bimod(C,E). (3.25)

Proof. Proposition 3.7 shows that the functors Φ, Ψ and the natural transformations ϕ and κ

that appear in the definition of the tensor product, are compatible with the (C,E) bimodule
structure of a bimodule category CMD ×DNE. It is straightforward to see that the analogue of
Proposition 3.4 and Proposition 3.6 hold for bimodule categories. In particular, all coherence

structures of the 2-functor (̂−) from Proposition 3.6 are bimodule natural isomorphisms. �

3.3 Multi-module categories

In the following we consider also multiple tensor products of the form (HKE � END)�DMC.
This requires an extension of the notion of balanced functors to so-called multi-balanced
functors from (KE × END)× DM to a linear category A. An example is the functor

(HKE × END)× DMC (HKE � END)× DMC (HKE � END)�DMC .
BK,N × 1 BK �N,M

(3.26)
We then group these multi-balanced functors into a suitable bicategory, such that (3.26) is
a composition in this bicategory. Note, however, that the functor BK,N × 1 is balanced with
respect to the first two categories, but it is a bimodule functor (the identity) with respect to
the third. Therefore we need to extend the notion of multi-balanced functors even further to
so-called multi-balanced module functors, in order to guarantee that the functor BK,N × 1 is
in this bicategory. The multi-balanced module functors will play an essential role in the proof
that bimodule categories forms a tricategory.

In order to define the associator in this tricategory, we will be careful and distinguish the
two categories (M×N) ×K and M×(N×K) for three categories M, N and K. The relation
between these categories will then finally lead to the associator in the tricategory of bimodule
categories. Hence we say that a bracketing b of a string X = (X1, . . . , Xn) of letters Xi is a
choice of parenthesis that uniquely specifies a sequence of pairings like e.g. (X1(X2X3))X4.

For a functor F : (M×N)×K → A, we denote the functor on objects just by F(m×n×k),
if the bracketing is clear from the context. Recall from Remark 2.4, that for a module category

CM and a finite linear category N, we consider the category CM×N again as module category
with C-module action ⊲× idN. In the following it is always understood that the Cartesian
product of module categories is equipped with this module action. We call two bimodule
categories M and N composable, if the category that acts from the left on N coincides with
the category that acts from the right on M.
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Definition 3.10 ( [19, Def 3.4]) i) A multi-module category (M, b) from C to D is a
finite string of composable bimodule categories M

j for j ∈ {1, . . . , n} with n ∈ N, where
M

n is a C-right module category and M
1 is a D-left module category, together with a

bracketing b of M. We denote by ev(M, b) the Cartesian product of the categories Mj ,
in the order that corresponds to the bracketing b.

ii) A multi-balanced functor F : (M, b) → A, from a (Vect,Vect) multi-module category
(M, b) to a linear category A is a functor F : ev(M, b) → A, that is balanced in each
argument, i.e. it is equipped with with natural isomorphisms

b
F

m1,...,mi,c,mi+1,...,mn
:F(m1 × . . .×mi ⊳ c×mi+1 × . . . mn)

→F(m1 × . . .×mi × c ⊲mi+1 × . . . mn),

for each string of objects m ∈ ev(M, b), each i ∈ J and c ∈ C, such that the natural
isomorphisms bF satisfy the diagram (2.11) in each entry i ∈ J. In the sequel we will
abbreviate bFm1,...,mi,c,mi+1,...,mn

by b...,mi,c,mi+1,... whenever it is unambiguous.

Additionally, these isomorphisms are required to be compatible with the bimodule category
structures, i.e. the diagram

F(. . .mi−1 ⊳ c×mi ⊳ d×mi+1 . . .) F(. . .mi−1 ⊳ c×mi × d ⊲mi+1 . . .)

F(. . .mi−1 × c ⊲(mi ⊳ d)×mi+1 . . .)

F(. . .mi−1 × (c ⊲mi) ⊳ d×mi+1 . . .) F(. . .mi−1 × c ⊲mi × d ⊲mi+1 . . .),

b...mi,d,mi+1...

b...mi−1,c,mi ⊳ d...

b...mi−1,c,mi...

γ
−1
c,mi,d

b...,c,d ⊲ mi,mi+1,...

commutes for each possible entry i ∈ J and for all possible objects. Here the argument
of the functor F is abbreviated and only the relevant part of the string m is shown.

iii) A multi-balanced natural transformation η : F → G between multi-balanced functors
F,G : (M, b) → A is a natural transformation η that is balanced in each entry, i.e. it
satisfies diagram (2.13) for all entries of a string of objects m in M.

iv) For every multi-module category (M, b), there is a corresponding string of finite tensor
categories S(M′, b), that is given by the finite tensor categories acting on the bimodule
categories in (M, b) such that for the string (HKE, ENF, . . . , DMC), the corresponding
string of finite tensor categories is S(HKE, ENF, . . . , DMC) = (H,E,F, . . . ,D,C). Note
that by definition S(M, b) = S(M, b′) is independent of the bracketing b and just called
S(M) in the sequel.

It is clear, that for each linear category A, the multi-balanced functors and multi-balanced
natural transformations from (M, b) to A form a category denoted Funbal((M, b),A).

Next we consider multi-module functors.

Definition 3.11 i) A multi-module functor F : (M, b) → (M′, b′) between multi-module
categories (M, b) and (M′, b′) with S(M) = S(M′) is a functor F : ev(M, b) → ev(M′, b′)
together with a family of natural isomorphisms

ΦF,l,i
m1,...,mi,d,mi+1,...,mn

:F(m1 × . . .×mi ⊳ d×mi+1 × . . .mn)

→F(m1 × . . .×mi ×mi+1 × . . .mn) ⊳
i
d,

for each m ∈ M and each i ∈ J, where ⊳i : M × D → M denotes the action of D on

CMD

i. Similarly we require that there exists a family of natural isomorphisms

ΦF,r,i
m1,...,c,mi,...,mn

: F(m1 × . . .× c ⊲mi × . . .mn) ≃ c ⊲
i
F(m1 × . . .×mi × . . . mn),

where ⊲i : C×M → M is induced by the left action of C on CMD

i. The isomorphisms
ΦF,l,i and ΦF,r,i are required to satisfy the bimodule constraint (2.7) for each i ∈ J.

ii) A multi-module natural transformation η : F → G between multi-module functors F and
G is a natural transformation that satisfies equation (2.6) in each entry.
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Example 3.12 i) For two bimodule functors F : DMC → DM
′

C and G : CNE → CN
′

E, the
functor G× F : N×M → N

′ ×M
′ is a multi-module functor.

ii) For three bimodule categories a multi-module functor α : (HKE × END) × DMC →

HKE ×( END ×DMC) is given by α((h×n)×m) = h×(n×m) on objects and morphisms
((h× n)×m) in (HKE × END)× DMC.

Next we consider multi-balanced module functors.

Definition 3.13 i) For a string (X1, . . . Xn), a reduced string (X ′
1, . . . X

′
m) is a string

that is obtained from (X1, . . . Xn) by erasing entries as follows. It is required that there
exists an injective map f : {1, . . . ,m} → {1, . . . , n} with f(1) = 1 and f(m) = n and
f(j) > f(i) for all j > i in {1, . . . ,m} and X ′

i = Xf(i) for all i ∈ {1, . . . ,m}. An entry
Xj is called erased in (X1, . . . Xn) if j ∈ {1, . . . , n} is not in the image of f .

ii) Let (M, b) and (M′, b′) be multi-module categories, such that the string S(M′, b′) of finite
tensor categories is obtained by reducing the string S(M, b). A multi-balanced module
functor F : (M, b) → (M′, b′) is a functor F : ev(M, b) → ev(M′, b′) that is balanced
in each erased entry of S(M, b) and is a multi-module functor in each other entry. We
furthermore require that at entries where F is balanced, it is compatible with the bimodule
category structures. That means that with each entry next to it, F satisfies either the
diagram of Definition 3.10 ii), if F is also balanced at the neighboring entry, or the
diagram (2.14), if F if the neighboring entry is not erased.

iii) A multi-balanced module natural transformation η : F → G between multi-balanced mod-
ule functors F and G is a natural transformation η : F → G that is balanced in each
erased entry in the target of F and G and a bimodule natural transformation in all other
entries.

Example 3.14 i) Every multi-module functor and every multi-balanced functor is also a
multi-balanced module functor.

ii) For three composable bimodule categories, the functor (BK,N × 1) : (K×N) × M →
(K�N)×M is a multi-balanced module functor.

It follows directly from the definitions, that if a string of multi-module categories (M′′, b′′)
is reduced from a string (M′, b′) and (M′, b′) is reduced from (M, b), then the composite GF

of multi-balanced module functors F : (M, b) → (M′, b′) and G : (M′, b′) → (M′′, b′′) is a
multi-balanced module functor. We can therefore generalize Proposition 3.8 and follows.

Proposition 3.15 For every pair of finite tensor categories (C,D), the following data define
a 2-category Bimodmulti(C,D).

i) Objects are multi-module categories (M, b), (M′, b′) from C to D.

ii) 1-morphisms between objects (M, b) and (M′, b′) are multi-balanced module functors F :
(M, b) → (M′, b′) if the string (M′, b′) is reduced from (M, b). Otherwise, the set of
1-morphisms from (M, b) to (M′, b′) contains just the zero morphism.

iii) 2-morphisms between multi-balanced module functors F,G : (M, b) → (M′, b′) are multi-
balanced module natural transformations η : F → G.

iv) The compositions are induced by the horizontal composition of functors and the vertical
composition of natural transformations.

Remark 3.16 For all finite tensor categories C the 2-categories Bimodbal
C (E,D) from Propo-

sition 3.8 are full 2-subcategories of Bimodmulti(E,D) whose objects are bimodule categories

DMC × CNE and DAE.

For a multi-module category (M, b) we already defined the category ev(M, b) that is ob-
tained from the Cartesian product of the elements in the string. Now, let ev�(M, b) denote
the category that is obtained by the tensor product of the bimodule categories in the string
(M, b) in the order that corresponds to the bracketing b. We call ev�(M, b) the tensor product
of the multi-module category (M, b).
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Lemma 3.17 Let (M, b) be a multi-module category from C to D. Then the tensor product
ev�(M, b) of (M, b) is a (D, C)-bimodule category and it is equipped with

i) a multi-balanced (D,C)-bimodule functor BM : (M, b) → ev�(M, b),

ii) for every bimodule category DAC with a functor

ΨM : Bimod
multi((M, b), DAC) → FunD,C (ev�(M, b), DAC), (3.27)

iii) an adjoint equivalence between the functor ΨM and the functor

ΦM : FunD,C (ev�(M, b), DAC) → Bimod
multi((M, b), DAC)

G 7→ G ◦BM.
(3.28)

Proof. It follows by repeated use of Proposition 3.7, starting with the inner most bracketing of
(M, b), that ev�(M, b) is a (D,C)-bimodule category. The functor BM : (M, b) → ev�(M, b) is
defined iteratively as indicated in equation (3.26) for a string of three bimodule categories. It
is shown in Proposition 3.7 that B : DMC × CNE → DMC � CNE is a multi-balanced module
functor and hence BM is a multi-balanced module functor as it is the composition of multi-
balanced module functors. Hence the first part is proven. To show the second statement,
let F : (M, b) → DAC be a multi-balanced module functor from the multi-module category
(M, b) = (M1, . . . , (Mi,Mi+1), . . .Mn) to a bimodule category DAC. Assume that Mi and
Mi+1 are E- left, respectively right, module categories. F is clearly a E-balanced bimodule
functor and hence induces a bimodule functor F1 : (M1, . . . ,Mi−1,Mi �Mi+1, . . . ,Mn) →

DAC, by Proposition 3.9. It is straightforward to see that F is again a multi-balanced module
functor and we continue iteratively to obtain a bimodule functor F̂ : ev�(M, b) → DAC.
Defined in the analogous way for multi-balanced module natural transformations, this yields
the functor ΨM. Furthermore, it is clear that by construction, ΨM and ΦM form an adjoint
equivalence since both functors are obtained by composing the corresponding functors from
the constituents of the string (M, b) which from adjoint equivalences by Proposition 3.7. �

By using this lemma and by repeated use of the 2-functor (̂−) from Proposition 3.9, we can
extend the tensor product to a 2-functor as follows.

Proposition 3.18 For all pairs of finite tensor categories C and D, the tensor product defines
a 2-functor

(̂−) : Bimod
multi(C,D) → Bimod(C,D). (3.29)

We are going to apply this 2-functor to diagrams of (horizontally and vertically) com-
posable 2-morphisms. Such diagrams are called pasting diagrams and are defined with more
precision in [3], see also [23].

Corollary 3.19 For every pasting diagram D in Bimodmulti, the 2-functor (̂−) yields a past-

ing diagram D̂ with the same underlying graph in which all 1-morphisms F are replaced by
F̂ and all 2-morphisms ρ are replaced by a composite of ρ̂ with coherence morphisms of the

2-functor (̂−). If two pasting diagrams D, D′ in Bimodmulti with the same 1-morphisms one

the outer arrows evaluate to the same 2-morphism, then also D̂ and D̂′ evaluate to the same
2-morphisms.

Proof. These statements hold for general 2-functors. Assume that H : B → R is a strict
2-functor between strict 2-categories. Then it is clear that H applied to a pasting diagrams
in B yields a pasting diagram in R. By the strictification result for general 2-functors, see
e.g. [20, Chapter 2], any 2-functor H : B → R between (not necessarily strict) bicategories
applied to a pasting diagrams in B yields a pasting diagram in R. The last statement follows
directly for strict 2-functors and hence again for general 2-functors as wells. �

Note however, that if D is a commutative diagram of 1-morphisms in Bimodmulti, the cor-
responding diagram D̂ commutes in general only up to natural 2-isomorphisms, that is built

from the coherence structure of the 2-functor (̂−).
We now consider structures in the collection of the bicategories Bimodmulti(C,D) for differ-

ent C,D. These structures are the main tool in the construction of the tricategory of bimodule
categories.
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Proposition 3.20 The family of bicategories Bimodmulti(C,D) for finite tensor categories C

and D is equipped with the following additional structures.

i) The Cartesian product of module categories defines 2-functors

×multi : Bimod
multi(D,E)× Bimod

multi(C,D) → Bimod
multi(C,E). (3.30)

ii) The tensor product of module categories defines 2-functors

� : Bimod
multi(D,E)× Bimod

multi(C,D) → Bimod
multi(C,E). (3.31)

iii) The universal balanced functors in the definition of a tensor product of module categories
yield a pseudo-natural transformation B : ×multi → �

iv) The canonical bimodule category CCC defines the (strict) unit 2-functors IC : I →
Bimodmulti(C,C), where I denotes the unit 2-category.

v) For four finite tensor categories C, D, E, F there is an adjoint equivalence, where we
abbreviated Bimodmulti with Bm

Bm(E,F)× Bm(D,E)× Bm(C,D) Bm(D,F)× Bm(C,D)

Bm(E,F)× Bm(C,E) Bm(C,F),

(×multi) × 1

1 × ×multi ×multi

×multi

α (3.32)

more precisely, α : ×multi ◦ (×multi × 1) → ×multi ◦ (1 × ×multi) is a pseudo-natural
transformation and there exists a pseudo-natural transformation α− : ×multi ◦ (1 ×
×multi) → ×multi ◦ (×multi × 1), such that α and α− form an adjoint equivalence.

vi) For finite tensor categories C, D there are pseudo-natural transformations

Bimodmulti(D,D)× Bimodmulti(C,D)

Bimodmulti(C,D) Bimodmulti(C,D)

⊲
×multi

1

ID × 1

(3.33)
and

Bimodmulti(C,D)× Bimodmulti(C,C)

Bimodmulti(C,D) Bimodmulti(C,D).

×multi

⊳

1

1 × IC

(3.34)

vii) For all bimodule categories DMC and CNE, the balancing constraint of B defines an
invertible modification β with components

(M×C)×N M×(C×N)

M×N M×N

M�N .

α

⊳M ×1 1 × ⊲N

B

β

B

(3.35)

viii) For all bimodule categories DMC and CNE, the following diagrams of pseudo-natural
transformations commute

(C×M)×N M×N

C×(M×N),

α

⊲M ×1

⊲M×N
(3.36)
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M×(N×E) M×N

(M×N)× E .

α

1 × ⊳N

⊳M×N
(3.37)

ix) For all composable bimodule categories K,N,M, L, the following diagram of pseudo-
natural transformations commutes

((K×N)×M)× L

(K×N)× (M×L) (K×(N×M)× L

K×(N×(M×L)) K×((N×M)× L).

α × 1
α

α α

1 × α

(3.38)

The following axioms are satisfied, where we denoted M×N by MN for better legibility.

((MC)N)K (M(CN))K

(MN)K

M(NK)

(MN)K

M(NK) M(NK)

M�(NK)

(MC)(NK)

M(C(NK))

M((CN)K)

((MC)N)K (M(CN))K

(MN)K

M�(NK)

(MN)K

M(NK) M(NK)

	

	⇒ β

	 	

⇒ β

α1

(1 ⊲)1

αα

(⊳ 1)1

α

α

1 ⊲

1α

α

B

⊳(11) 1(⊲ 1)

B B

α1

(1 ⊲)1

α

α

(⊳ 1)1

B B

(3.39)
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M((ND)K) M(N(DK))

M(NK)

(MN)K

M(NK)

(MN)K (MN)K

(MN)�K

(M(ND))K

((MN)D)K

(MN)(DK)

M((ND)K) M(N(DK))

M(NK)

(MN)�K

M(NK)

(MN)K (MN)K

	

⇐ β	

	 	

⇐ β

1α

1(1 ⊲)

αα

1(⊳ 1)

α

α

⊳ 1

α1

α

B

(1 ⊳)1 (11) ⊲

B B

1α

1(1 ⊲)

α

α

1(⊳ 1)

B B

(3.40)

Proof. The first part follows from the definitions, the second part is shown in Proposition 3.18.
For the third part we first show that B defines a pseudo-natural transformation between the 2-
functors ×,� : Bimod(D,E)×Bimod(C,D) → Bimod(C,E). By Proposition 3.9, the bimodule
natural isomorphisms ϕF×G : B(F×G) → (F�G)B for bimodule functors F×G : END ×DMC →

EN
′

D ×DM
′

C are compatible with the composition of bimodule functors. The compatibility of
the natural isomorphisms ϕF×G with bimodule natural transformations follows also directly
from the 2-functorial properties of the tensor product. Since we used only the 2-functoriality
of the tensor product, this argument extends first to bimodule categories and then by repeated
application also to multi-module categories. This shows the third part. Parts iv) and v) are
clear. The properties of a pseudo-natural transformation for the module action in part vi)
follow from the compatibility conditions between module actions and bimodule functors and
bimodule natural transformations.

Parts vii)- ix) are clear from the definitions. The axioms in equations (3.39) and (3.40)
follow directly from the properties of the Cartesian product of categories. �

3.4 The tricategory of bimodule categories

We finally show that bimodule categories define an algebraic tricategory according to Defini-
tion B.1, that is a slight modification of [20, Def. 3.1.2].

Theorem 3.21 Finite tensor categories, finite bimodule categories, right exact bimodule func-
tors and bimodule natural transformations from an algebraic tricategory Bimod in the sense of
Definition B.1. The composition � is given by the tensor product of bimodule categories, the
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horizontal composition ◦ is given by the composition of functors and the vertical composition
is defined by the vertical composition of natural transformations.

By unpacking Definition B.1, one finds that the claim of the theorem follows from the follow-
ing.

i) Bimod(C,D) is a strict 2-category with the composition of functors as horizontal com-
position ◦ and the composition of natural transformations as vertical composition ·.

ii) For any three finite tensor categories C,D,E, the tensor product of module categories
defines a 2-functors

� : Bimod(D,E)× Bimod(C,D) → Bimod(C,E). (3.41)

iii) The bimodule category CCC defines for each object C a (strict) unit 2-functor IC : I →
Bimod(C,C), where I denotes the unit 2-category with one object 1, one 1-morphism 11
and one 2-morphism 111 .

iv) For any four objects C, D, E, F there is an adjoint equivalence a : �(� × 1) ⇒ �(1 ×
�), called associator in the following. More precisely, a consists of a pseudo-natural
transformation

Bimod(E,F)× Bimod(D, E)× Bimod(C,D)
�×1

//

1×�

��

✤✤ ✤✤

�� a

Bimod(D,F)× Bimod(C,D)

�

��
Bimod(E,F)× Bimod(C,E)

�

// Bimod(C,F),

(3.42)
and there is a pseudo-natural transformation a− : �(1 × �) → �(� × 1), such that a

and a− form an adjoint equivalence, see Definition A.5.

v) For any two objects C, D, there are adjoint equivalences l : �(ID × 1) ⇒ 1 and r :
�(1× IC) ⇒ 1, called the unit 2-morphisms,

Bimod(D,D)× Bimod(C,D)

Bimod(C,D) Bimod(C,D)

�
l

1

ID × 1 (3.43)

and

Bimod(C,D)× Bimod(C,C)

Bimod(C,D) Bimod(C,D).

�
r

1

1 × IC (3.44)

By definition of an adjoint equivalence, l and r are pseudo-natural transformations.
Furthermore there are corresponding pseudo-natural transformations l− : 1 ⇒ �(ID×1)
and r− : 1 ⇒ �(1× IC).

vi) For all bimodule categories DMC and CNE there is an invertible modification µ with
component 3-morphisms

(M�C)�N M�(C�N)

M�N .

a

rM�1 1�lN

µ (3.45)

vii) For all bimodule categories CMD and DNE there is an invertible modification λ with
component 3-morphisms

(C�M)�N M�N

C�(M�N).

a

lM�1

lM�N

λ (3.46)
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viii) For all bimodule categories DMC and CNE there is an invertible modification ρ with
component 3-morphisms

M�(N�E) M�N

(M�N)�E

a

1�rN

rM�N

ρ (3.47)

ix) For all composable bimodule categories K,N,M and L, there is an invertible modification
π with component 3-morphisms

((K�N)�M)�L

(K�N)�M�L) (K�(N�M)�L

K�(N�(M�L)) K�((N�M)�L)

a�1
a

a a

1�a

π

(3.48)

x) The following three axioms are satisfied. In the first axiom, the unmarked isomorphisms
are isomorphisms from the naturality of a.
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((K(LM)N)R

(K((LM)N))R

(K(L(MN)))R

K((L(MN))R)

K(L((MN)R))

K(L(M(NR)))

(KL)(M(NR))((KL)M)(NR)

(((KL)M)N)R

((KL)(MN))R

(KL)((MN)R)

((K(LM)N)R

(K((LM)N))R

(K(L(MN)))R

K((L(MN))R)

K(L((MN)R))

K(L(M(NR)))

(KL)(M(NR))((KL)M)(NR)

(((KL)M)N)R (K(LM))(NR) K((LM)(NR))

K(((LM)N)R)

⇓ π1 ⇓ π

≃

⇓ π

≃

⇓ π ⇓ 1π

≃

⇓ π

1a

(1a)1 a

1a

1(1a)

a

a

a

(a1)1
a1

a1

a
a

(11)a

a1

(1a)1 a

1a

1(1a)(a1)1

a

a

a

a

a(11)

1a 1a

a
1(a1)

1a

(3.49)
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((MC)N)K (M(CN))K

(MN)K

M(NK)

(MN)K

(MC)(NK)

M(C(NK))

M((CN)K)

((MC)N)K (M(CN))K

(MN)K

M(NK)

(MN)K

⇓ π

⇒ 1λ⇐ µ≃ ≃

⇒ µ1

≃

a1

(1l)1

aa

(r1)1

a

a

r(11)

1l

1a

1(l1)

a

a1

(1l)1

aa

(r1)1
(1l)1

(3.50)

M((ND)K) M(N(DK))

M(NK)

(MN)K

M(NK)

(M(ND))K

((MN)D)K

(MN)(DK)

M((ND)K) M(N(DK))

M(NK)

(MN)K

M(NK)

⇓ π

⇒ µ⇐ ρ1≃ ≃

⇒ 1µ

≃

1a

1(1l)

a
a

1(r1)

a

a1

(1r)1

r1

a

(11)l

a

1a

1(1l)

a
a

1(1r)
1(1r)

(3.51)

Proof. Note first that our conventions regarding an algebraic tricategory differ slightly from
the conventions in [20, Definition 3.12], see Remark B.2. The reason for our convention will
become clear from the construction of the pseudo-natural transformations l and r in the proof.
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The remainder of this section is concerned with the proof of Theorem 3.21. The basic idea

is to apply the 2-functor (̂−) from Proposition 3.18 to the structures and axioms of Bimodmulti

in Proposition 3.20 to obtain the corresponding structures and axioms for Bimod.

i) We already remarked in Section 2, that Bimod(C,D) is a strict 2-category.

ii) The tensor product defines a 2-functor � : Bimod(D,E) × Bimod(C,D) → Bimod(C,E)
according to Proposition 3.9.

iii) The unit bimodule categories CCC, the identity bimodule functor idC : CCC → CCC and
the identity bimodule natural transformation ididC : idC → idC define the strict 2-functor
IC : 1 → Bimod(C, C) from iii), where 1 denotes the unit bicategory.

iv) We now define the structures in iv). Let M,N and K be composable bimodule categories.

The 2-functor (̂−) applied to α : (M×N) × K → M×(N×K) from Proposition 3.20,
defines a functor

a = α̂ : (M�N)�K → M�(N�K). (3.52)

Since a is the composite of a 2-functor with the pseudo-natural transformation α, a

is also a pseudo-natural transformation. Analogously, the multi-module functor α− :
M×(N×K) → (M×N)×K defines a 2-transformation a−, and it follows from Lemma
A.9 that a and a− form an adjoint equivalence.

v) We construct the adjoint equivalence of bimodule categories DDD �DMC → DMC. Let

DMC be a bimodule category. Recall that the action ⊲ : D×M → M is a balanced
bimodule functor.

Lemma 3.22 The bimodule functor lM = ⊲̂ : D�M → M induced by the balanced
bimodule functor ⊲ : D×DMC → DMC defines a pseudo-natural transformation

Bimod(D,D)× Bimod(C,D)

Bimod(C,D) Bimod(C,D)

�
l

1

ID × 1 (3.53)

Proof. Let F : DMC → DM
′

C be a module functor. Then the module constraint φF

yields the diagram

D×M D×M
′

M M
′ .

1 × F

⊲ ⊲

F

φF

(3.54)

This defines a bimodule natural isomorphism, where we use the abbreviation D�F =
1D�F,

lF : lM′(D�F) → FlM (3.55)

between the bimodule functors lM′(D�F) and FlM. We show that the isomorphisms
lF are natural in F. If G : DMC → DM

′

C is another bimodule functor and ρ : F →
G is a bimodule natural transformation, we have to prove that the following natural
transformations are equal:

D�M D�N

M N,

lM

D�F

D�G

lN

G

D�ρ

lG =

D�M D�N

M N .

lM

D�F

lN
F

G

ρ

lF
(3.56)
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Since ρ is a bimodule natural transformation, one has

D×M D×N

M N,

⊲M

D×F

D×G

⊲N

G

D×ρ

ΦG =

D×M D×N

M N .

⊲M

D×F

⊲N
F

G

ρ

ΦF

(3.57)

By applying the 2-functor (̂−) : Bimodmulti(C,D) → Bimodmulti(C,D) to (3.57), one
obtains (3.56). This proves that lM : D�M → M is a pseudo-natural transformation.

�

To define the bimodule functor l−M : M → D�M, denote by ι : M → D×M the
canonical embedding functor that is defined by ι(x) = 1× x for objects and morphisms
x in M. Clearly, ι is a right C-module functor. We define:

l
−
M = BD,M ◦ ι : DMC → DDD �DMC . (3.58)

Then l−
M

inherits a left module functor structure from the balancing constraint of BD,M

according to Proposition 3.7 and we have the following result.

Proposition 3.23 The functor l−
M

defines a pseudo-natural transformation and to-
gether with the functor lM, it forms an adjoint equivalence of the bimodule categories

DDD �DMC and DMC.

Proof. Let F : DMC → DM
′

C be a bimodule functor. Then the diagram

M N

D×M D×M

D�M D�N

F

ι ι

D×F

B B

D�F

ϕF

(3.59)

defines the bimodule natural transformations l−
F

: l−N ◦ F → (D�F) ◦ l−M. It follows
directly from the properties of the natural isomorphisms ϕF, that l

−
F

is natural in F and
compatible with the composition of bimodule functors. Hence l−

M
is a pseudo-natural

transformation.

We now show that lM and l−
M

form an adjoint equivalence. For all bimodule categories

DMC there exists a natural isomorphism αl : lM ◦ l−
M

→ 1M defined as the composite

αl
M : lM ◦ l−

M
= lM ◦ B ◦ ι ⊲ ◦ι 1M,

ϕ
−1
l

◦ ι λM
(3.60)

where ϕ−1
l is the bimodule natural transformation from Definition 3.1 and λM is the nat-

ural isomorphism from Definition 2.1 with component morphisms λM
m : 1C ⊲m → m. If

we equip the functor ⊲ ◦ι : M → M with the canonical bimodule functor structure, it fol-
lows from the axioms of a module category, that λM is a bimodule natural isomorphism.
Hence the natural transformations αl

M are bimodule natural isomorphisms. Next we
show that they define a modification αl. Consider a bimodule functor F : DMC → DNC.
We have to show that the following two diagrams are equal

M D�M M

N D�N N

l
−

M

F

lM

D�F F

l
−

N

1

α

lN

l
−

F lF
=

M D�M M

N N .

l
−

N

1F

α

lM

F

1

(3.61)
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If we insert the corresponding definition of the arrows in these diagrams, it is easy to
see that equation (3.61) is equivalent to the equation

M D×M M

N D×N N

ι

F D×F

⊲

F

ι

1

α

⊲

φF =

M D×M M

N N,

ι

F
1

⊲

λM

F

1

(3.62)

where φF is the module functor constraint of the functor F. The commutativity of this
diagram corresponds directly to the identity (2.5) for the module functor F.

To define bimodule natural isomorphisms

(βl
M)−1 : l−M ◦ lM → 1D�M, (3.63)

note that the balancing structure of B provides a natural balanced isomorphism B◦ι◦⊲ →
B for the two balanced module functors B ◦ ι ◦ ⊲,B : D×M → D�M. By applying the

2-functor (̂−) we obtain the bimodule natural isomorphism (βl
M)−1. To show that these

natural isomorphisms define a modification (βl)−1, we have to prove the equation

D�M M D�M

D�N N D�N

lM

D�F

l
−

M

F D�F

lN

1

β−1

l
−

N

lF l
−

F

=

D�M M D�M

D�N D�N

lN

1
D�F

β−1

l
−

M

D�F

1

(3.64)
for all bimodule functors F : DMC → DNC. Inserting the definitions, one finds that this
is equivalent to the condition that the following two diagrams are equal.

D×M M D×M D�M

D×N N D×N D�N,

⊲

D×F

ι

F

B

D×F D�F

⊲

B

ι B

φF ϕD×F

β

(3.65)

D×M M D×M D�M

D×N D�N .

D×F

B

⊲ ι B

D�F

B

β

ϕD×F

(3.66)

We compute both sides on objects. When evaluated on objects d ∈ D and m ∈ M, the
first diagram yields the morphism

(D�F)B(1×d ⊲m) B(1×F(d ⊲m)) B(1×d ⊲F(m))

B(d× F(m)),

ϕD×F(1×d ⊲m) φF

d,m

β

(3.67)
while the other diagram corresponds to

(D�F)B(1×d ⊲m) (D�F)B(d×m) B(d× F(m)).
b ϕD×F(d × m) (3.68)
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These two morphisms are equal since ϕD×F is a balanced natural isomorphism.

It remains to prove that the natural isomorphisms αl and βl define an adjoint equivalence
according to Definition A.5. We have to show that the composites

lM lMl−
M
lM lM, l−

M
l−
M
lMl−

M
l−
M
αl l−

M

lMβl
αllM βll

−

M (3.69)

are the respective identities. In the first case this is equivalent to the commutativity of
the diagram

lMl−
M
lM = lMBιlM ⊲ ιlM 1lM = lM.

ϕl

αllM

λM
(3.70)

By definition of αl, this is equivalent to the commutativity of the diagram

lMB lMBι ⊲ ⊲ ι ⊲ ⊲
b

ϕl

ϕl
λM

(3.71)

Evaluated on objects, this diagram takes the form

lMB(d×m) lMB(1×d ⊲m) 1 ⊲(d ⊲m) d ⊲m.
b

ϕl(d × m)

ϕl(1×d ⊲m) λM
d ⊲ m (3.72)

This last diagram commutes since ϕ is a balanced natural isomorphism.

In the second case, the requirement that morphism (3.73) is the identity is equivalent
to the condition that

Bι Bι ⊲ ι Bι
(βl)−1

BιλM
(3.73)

is the identity natural transformation on Bι. Evaluated on objects, this yields

B(1×m) B(1× 1 ⊲m) B(1×m),
β BιλM

(3.74)

which is the identity on the object B(1×m), by equation (2.12). �

The bimodule functors rM : DMC � CCC → DMC and r−
M

: DMC → DMC � CCC are
defined analogously using the right action of C on DMC and the proof that they define
an adjoint equivalence is similar.

vi) The modification µ, from 3.21, vi) is defined by applying the functor (̂−) to the diagram
(3.35) in Bimodmulti. It follows directly that µ is a modification, since it is the composite
of a 2-functor with a modification.

vii) The modification λ is obtained by applying (̂−) to the diagrams (3.36).

viii) The modification ρ is obtained analogously by applying (̂−) to the diagram (3.37).

ix) Applying (̂−) to the diagram (3.38) defines the modification π.

x) To complete the proof that Bimod is a tricategory, it remains to verify the three axioms
in Definition B.1. All the structures of Bimod are defined in terms of structures in
Bimodmulti and every axiom for Bimod is a pasting diagram that is obtained from a
pasting diagram in Bimodmulti according to Corollary 3.19. Hence Corollary 3.19 reduces
the proof of the axioms to the commutativity of the corresponding pasting diagrams in
Bimodmulti. The first axiom in Definition B.1 is the so-called Stasheff 5-polytope, the
higher analogue of the pentagon axiom for monoidal categories. This axiom is trivial in
Bimodmulti, since the associator α in Bimodmulti already satisfies the pentagon axiom
and hence the corresponding modification π is the identity. The remaining axioms follow

by applying the 2-functor (̂−) to the diagram (3.39) and to diagram (3.40).
�
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4 Tricategories with duals and the example of Bimod

In this section we develop the notions of a tricategory with duals and of a pivotal tricategory.
We provide useful techniques for computations involving the inner homs for bimodule cate-
gories and use these to construct duals for bimodule categories in the tricategory Bimod. This
is achieved by constructing for each bimodule category DMC 2-morphisms in the tricategory
Bimod (recall the dual categories #

CMD and CM
#
D from Section 2)

coevM : DDD → DMC �
#
CMD and evM : #

CMD �DMC → CCC, (4.1)

such that the snake identities (A.1) and (A.2) are satisfied up to a 3-isomorphism in Bimod.

The example of Vect-bimodule categories To illustrate the idea behind the con-
struction of the dualities for bimodule categories, we first consider the example of finite
semisimple categories regarded as Vect-bimodule categories. Let M be a finite semisimple
category. Choose a finite set {mi}i∈I of representatives of the simple objects of M.

i) The object RM = ⊕i∈Imi ⊠ mi ∈ M⊠M
op represents the Hom-functor, i.e. there is a

natural isomorphism

HomM⊠Mop(m⊠m
′
, R

M) ≃ ⊕i HomM(m,mi)⊗ HomMop(m′
,mi) → HomM(m,m

′),
(4.2)

using the semisimplicity of M. Clearly the object RM defines a Vect-bimodule functor

coev
Vect

M : Vect ∋ V 7→ V ⊲R
M ∈ M⊠M

op
.

ii) The Hom-functor of M defines a Vect-bimodule functor

ev
Vect

M : Mop
⊠M ∋ m

′
⊠m 7→ HomM(m′

,m) ∈ Vect. (4.3)

iii) By composing we obtain the Vect-bimodule functor

ΦVect

M = rM ◦ (M⊠ ev
Vect

M ) ◦ (coevVectM ⊠M) ◦ l−M : M → M .

Proposition 4.1 There exists a canonical Vect-bimodule natural isomorphism

T
Vect

M : ΦVect

M → 1M. (4.4)

Proof. Inserting the definitions, it follows immediately, that ΦVect

M (m) = ⊕imi ⊗ Hom(mi,m)
on objects m ∈ M. For all n ∈ M, the defining property of R thus yields a natural isomorphism

Hom(n,ΦVect

M (m)) = Hom(n,⊕imi ⊗ Hom(mi,m)) = ⊕i Hom(n,mi)⊗ Hom(mi,m)

≃ Hom(n,m).
(4.5)

By the Yoneda-lemma, this defines an natural isomorphism T Vect

M : ΦVect

M → 1M. �

In the next subsections we will show that analogous statements hold in the case of general
finite bimodule category. We will thereby use the inner hom instead of the Hom-spaces in
Vect. Therefore we require module versions of the Yoneda lemma and of representations of
module functors.

4.1 Tricategories with duals and pivotal structure

The definition of duals in tricategories that we present in this subsection is inspired by the
duals in higher categories in [26] and makes use of the notion of duals in bicategories, see
Definition A.10. To this end we briefly recall the delooping procedure to obtain a (n − 1)-
category hX from a n-category X. We will use the following statement only for n ≤ 3, but it
is expected to hold for all reasonable models of higher categories.

Lemma 4.2 Let X be a n-category. The following defines a (n− 1)-category hX. The objects
and i-morphisms for i = 1, . . . (n− 2) of hX are the same as in X. The (n− 1)-morphisms of
hX are the isomorphism classes of (n− 1)-morphisms in X. The compositions and coherence
structures in hX are induced from the compositions and coherence structures in X.
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For a tricategory T, the delooping is thus a bicategory hT.

Definition 4.3 Let T be a tricategory.

i) We say that T has ∗-duals, if for objects b, c ∈ T, the bicategory T(b, c) has both left and
right duals according to Definition A.10.

ii) T has #-duals if the bicategory hT is a bicategory with left and right duals.

iii) T is called a tricategory with duals if it has ∗-duals and #-duals.

This definition means that for every 2-morphism ϕ : F ⇒ G in a tricategory with ∗-duals,
there exists a 2-morphism ϕ∗ : G ⇒ F and duality 3-morphisms evϕ : ϕ∗ ◦ ϕ ⇛ 1F and
coevϕ : 1G ⇛ ϕ ◦ ϕ∗, that satisfy the snake identities (A.1) and (A.2).

The duality on hT for a tricategory with duals is denoted #, hence for every 1-morphism
M : a → b in a tricategory T with #-duals, there exists a 1-morphism M# : b → a in T

together with 2-morphisms evM : M#
�M ⇒ 1a and coevM : 1b ⇒ M�M#, such that the

snake identity holds in hT.
The following is shown in [26, Rem. 3.4.22], [8, Lemma 2.4.4].

Proposition 4.4 Let T be a tricategory with ∗-duals such that the bicategory hT has right
duals. Then the right duals in hT are also left duals and thus T is a tricategory with duals. In
particular, left and right #-duals in a tricategory with duals are equivalent.

Next we turn to pivotal structure on tricategories. The notions of pivotal structures for
bicategories and pivotal 2-functors is given in Definitions A.12 and A.13.

Definition 4.5 Let T be a tricategory with ∗-duals.

i) A pivotal structure for T consists of a pivotal structure in the bicategory T(b, c) such that
for all 1-morphisms M : c → d, the 2-functors

M�− : T(b, c) → T(b, d) and −�M : T(d, e) → T(c, e), (4.6)

are pivotal 2-functors for all objects c, d, e. A tricategory with ∗-duals together with a
pivotal structure is called a pivotal tricategory.

ii) T is a pivotal tricategory with duals, if it is a pivotal tricategory and the bicategory hT
is a bicategory with right duals.

Concretely, in a pivotal tricategory for every pair of objects b, c ∈ T, T(c, b) is a pivotal
bicategory with duality ∗ and pivotal structure a. The pivotal structure defines invertible
3-morphisms aϕ : ϕ ⇛ ϕ∗∗ for all 2-morphisms ϕ.

Remark 4.6 In [29] it is shown that the notion of a pivotal tricategory with duals (this
structure is called tricategory with weak duals in [29]) is stable under triequivalences of
tricategories, i.e. if T ≃ G as tricategories and T is a pivotal tricategory with duals, then
G is canonically a pivotal tricategory. Using this result it is possible to strictify a pivotal
tricategory with duals to a Gray category with duals in the sense of [1], see [29, Thm. 7.21].

4.2 The calculus with the inner hom and the dual categories

In this section we provide the technical tools that will be used to construct #-duals in the
tricategory Bimod. Therefore we first consider the dual bimodule categories and functors
between them in more detail. Next we discuss various compatibilities between the inner
homs, the dual categories and the tensor product of bimodule categories. Most importantly
we prove a Rieffel-induction type formula that allows to compute the inner homs of a tensor
product DMC � CNE in terms of the inner homs of M and N. Finally we discuss module
versions of the Yoneda-lemma and of the notion of representations of functors.
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Dual categories Recall from Section 2, that for every bimodule category DMC, there are
bimodule categories CM

#
D and #

CMD. These so-called dual categories are compatible with the
tensor product as follows.

Lemma 4.7 Let DMC and CNE be bimodule categories. There are canonical equivalences of
bimodule categories

i)
#
( CM

#
D) ≃ DMC, (#

CMD)# ≃ DMC . (4.7)

ii)
(DMC � CNE)

# ≃ EN
#
C � CM

#
D,

#(DMC � CNE) ≃
#
ENC �

#
CMD . (4.8)

Proof. The equivalences for the first part are obtained directly from the identifications
(Mop)op ≃ M and ∗(c∗) ≃ (∗c)∗ ≃ c, ∗(d∗) ≃ (∗d)∗ ≃ d, for c ∈ C and d ∈ D. For the second
part we define the functors τ : N

#
⊠M

# → (M⊠N)# → (M�N)# by τ (n⊠m) = B(m⊠ n)
for n ⊠ m ∈ N

#
⊠M

#. It is straightforward to see that τ is a balanced bimodule func-
tor and moreover, that (M�N)# together with τ is a tensor product of N

# and M
#.

Thus by universality of the tensor product, τ induces an equivalence of bimodule categories
(DMC � CNE)

# ≃ EN
#
C � CM

#
D. The analogous argument applies to the left duals. �

The dual bimodule categories extend to functors as follows. For each bimodule functor
F : DMC → DNC, there are corresponding bimodule functors F# : CM

#
D → CN

#
D, and

#F : #
CMD → #

CND that are just the obvious functors Fop : Mop → N
op as linear functors,

with bimodule structures induced from the bimodule structures of F. Furthermore, each
bimodule natural transformation η : F → G between two such bimodule functors defines
canonical bimodule natural transformations η# : F# → G# and #η : #F → #G. In total, we
obtain 2-functors (−)#,# (−) : Bimod(D,C) → Bimod(C,D).

Next we consider the duals of the unit bimodule categories. The following statement
follows directly from the definitions.

Lemma 4.8 i) The right dual functor is an equivalence of bimodule categories (−)∗ :

DD
#
D → DDD with quasi-inverse ∗(−) : DDD → DD

#
D.

ii) The left dual functor is an equivalence of bimodule categories ∗(−) : #
DDD → DDD with

quasi-inverse (−)∗ : DDD → #
DDD.

Let F : DDD → DMD and G : DMD → DDD be bimodule functors. The equivalences from
Lemma 4.8 induce bimodule functors

#̃
F : DDD ≃ #

DDD

#
F

−→ #
DMD, F

#̃ : DDD ≃ DD
#
D

F
#

−→ DM
#
D

#̃
G : #

DMD

#
G

−→ #
DDD ≃ DDD, G

#̃ : DM
#
D

G
#

−→ DD
#
D ≃ DDD,

(4.9)

Hence on objects d ∈ D and m ∈ M, these functors take the following values:

#̃
F(d) = F(x∗), F

#̃(d) = F(∗d), #̃(G)(m) = ∗
G(m), G

#̃(m) = G(m)∗. (4.10)

It follows from Lemma 4.7 that (#̃F)#̃ ≃ F ≃ #̃(F#̃) and similarly for G. These construc-
tions will be needed for the coevaluation functor for bimodule categories.

Representation of module functors Our next goal is to obtain a module version of
the Yoneda-Lemma and a notion of representation of module functors. First we extend the
notion of balanced functors such that it includes the Hom-functor of a bimodule category.

Definition 4.9 A functor F : DM⊠ND → A between the product of two module categories
and a linear category A is called D-balanced, if it is equipped with natural isomorphisms

F(d ⊲m⊠ n) ≃ F(m⊠ n ⊳ d
∗∗), (4.11)

for all d ∈ D, m ∈ M and n ∈ N, that satisfy the usual pentagon axiom with respect to the
tensor product of D and the triangle axiom with respect to the unit of D. Balanced natural
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transformation between two balanced functors of this type are defined as natural transforma-
tion, such that the obvious analogue of the diagram (2.13) commutes.

We say that a functor F : DMC ⊠ CND → A is multi-balanced if it is C-balanced, D-balanced
in the given sense and furthermore both structures are compatible as in Definition 3.10.

It turns out that the Hom-functor is balanced in this sense:

Example 4.10 The functor HomM : #
CMD ⊠DMC → Vect is multi-balanced. It is clearly

C-balanced, and the D-balancing structure is obtained from the isomorphisms

HomM(c#⊲ m̃,m) = HomM(m̃ ⊳ c
∗
,m) ≃ HomM(m̃,m⊳ c

∗∗).

It is easy to see that both balancing structures are compatible. If we compose the Hom-functor
with the inner hom functor D〈−,−〉M : DMC ⊠

#
CMD → DDD, we see that HomD(m, d ⊲ m̃)

and HomM(D〈m,m̃〉M , d) define multi-balanced functors ##
DMC ⊠

#
CMD ⊠DDD → Vect.

Moreover, the inner hom defines a multi-balanced natural isomorphism HomD(m, d ⊲ m̃) ≃
HomM(D〈m, m̃〉M , d).

Now we turn to the module version of the Yoneda-Lemma.

Lemma 4.11 i) Let F,G : DMC → DNC be bimodule functors. The set of bimodule
natural transformations from F to G is in bijection with the set of multi-balanced natural
transformations

HomN(−,F(−)) → HomN(−,G(−)), (4.12)

between multi-balanced functors #
CND ⊠DMC → Vect.

ii) Let F,G : DMC → DNC be bimodule functors. The set of bimodule natural transforma-
tions from F to G is in bijection with the set of balanced bimodule transformations

D〈F(−),−〉N → D〈G(−),−〉N (4.13)

between balanced bimodule functors DMC ⊠
#
CND → DDD.

There are the analogue statements switching the entries of the Hom-functors and replacing
covariant with contravariant.

Proof. Let Φn,m : HomN(n,F(m)) → HomN(n,G(m)) be a multi-balanced natural transfor-
mation. As in the usual Yoneda-lemma we define the corresponding natural transformation
η : F → G by ηm = ΦF(m),m(idF(m)) : F(m) → G(m). The following diagram commutes since
Φ is D-balanced:

Hom(d∗ ⊲ d ⊲F(m),F(m)) ≃
Hom(d ⊲F(m), d ⊲F(m))

Hom(d∗ ⊲ d ⊲F(m),G(m)) ≃
Hom(d ⊲ F(m), d ⊲G(m))

Hom(F(d ⊲m),F(d ⊲m)) Hom(F(d ⊲m),G(d ⊲m))

Φ

≃ ≃

Φ

(4.14)

If we consider the identity in the upper left Hom-space, it gets mapped to d ⊲ ηm by the upper
arrow and to ηd ⊲m in the lower left Hom-space by the lower arrow. Hence it follows that η is
D-balanced. The proof that η is C-balanced is analogous. The converse and the contravariant
versions of the statements follow analogously.

For the second part, assume that we are given a balanced bimodule natural transformation
Φ : D〈F(−),−〉N → D〈G(−),−〉N. It is straightforward to see that Φ induces a multi-balanced
module natural transformation HomD(D〈F(m), n〉M , d) ≃ HomD(D〈G(n), m〉N , d) of multi-
balanced functors ##

DMC ⊠
#
CMD ⊠DDD → Vect. Restricting to d = 1D, this yields a balanced

natural transformation Hom(F(m), n) → Hom(G(m), n), which defines a bimodule natural
transformation F → G by the contravariant version of the first part. The remaining statements
follow analogously. �

Next we consider the module version of representable functors.
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Proposition 4.12 i) Every right exact module functor F : DM → DD is (left) D-
representable by Fr(1D), i.e. there exists a module natural isomorphism

F(x) ≃ D〈x,F
r(1D)〉M . (4.15)

This isomorphism extends to an equivalence of bimodule functors

D

〈
−,

#̃(Fr)(−)
〉M

≃ F(−)⊗ (−), (4.16)

from DM⊠DD to DDD.

ii) Let F : DMD → DDD be a right exact bimodule functor. Then the equivalence (4.16) is
an equivalence of balanced bimodule functors DMD ⊠DDD → DDD. Furthermore, F is

right D-representable by (Fr)#̃, i.e. there is a bimodule natural isomorphism

〈
(Fr)#̃(−),−

〉M

D

≃ (−)⊗ F(−) (4.17)

between balanced bimodule functors DDD ⊠DMD → DDD.

Proof. Since F is right exact, it admits a right adjoint, see Proposition 2.11. For the first part
we first compute for all m ∈ M, x, d ∈ D

HomD(D

〈
m, (#̃Fr)(d)

〉M

, x) ≃ HomM(m,x ⊲ F
r(d∗)) ≃ HomM(m,F

r(x⊗ d
∗))

≃ HomD(F(m), x⊗ d
∗) ≃ Hom(F(m)⊗ d, x).

(4.18)

All isomorphisms are multi-balanced natural isomorphisms, hence the statement follows from
the module Yoneda-Lemma 4.11 i). If F is a bimodule functor as in the second statement, it
follows that Fr : DDD → DMD is also a bimodule functor. Then equation (4.18) consists of
multi-balanced natural isomorphisms and thus (4.16) is a bimodule natural isomorphism. We
additionally have a natural multi-balanced isomorphism

HomD(
〈
(Fr)#̃(d),m

〉M

D

, x) ≃ HomM(d⊗ F(m), x), (4.19)

that is constructed in a similar way to (4.18). This yields by the module Yoneda-Lemma, the
claimed second bimodule natural isomorphism. �

The next statement follows using the same techniques as in the previous proposition.

Lemma 4.13 Let F : DMC → DNC be a right exact bimodule functor. Then there exist
balanced bimodule natural isomorphisms

D〈F(m), n〉N ≃ D〈m,F
r(n)〉M and 〈n,F(m)〉N

C
≃ 〈Fr(n),m〉M

C
(4.20)

for m ∈ M and n ∈ N. The analogous statement holds for left exact bimodule functors and
the left adjoint functor.

Compatibilities inner hom, dual categories and tensor product The inner
hom and the dual categories are compatible in the following sense. Here and in the sequel
we use the equivalences from Lemma 4.7 without mentioning. Recall the operation #̃ from
equation (4.10).

Lemma 4.14 i) There is a canonical balanced bimodule natural isomorphism between the
balanced bimodule functors

D〈−,−〉M , 〈−,−〉
#MD
D : DMC ⊠

#
CMD → DDD . (4.21)

as well as between the balanced bimodule functors

〈−,−〉M
C
, C〈−,−〉CM#

: CM
#
D ⊠DMC → CCC . (4.22)
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ii) There are canonical balanced bimodule natural isomorphism between the balanced bimod-
ule functors

(D〈−,−〉M)
#̃#̃

, 〈−,−〉M
#

D
: DM

##
C ⊠ CM

#
D → DDD . (4.23)

and
#̃#̃( 〈−,−〉M

C
), C〈−,−〉

#
C M : #

CMD ⊠
##

DMC . (4.24)

Proof. Using the definitions of the inner homs we compute

HomD(〈m,m̃〉
#MD
D , d) ≃ Hom#MD

(m̃,m
#
⊳ d) = HomM(d∗ ⊲m, m̃)

≃ HomM(m, d ⊲ m̃) = HomD(D〈m,m̃〉M , d).

Lemma 4.11 thus yields a balanced bimodule natural isomorphism D〈m, m̃〉M ≃ 〈m,m̃〉
#MD
D .

The argument for the C-valued inner hom follows directly from the first statement and Lemma
4.7 i). For the second part, let d ∈ D, m, m̃ ∈ M. By the definition of the inner hom and the
duality in D, we have the following chain of natural isomorphisms.

HomD( 〈m̃,m〉M
#

D
, d) ≃HomM#(m, m̃ ⊳

#
d) ≃ HomM(∗d ⊲ m̃,m)

≃ HomM(m̃,
∗∗
d ⊲m) ≃ HomD(D〈m̃,m〉M ,

∗∗
d)

≃ HomD((D〈m̃,m〉M)∗∗, d).

(4.25)

All isomorphisms are multi-balanced bimodule natural isomorphisms and induce the required
balanced bimodule natural isomorphism. The last statement follows again from the previous
one and Lemma 4.7 i). �

Finally we discuss the compatibility of the inner hom and the tensor product of module
categories.

Proposition 4.15 i) The functor

Λ : DMC ⊠ CNE ⊠
#
ENC ⊠

#
CMD → DDD

m⊠ n⊠ ñ⊠ m̃ → D

〈
m⊳ C〈n, ñ〉

N
, m̃

〉M
(4.26)

is a multi-balanced (D,D)-bimodule functor.

ii) The following diagram of multi-balanced module functors commutes up to a canonical
multi-balanced module natural isomorphism

DMC ⊠ CNE ⊠
#
ENC ⊠

#
CMD

DMC � CNE ⊠
#
ENC �

#
CMD DDD .

B ⊠
#
B

Λ

D〈−,−〉M�N

(4.27)

iii) Analogously, there exists a multi-balanced module natural isomorphism

〈m̃�ñ, m�n〉M �N

E
≃

〈
ñ, 〈m̃,m〉N

C
⊲ n

〉N

E
. (4.28)

Proof. It follows directly from the properties of the inner hom functors, see Proposition 2.18,
that the functor Λ has the structure of a multi-balanced bimodule functor. For the second
statement, note that the functor B : M⊠N → M�N and the functor D〈−,−〉M�N are multi-
balanced, hence the composite of the functors on the lower arrows in (4.27) defines as well
a multi-balanced bimodule functor. To construct the multi-balanced natural isomorphism
between these two functors, we proceed in two steps. First we proof that it suffices to show
the result for D = C

∗

M = FunC (MC, MC). Let F : D → C
∗

M be the tensor functor given by the
action of D on M, i.e. d ⊲m = F(m). This functor is exact, since the functor ⊲ : D×M → M

is biexact. Hence the adjoint functors to F exist. The equation

HomD(D〈m, m̃〉M , d) = HomM(m,d ⊲ m̃) = HomC∗
M
(C∗

M
〈m,m̃〉M, F(d))

shows that D〈m, m̃〉M = Fl(C∗
M
〈m, m̃〉M).
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Assume now that the statement is proven for C
∗

M, then

D〈m�n, m̃�ñ〉M�N = F
l(C∗

M
〈m�n, m̃�n〉M�N) ≃ F

l(C∗
M
〈m⊳ C〈n, ñ〉

N
, m̃〉M)

= D

〈
m⊳ C〈n, ñ〉

N
, m̃

〉M
(4.29)

shows that the statement follows for D.
Next we prove the assertion for D = C

∗

M in the case that MC =
A
Mod(C) and CN =

Mod(C)
B
for algebras A,B ∈ C. Recall from Example 2.20 that in this case C

∗

M =
A
Mod(C)

A
.

By Theorem 3.2, the tensor product MC � CN is given by the category of (A,B)-bimodules
in C with universal balancing functor given by the tensor product in C. Let m, m̃ ∈

A
Mod(C)

and n, ñ ∈ Mod(C)
B
and x ∈

A
Mod(C)

A
.

Hom
AMod(C)B (C∗

M
〈m⊗ n, m̃⊗ ñ〉M�N

, x) = Hom
AMod(C)B (m⊗ n, (x⊗A m̃)⊗ ñ)

= Hom
AMod(C)(m⊗ (n⊗B

∗
ñ), x⊗A m̃)

= Hom
AMod(C)A (A,x⊗A m̃⊗ (m⊗ (n⊗B

∗
ñ))∗)

= Hom
AMod(C)A (

∗
(m̃⊗ (m⊗ (n⊗B

∗
n))∗), x)

(4.30)

The description of the inner hom objects from Example 2.20 shows that on the other side

C∗
M
〈m⊳ C〈n, ñ〉

N
, m̃〉M =C∗

M
〈m⊳(n⊗B

∗
n), m̃〉M =

∗
(m̃⊗ (m⊗ (n⊗B

∗
n))∗) (4.31)

This completes the second part in the case that MC =
A
Mod(C). Since every module category

is equivalent to one of this type, see Theorem 2.19, the statement holds in general. The
third statement follows directly by applying the second part to the E-valued inner hom of
(DMC � CNE)

# and using Lemma 4.14. �

As we remarked in Section 2, the inner hom can be regarded as a categorification of an algebra
valued inner product except one compatibility with the ∗-involution. In view of this analogy,
the functor (4.27) can be regarded as a categorification of the Rieffel induction formula (1.1).

4.3 #-duals for bimodule categories using inner homs

We finally show using the inner hom functors, that the dual categories are indeed #-duals in
the tricategory Bimod.

The evaluation functors Recall from Proposition 2.18, that the inner hom functors for
a bimodule category DMC are right exact balanced bimodule functors

D〈−,−〉M : DMC ×#
CMD → DDD, 〈−,−〉M

C
: CM

#
D ×DMC → CCC . (4.32)

Using the universal property of the tensor product of bimodule categories we obtain the
following functors.

Definition 4.16 Let DMC be a bimodule category. The inner hom functors induce bimodule
functors

ev
DM : DMC �

#
CMD → DDD, evMC

: CM
#
D �DMC → CCC, (4.33)

that are called the left, respectively right evaluation functors.

From the definition of the tensor product it follows that the evaluation functors are right
exact.

By applying the universal property of the tensor product to Lemma 4.14 and Proposition
4.15, we obtain the following compatibilities of the evaluation functors with the dual categories
and the tensor product.

Corollary 4.17 Let DMC and CNE be two bimodule categories.

i) There are bimodule natural isomorphisms between the bimodule functors

ev
DM, ev#MD

: DMC �
#
CMD → DDD and evMC

, ev
CM

# : CM
#
D �DMC → CCC .

(4.34)
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ii) The bimodule functor ev
DM�N : DMC � CNE �

#(DMC � CNE) → DDD is equivalent as
a bimodule functor to the composite

M�N�
#(M�N) ≃ M�N�

#
N �

#
M M�C�

#
M M�

#
M D .

1� ev
CN �1 rM�1 ev

DM

(4.35)

iii) The bimodule functor ev
M�NE

: (M�N)#�M�N → E is equivalent as a bimodule

functor to the composite

(M�N)#�M�N ≃ N
#
�M

#
�M�N N

#
�C�N N

#
�N E .

1� evMC
�1 1�lN evNE

(4.36)

In these formulas we suppressed the associativity functors of the tricategory Bimod.

Furthermore we have the following version of the Yoneda-lemma and the representations
of module functors by applying the tensor product to Lemma 4.11 ii) and to Proposition
4.12 ii).

Lemma 4.18 Let DMC, DNC and DKD be bimodule categories.

i) For bimodule functors F,G : DMC → DNC the set of bimodule natural transformations
from F to G is in bijection with the set of balanced bimodule transformations

ev
DN ◦(F�1) → ev

DN ◦(G�1) between functors DMC �
#
CND → DDD, (4.37)

ii) Let F : DKD → DDD be a right exact bimodule functor. Then F is equivalent as a
bimodule functor to the composites

DKD ≃ DKD �DDD DKD �
#
DKD DDD,

(Fr)#̃ evKD (4.38)

as well as to

DKD ≃ DDD �DKD DK
#
D �DDD DDD .

#̃(Fr) ev
DK (4.39)

The coevaluation functors In analogy to the case of module categories over Vect in the
introduction to this section, we define the coevaluation functor using a representing object
for the inner hom functors. Recall that the evaluation functors are right exact, hence there
exists a right adjoint.

Definition 4.19 Let DMC be an bimodule category. The left coevaluation functor is defined
by

coev
DM = (evr

DM)#̃ : DDD −→ (DMC �
#
CMD)# ≃ DMC � CM

#
D, (4.40)

while the right coevaluation functor is defined by

coevMC
=#̃ (evrMC

) : CCC −→#( CM
#
D �DMC) ≃

#
CMD �DMC . (4.41)

In these formulas we used the equivalences from Lemma 4.7.

First we clarify the compatibility of the coevaluation functors and the dual bimodule
categories.

Lemma 4.20 For a bimodule category DMC the bimodule functors

coev
DM, coev

M
#
D

: D → DM �M
#
D, and coevMC

, coev#
C

M
: C → #

CM�MC

are equivalent as bimodule functors.
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Proof. To construct the first natural isomorphism it is sufficient to show that (evr
DM)#̃#̃ ≃

(ev
M

#
D

)r as bimodule functors. It is straightforward to see that taking the right adjoint and

the operation (−)#̃#̃ commute up to a natural bimodule isomorphism. Hence it suffices to

show that (ev
DM)#̃#̃ ≃ ev

M
#
D

. This follows from Lemma 4.14 i). The remaining isomorphism

for the C-valued inner hom follows directly from the first statement using the equivalence
(#

CM)# ≃ MC. �

Lemma 4.21 i) The coevaluation functors represent the inner hom functors, i.e. there
are natural bimodule isomorphism

D〈−, coev
DM(1)〉M�#M ≃ ev

DM(−) ≃ 〈coev
DM(1),−〉M�#M

D
, (4.42)

between bimodule functors DMC �
#
CMD → DDD. Furthermore there are natural bimod-

ule isomorphisms

C〈−, coevMC
(1)〉M

# �M ≃ evMC
≃ 〈coevMC

(1),−〉M
# � M

C
(4.43)

between bimodule functors DMC �
#
CMD → DDD.

ii) The composite bimodule functor

DMC �
#
CMD ≃ D�M�

#
M (M�

#
M)#�M�

#
M D

coev
DM �1 ev

M �#MD (4.44)

is equivalent to the evaluation functor ev
DM as bimodule functor.

The composite bimodule functor

CM
#
D �DMC ≃ M

#
�M�C M

#
�M�

#(M#
�M) C

1� coevMC

ev#
C
M�M

(4.45)

is equivalent to evMC
as a bimodule functor.

Proof. The first part follows directly from the definition of the coevaluation functor and from
Proposition 4.12. The second part follows from applying Lemma 4.18 ii). �

The triangulators We finally show that the evaluation and coevaluation functors satisfy
the snake identities up to a bimodule natural isomorphism. This is shown in [8, Proposition
4.2.1] using the description of the tensor product as functor category. Our method of proof
is a generalization of the semisimple case considered in [29].

Proposition 4.22 Let DMC be a bimodule category. There exists a bimodule natural iso-
morphism between the composite

ΦM : M ≃ D�M M�M
#
�M M�C ≃ M,

coev
DM �1 1� evMC (4.46)

and the identity functor on DMC. Similarly, the bimodule functor

M ≃ M�C M�
#
M�M D�M ≃ M,

1� coevMC evDM �1 (4.47)

is equivalent to the identity bimodule functor DMC. These natural isomorphisms are called
left and right triangulators, respectively.

Proof. We show that there exists a bimodule natural isomorphisms between ev
DM ◦(ΦM�1)

and ev
DM as bimodule functors from DMC �

#
CMD to DDD. Then the statement will follow by

Lemma 4.18 i). According to Corollary 4.17, the functor evM�#MD
: M�M

#
�M�M

# → D

is isomorphic as bimodule functor to ev#MD
◦(1� evMC

�1), and hence according to equation
(4.34) to ev

DM ◦(1� evMC
�1). In these formulas we suppressed the unit bimodule func-

tors for simplicity. This implies that Lemma 4.21 ii) gives a bimodule natural isomorphism
ev

DM ◦(ΦM�1) → ev
DM. The second natural bimodule isomorphism is constructed analo-

gously. �

With the help of the evaluation and coevaluation functors we obtain #-duals for Bimod.
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Theorem 4.23 Bimodule categories over finite tensor categories form a tricategory with #-
duals.

Proof. By Proposition 4.22, the dual bimodule categories with the evaluation and coevaluation
functors satisfy the first snake identity (A.1) for the #-duals up to the triangulator. The
remaining triangulator for CM

#
D is constructed as follows. By Lemma 4.20 and Corollary

4.17 i) the functor

CM
#
D ≃ M

#
�D M

#
�M�M

#
C�M

# ≃ CM
#
D,

1� coev
DM evMC

�1
(4.48)

is equivalent as bimodule functor to the composite

CM
#
D ≃ M

#
�D M

#
�M�M

#
C�M

# ≃ CM
#
D .

1� coev
M

#
D

ev
CM# �1

(4.49)

Equation (4.47) in Proposition 4.22 applied to CM
#
D shows that this bimodule functor is

equivalent to the identity. �

4.4 Separable bimodule categories and the Serre equivalence

First we show that separable bimodule categories form a tricategory with duals. This implies
that the left and right dual of a bimodule category are equivalent by Proposition 4.4. We char-
acterize these so called Serre equivalences using the inner homs. This might be important for
applications to TFTs, since the Serre equivalences encode the homotopy action corresponding
to the framing change in a framed TFT [8,26].

The tricategory of separable bimodule categories It follows almost directly from
results in [8] that separable bimodule categories form a tricategory with duals. We just need
to proof that separable bimodule categories are biexact and hence the adjoints of all module
functors exists.

Definition 4.24 Let C, D be finite tensor categories.

i) An algebra A in C is called separable, if the multiplication m : A ⊗ A → A splits as a
map of (A,A)-bimodules, i.e. if there exists a bimodule morphism s : A → A ⊗ A such
that m ◦ s = 1A.

ii) A module category DM over D is called separable if there exists a separable algebra
A ∈ D such that DM ≃ Mod(D)

A
as module categories.

iii) A bimodule category DMC is called separable if it is separable as D-left and also as
C-right module category.

Lemma 4.25 If DM is a separable module category then it is also an exact module category.

Proof. First we choose a separable algebra A and an equivalence DM ≃ Mod(D)
A
as module

categories. To show that Mod(D)
A
is exact we need to show that for all projective P ∈ D and

all m ∈ Mod(D)
A
, the object P ⊗m is projective in Mod(D)

A
. Clearly P ⊗m is projective

in D. Now consider the following morphism in Mod(D)
A
.

P ⊗m ≃ P ⊗m⊗A A
1⊗As
→ P ⊗m⊗A (A⊗ A) ≃ P ⊗m⊗ A. (4.50)

This establishes P ⊗m as retract of P ⊗m⊗A. Since the object P ⊗m⊗A is projective in
Mod(D)

A
, it follows that also P ⊗m is projective in Mod(D)

A
. �

Proposition 4.26 Let DMC and CNE be separable bimodule categories. Then the (D,E)-
bimodule category DMC � CNE is separable.

Proof. This is shown in [8, Thm. 3.5.5] in the case that the tensor categories D, C and E

are semisimple. The proof does not require this assumption and thus the result follows in the
general case in exactly the same way. �
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Theorem 4.27 i) The following defines a tricategory Bimodsep. Objects are finite tensor
categories, 1-morphisms are separable bimodule categories, 2-morphisms are bimodule
functors, 3-morphisms are bimodule natural transformations. The tricategory structures
are induced from Bimod.

ii) Bimodsep is a tricategory with duals, where the duals of a 1-morphism DMC are the
bimodule categories CM

#
D and #

CMD. The duals of bimodule functors are the left and
right adjoint functors.

Proof. We have to show that the tricategory structures of Bimod are well defined on Bimodsep.
The unit bimodule category CCC is a separable bimodule category, since we can choose the
tensor unit as separable algebra for the left and right module structures. According to Propo-
sition 4.26, the tensor product is well defined for Bimodsep. Hence Theorem 3.21 implies
that Bimodsep is a tricategory. For the second part note that if A is a separable algebra in
a finite tensor category D, then also A∗∗ and ∗∗A are canonically separable algebras. Ac-
cording to [8, Cor. 3.4.14], if DM is equivalent to Mod(D)

A
, then DM

# ≃
A∗∗Mod(D) and

#
DM ≃

A
Mod(D) and analogous for right module categories. It thus follows that CM

#
D and

#
CMD are separable bimodule categories if DMC is. Thus it follows from Theorem 4.23 that
Bimodsep is a tricategory with #-duals. From Lemma 4.25 and it follows that a separable
bimodule category is biexact and hence exact according to Lemma 2.9. Thus every module
functor between separable bimodule categories is exact and has a left and right adjoint. �

The Serre equivalence It follows from Theorem 4.23 and the general Proposition 4.4
that for a separable bimodule category DMC, there is an equivalence SM : CM

#
D → #

CMD of
bimodule categories. We apply the calculus of the inner hom to construct this equivalence
more explicitly.

First we consider the duals of the inner hom and their properties. By applying the opera-
tion #̃ from Equation (4.9) to the inner hom functor D〈−,−〉M, we obtain balanced bimodule
functors

(D〈−,−〉M)
#̃

:DMC ⊠ CM
#
D ∋ m⊠ m̃ 7→ D〈m̃,m〉∗ ∈ DDD,

#̃( 〈−,−〉M
C
) :#CMD ⊠DMC ∋ m̃⊠m 7→ ∗ 〈m, m̃〉

C
∈ CCC .

(4.51)

The following is the analogue of Proposition 4.12.

Proposition 4.28 i) Let F : DM → DD be an left exact module functor. There exists a
module natural isomorphism

D

〈
F
l(1D), x

〉M

≃ ∗
F(x), (4.52)

for all x ∈ DM. This extends to an equivalence of bimodule functors

D

〈
F
l(−),−

〉
M

≃ (−)⊗#̃
F : DD⊠

#
MD → DDD . (4.53)

ii) Let F : DMD → DDD be a left exact bimodule functor. The equivalence from equation
(4.53) is an equivalence of bimodule functors DDD ⊠

#
DMD → DDD. Furthermore, there

is an equivalence of balanced bimodule functors

〈
−,F

l(−)
〉M

D

≃ F
#̃(−)⊗ (−) : DM

#
D ⊠DDD → DDD . (4.54)

Proof. We compute for d, x ∈ D and m̃ ∈ M
#
D

HomD(D

〈
F
l(d), m̃

〉M

, x) ≃ HomM(Fl(d), x ⊲ m̃) ≃ HomD(d⊗#̃
F(m̃), x). (4.55)

All isomorphisms are balanced natural isomorphisms between functors and hence the chain of
isomorphisms induces the claimed module natural isomorphism by the module Yoneda lemma
4.11. The second part is shown analogously. �

According to Theorem 4.27 ii), the left adjoint of the evaluation functor exists for separable
bimodule categories.
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Definition 4.29 Let DMC be an separable bimodule category. The D-Serre bimodule functor
S

DM : CM
#
D → #

CMD is defined as the composite

S
DM : CM

#
D ≃ M

#
�D M

#
�M�

#
M C�

#
M ≃ #

CMD .
1� ev

l

DM evMC
�1

(4.56)

The C-Serre bimodule functor SMC
: #

CMD → CM
#
D is the composite

SMC
: #

CMD ≃ C�
#
M M

#
�M�

#
M M

#
�D ≃ CM

#
D .

ev
l
MC

�1 1� ev
DM (4.57)

Proposition 4.30 i) The Serre bimodule functors from Definition 4.29 are equivalences
of bimodule categories that are defined up to unique bimodule natural isomorphisms by
the following properties.

ii) For m⊠ m̃ ∈ DMC ⊠ CM
#
D there is a canonical balanced bimodule natural isomorphism

D〈m̃,m〉∗ ≃ D〈m,S
DM(m̃)〉M , (4.58)

between balanced bimodule functors DMC ⊠ CM
#
D → DDD.

iii) There exists a balanced bimodule natural isomorphism

∗ 〈m, m̃〉
C
≃ 〈SMC

(m̃),m〉M
C

(4.59)

between balanced bimodule functors #
CMD ⊠DMC → CCC.

Proof. To show that the Serre functors are equivalences, we argue that the quasi-inverse of
the D-Serre functor is given by the composite

#
CMD ≃ #

M�D
#
M�M�M

#
C�M

# ≃ CM
#
D .

1� coev
DM coev

l
MC

�1
(4.60)

To see that this functor is quasi-inverse to S
DM, one uses first the coherence structure in the

tricategory Bimod, then twice the triangulator from Proposition 4.22. The quasi-inverse of
SMC

is constructed similarly. The proof of the remaining statements is analogous to the proof
of Proposition 4.22: To show equation (4.58), first note that the composite

DMC � CM
#
D ≃ M�

#
M�D (M�

#
M)#�M�

#
M D

1� ev
l

DM
ev

M�#MD (4.61)

is equivalent to the bimodule functor (ev
DM)#̃ by Proposition 4.28. This induces an equiva-

lence of bimodule functors ev
DM ◦(1�SM) ≃ (ev

DM)#̃. Thus the statement follows by using
the universality of the tensor product. The proof of (4.59) is analogous. By the module
Yoneda-lemma, these properties characterize the Serre functors up to a unique equivalence of
bimodule functors. �

5 Inner-product bimodule categories as pivotal tri-
category

For the rest of this article we consider bimodule categories over pivotal finite tensor categories.
We develop the notion of inner-product bimodule category over pivotal finite tensor categories
and show that it is compatible with the tensor product and the duality operations #. In this
way we obtain a tricategory Bimodθ of inner-product bimodule categories with objects pivotal
finite tensor categories, 1-morphisms inner-product bimodule categories, 2- and 3-morphisms
as in Bimod. Furthermore the structure of inner-product bimodule categories induces pivotal
structures on the categories of functors Bimodθ . This implies that inner-product bimodule
categories over pivotal finite tensor categories form a pivotal tricategory and thus exhibit
structures that we expect from defects for oriented TFTs.
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5.1 Inner-product bimodule categories and the tensor product

We define inner-product bimodule categories over pivotal finite tensor categories, investigate
the interaction with the tensor product and show that this structure is essentially unique for
indecomposable module categories if it exists. Furthermore we relate this structure to the
Serre bimodule functors.

First we consider the dual bimodule categories for bimodule categories over pivotal tensor
categories C and D. Recall that a pivotal structure on a tensor category is a monoidal natural
isomorphism a : id → (−)∗∗, see Definition A.2. For a bimodule category DMC, the pivotal
structures of C andD define canonical equivalences of bimodule categories AM : #

CMD → CM
#
D

and A−
M

: CM
#
D → #

CMD as follows. As linear functors, AM and A−
M

are the identities on
M

op. The module structures are constructed in the obvious way from the pivotal structures.
Similarly, there are equivalences of bimodule categories DM

##
C ≃ DMC and ##

DMC ≃ DMC.
Precomposing these equivalences AM and A−

M
with the bimodule functors in equation (4.51),

we obtain the following.

Lemma 5.1 Let C, D be pivotal finite tensor categories and DMC a bimodule category. The
functors

DMC ⊠
#
CMD ∋ m⊠ m̃ 7→ D〈m̃,m〉∗ ∈ D,

CM
#
D ⊠DMC ∋ m̃⊠m 7→ ∗ 〈m,m̃〉

C
∈ C,

(5.1)

are balanced bimodule functors with respect to the pivotal structures of C and D.

Definition 5.2 Let C, D be pivotal finite tensor categories.

i) An inner-product module category over D is a module category DM together with a
bimodule natural isomorphism

I
M

m,m̃ : D〈m, m̃〉M ≃ D〈m̃,m〉∗ , (5.2)

of bimodule functors DM⊠
#
MD → DDD.

ii) A D-inner-product bimodule category is a bimodule category DMC together with a C-
balanced D-bimodule natural isomorphism

IDM

m,m̃
: D〈m, m̃〉M ≃ D〈m̃,m〉∗ (5.3)

of C-balanced D-bimodule functors DMC ⊠
#
CMD → DDD.

iii) A C-inner-product bimodule category is a bimodule category DMC together with a D-
balanced C-bimodule natural isomorphism

I
MC

m̃,m
: 〈m̃,m〉M

C
≃ ∗ 〈m,m̃〉

C
, (5.4)

of D-balanced C-bimodule functors CM
#
D ⊠DMC → CCC.

iv) An inner-product (D,C)-bimodule category is a bimodule category DMC together with
the structures of a D- and C-inner-product bimodule category.

Remark 5.3 Let DMC be a separable bimodule category.

i) By the module Yoneda-Lemma 4.11 it follows that the structure of a D-inner-product
bimodule category on DMC is the same as a bimodule natural isomorphism from AM ◦
S

DM : CM
#
D → CM

#
D to the identity functor on CM

#
D. Similarly, the structure of a

C-inner-product bimodule category on DMC is the same as a bimodule natural isomor-
phism from the bimodule functor AM ◦ SMC

to the identity on CM
#
D.

ii) It is clear that for an inner-product module category DM the inner hom functor is exact.
In the proof of [14, Prop. 3.16] it is shown that a module category is exact if and only
if the inner hom functor is exact. Thus an inner-product module category is necessarily
exact.
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It follows directly from the definition, that by passing to the Grothendieck group, an inner-
product bimodule category defines an inner-product bimodule over the Grothendieck ring of
the tensor categories in the sense of Definition 1.1.

Example 5.4 i) Let C be a pivotal finite tensor category with pivotal structure a : idC →
(−)∗∗. Then the bimodule category CCC has the structure of an inner-product bimodule
category induced by the pivotal structure. Indeed, for x̃, x ∈ C the left inner-product
structure is defined by

C〈x̃, x〉
∗ = x⊗ x̃

∗
1⊗∗a

x̃
≃ x⊗ ∗

x̃ = C〈x, x̃〉 ,

while the right inner-product structure is induced by

∗ 〈x, x̃〉
C
= ∗

x̃⊗ x
a∗

x̃
⊗1

≃ x̃
∗ ⊗ x = 〈x̃, x〉

C
.

Moreover, if a and b are two pivotal structures for C, it is easy to see that (C,a)C(C,b) has
a structure of and inner-product bimodule category if and only if a = b.

ii) Let DMC be an inner-product bimodule category. Then the dual categories #
CMD and

CM
#
D have a natural structure of inner-product bimodule categories: It is shown in

Lemma 4.14 that the C-valued inner hom of CM
#
D and the D-valued inner hom of #

CMD

are given by inner homs of DMC. Using the pivotal structure of D, every bimodule
functor F : DMD → DDD is equivalent to the composite

DMD ≃ DM
##
D

F
#̃#̃

≃ DDD . (5.5)

It thus follows from Lemma 4.14 that the D-valued inner hom of CM
#
D is equivalent as

balanced bimodule functor to the composite

DM
##
C ⊠ CM

#
D ≃ DMC ⊠

#
CMD

D〈−,−〉M

−→ DDD . (5.6)

Analogously, the C-valued inner hom of #
CMD can be expressed by the C-valued inner

hom of DMC.

Thus it follows that the inner-product bimodule category structure of DMC induces the
structures of inner-product bimodule categories on #

CMD and CM
#
D.

The following shows that the structure of an inner-product (bi)-module category is essentially
unique if it exists.

Proposition 5.5 Let DM be an indecomposable exact module category over a pivotal finite
tensor category D with and inner-product module structure I. For any other balanced natural
isomorphism I ′ : D〈m, m̃〉M ≃ D〈m̃,m〉∗, there exists a scalar λ ∈ k× such that I ′ = λ · I.

Proof. Assume I ′ provides another inner-product module structure on DM. Then the natural
isomorphism

D〈m, m̃〉M
I′

≃ D〈m̃,m〉∗
I−1

≃ D〈m, m̃〉M , (5.7)

is balanced and defines by Lemma 4.11 a module natural isomorphism 1M → 1M, which is
an endomorphism of the tensor unit in the category D

∗

M = FunD (DM, DM). According
to [14, Lemma 3.24], this category is a finite tensor category. In particular the unit object
is absolutely simple. Hence the module natural isomorphism 1M → 1M is a multiple of the
identity and thus the statement follows. �

For indecomposable bimodule categories, the structure of an inner-product bimodule cate-
gory is thus unique up to simultaneous scaling of both balanced natural isomorphisms with
independent scalars.

Next we consider the compatibility of inner-product bimodule categories with the tensor
product.

Proposition 5.6 Let C, D, E be pivotal finite tensor categories and DMC, CNE inner-product
bimodule categories. There is an induced structure of an inner-product bimodule category on

DMC � CNE.
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Proof. In order to show that DMC � CNE has the structure of an D-inner-product bimodule
category, we construct for m, m̃ ∈ M and n, ñ ∈ N a multi-balanced D-bimodule natural
isomorphism

(D〈B(m̃⊠ ñ, B(m⊠ n)〉M�N)∗ ≃ D〈B(m⊠ n), B(m̃⊠ ñ)〉M�N

of multi-balanced bimodule functors DMC ⊠ CNE ⊠
#
ENC ⊠

#
CMD → DDD. Note that both

functors are C-balanced in two arguments and E-balanced in the middle argument. By uni-
versality of the tensor product, such a multi-balanced isomorphism induces the structure of a
D-inner-product bimodule category on DMC � CNE. The claimed isomorphism is defined as
the composite

D〈B(m̃⊠ ñ), B(m⊠ n)〉∗ ≃ D

〈
m̃ ⊳ C〈ñ, n〉

N
,m

〉∗

ICM

≃ D

〈
m, m̃ ⊳ C〈ñ, n〉

N
〉M

≃ D

〈
m⊳

∗ 〈ñ, n〉
C
, m̃

〉
M

ICN

≃ D

〈
m⊳ C〈n, ñ〉

N
, m̃

〉M

≃ D〈B(m⊠ n), B(m̃⊠ ñ)〉M�N
.

(5.8)

By definition, the isomorphisms in step two and four are multi-balanced bimodule natural
isomorphism. The first and the last isomorphism are multi -balanced bimodule isomorphism
obtained from Proposition 4.15 ii). The remaining isomorphism in the third step is induced
by the duality of C and clearly is a multi-balanced bimodule isomorphism.

The proof that DMC � CNE is an E-inner-product bimodule category is analogous. �

5.2 The pivotal tricategory of inner-product bimodule cate-
gories

We finally prove that inner-product bimodule categories yield a pivotal tricategory with duals.
To this end we first show that there is a natural way to identify a bimodule functor between
inner-product bimodule categories with its double left adjoint bimodule functor. These natural
bimodule isomorphisms are then shown to constitute a pivotal structure on the following 2-
categories.

Definition 5.7 Let C and D be pivotal finite tensor categories. The 2-categories of (C,D)
inner-product bimodule categories together with bimodule functors and bimodule natural trans-
formations are denoted Bimodθ(C,D).

A pivotal structure on the 2-categories Bimodθ(C,D) is constructed by generalizing [30, Thm.
4.5] in the semisimple case.

Theorem 5.8 Let DMC, DNC, DYC ∈ Bimodθ. For all module functors F : DMC → DNC,
the D-inner product structures on M and N induce a bimodule natural isomorphism aF : F →
Fll from F to the double left adjoint module functor of F.

i) The natural isomorphisms aF are natural with respect to bimodule natural transforma-
tions, i.e. for any bimodule functor G : DMC → DNC and any bimodule natural trans-
formation ρ : F → G, the following diagram commutes

F
aF

//

ρ

��

Fll

ρll

��

G
aG

// Gll.

ii) For all bimodule functors F : DMC → DNC and K : DNC → DYC,

aKF = aK ◦ aF : K ◦ F → (K ◦ F)ll. (5.9)
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iii) For the identity bimodule functor 1M : DMC → DMC, the natural isomorphism is given
by a1M = id1M .

iv) The 2-categories Bimodθ(C,D) equipped with these natural isomorphisms are pivotal 2-
categories.

Proof. For a bimodule functor F : DMC → DNC, consider the following composite of balanced
bimodule natural isomorphism of functors DMC ⊠

#
CMD → DDD:

D〈F(m), n〉N
IDN

≃ D〈n,F(m)〉∗ ≃ D

〈
F
l(n),m

〉∗ (IDM)−1

≃ D

〈
m,F

l(n)
〉M

≃ D

〈
F
ll(m), n

〉N

.

(5.10)
Here the first and third natural isomorphisms are obtained from Lemma 4.13. By Lemma
4.11 ii), the composite induces a bimodule natural isomorphism aF : F → Fll. Let ρ : F →
G be a bimodule natural isomorphism between bimodule functors from DMC to DNC in
Bimodθ(C,D). Then consider the following diagram:

〈Fm,n〉

IN

��

〈aF,1〉

  

〈ρm,n〉
// 〈Gm,n〉

IN

��

〈aG,1〉

~~

〈n,Fm〉∗

≃

��

〈n,ρm〉∗
// 〈n,Gm〉∗

≃

��〈
Fln,m

〉∗

(IM)−1

��

〈ρlm,n〉∗
//
〈
Gln,m

〉∗

(IM)−1

��〈
m,Fln

〉

≃

��

〈n,ρlm〉
//
〈
m,Gln

〉

≃

��〈
Fllm,n

〉 〈ρllm,n〉
//
〈
Gllm,n

〉
.

(5.11)

It is straightforward to see that all small diagrams in this diagram commute. Thus the outer
diagram commutes as well which shows part i). For the second part consider additionally a
bimodule functor K : DNC → DYC in Bimodθ(C,D). It is enough to prove that the following
diagram commutes:

〈KFm, y〉

IY

��
〈aKF,1〉

))❚❚
❚❚

❚❚
❚❚

❚❚
❚❚

❚❚
❚❚

❚❚
❚❚

❚❚
❚❚

❚❚
❚❚

❚❚
❚❚

❚❚
❚❚

❚❚
❚❚

〈aKF,1〉

%%

〈y,KFm〉∗

≃

��〈
Kly,Fm

〉∗

(IN)−1

��

≃
//
〈
FlKly,m

〉∗ (IM)−1

//
〈
m,FlKly

〉 ≃
//
〈
KllFllm, y

〉

〈
Fm,Kly

〉

≃

��〈
KllFm, y

〉
.

〈KllaF,1〉

55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥

(5.12)

The upper triangle and the lower subdiagram commute due to the definition of aKF and aK,
respectively. The remaining diagram commutes due to the naturality of the adjunctions. The
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part iv) is just the collection of the previous statements according to Definition A.12 of a
pivotal 2-category. �

Remark 5.9 If we consider CC as an inner-product module category according to Example
5.4 i), the induced pivotal structure on FunC ( CC, CC) ≃ C coincides with the pivotal structure
of C.

By replacing theD-valued with the C-valued inner product, the analogue of equation (5.10)
defines another pivotal structure on Bimodθ(C,D) that will be in general different than the
one considered, in particular since we can scale each of the two isomorphisms IDM and IMC

independently.

The following statement follows directly from Theorem 5.8 and the explicit description of
the induced pivotal structure in equation (5.10).

Corollary 5.10 Let DM be an inner-product module category over a pivotal finite tensor
category. By Theorem 5.8, the (multi-)tensor category D

∗

M acquires a pivotal structure. With
respect to this pivotal structure, the natural isomorphism IM from DM is (D, D

∗

M)-balanced.

Next we consider the compatibility of these pivotal structures with the tensor product of
inner-product bimodule categories.

Lemma 5.11 Let F : DMC → DM
′

C and G : CNE → CN
′

E be bimodule functors. The left
inner hom induces a bimodule natural isomorphism ξF,G : (F�G)l → Fl

�Gl.

Proof. Consider the following composite of balanced bimodule natural isomorphisms

D

〈
(F�G)l(m′

�n
′),m�n

〉
M�N

≃ D

〈
m

′
�n

′
,F(m)�G(n)

〉M′ � N′

≃ D

〈
m

′
⊳ D

〈
n
′
,G(n)

〉N′

,F(m)
〉

M′

≃ D

〈
F
l(m′) ⊳ D

〈
G

l(n′), n
〉

N

,m

〉M

≃ D

〈
(Fl

�G
l)(m′

�n
′),m�n

〉
M�N

.

(5.13)

By Lemma 4.11 this induces the claimed bimodule natural isomorphism. �

Proposition 5.12 Let F : DMC → DM
′

C and G : CNE → CN
′

E be bimodule functors between
inner-product bimodule categories. The following diagram of bimodule natural isomorphisms
commutes

F�G (F�G)ll

Fll
�Gll (Fl

�Gl)l.

aF�G

aF�aG

ξ
Fl,Gl

(ξF,G)
l (5.14)

Proof. It is sufficient to show that the corresponding diagram inside the inner homs commutes:

D〈F�G(m�n),m′
�n′〉

M′ �N′

D

〈
(F�G)ll(m�n),m′

�n′
〉M′ �N′

D

〈
Fll

�Gll(m�n),m′
�n′

〉M′ �N′

D

〈
(Fl

�Gl)l(m�n),m′
�n′

〉M′ �N′

.

aF�G

aF�aG

ξ
Fl,Gl

(ξF,G)
l (5.15)

This follows from a lengthy but straightforward computation using the definitions of the piv-
otal structure in Theorem 5.8 and Lemma 5.11 as well as Proposition 4.15 and the Definition
of the inner-product structure on M�N by Proposition 5.6. �

Combining the results of the previous subsections together we obtain the following.
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Theorem 5.13 Finite pivotal tensor categories, inner-product bimodule categories, bimodule
functors and bimodule natural transformations form a tricategory Bimodθ. With the pivotal
structure induced by Theorem 5.8, the tricategory Bimodθ is a pivotal tricategory duals ac-
cording to Definition 4.5.

Proof. It is shown in Example 5.4 i), that for a pivotal tensor category C the unit bimodule
category CCC is in Bimodθ. Furthermore, the tensor product of two inner-product bimodule
categories is again an inner-product bimodule category due to Proposition 5.6. Hence Bimodθ

forms a tricategory with the tricategory structure induced from Bimod.
Inner-product module categories are exact, see Remark 5.3, hence the adjoints of bimodule

functors exist and provide ∗-duals for Bimodθ. The pivotal structure on the bicategories
Bimodθ(C,D) is defined in Theorem 5.8. It follows directly from Proposition 5.12 by restricting
to the case F = id, that the 2-functors

EKD �− : Bimod
θ(C,D) → Bimod

θ(C,E)

are pivotal 2-functors for all finite pivotal tensor categories C, D, E and all EKD ∈ Bimodθ.
Analogously it follows that −� EKD are pivotal 2-functors. Hence Bimodθ is a pivotal tri-
category. The #-duals in Bimodθ are defined in Theorem 4.23. The duals of inner-product
bimodule categories are again in Bimodθ according to Example 5.4 ii). �

Remark 5.14 One might also consider a generalization of inner-product bimodule categories
to bimodule categories with two tensor category-valued inner products that are not necessarily
given by the inner homs. If the inner products have properties analogous to the inner homs,
i.e. right exact balanced bimodule functors with balanced bimodule natural isomorphisms as
in (5.3), (5.4), then the Rieffel-formula (4.26) defines inner products on the same type on the
tensor product of two such generalized inner-product bimodule categories. This leads to a
tricategory of generalized inner-product bimodule categories. However, this is not investigated
further in this article.

For finite tensor categories, the 3-groupoid that is induced from Bimod is called Brauer-Picard
3-groupoid. In the semisimple case this has been investigated in [13]. As a more refined 3-
groupoid for the theory of pivotal finite tensor categories we propose the following. Recall
the notion of invertible bimodule category from [13, Sec.4].

Definition 5.15 The ∗-Brauer-Picard 3-groupoid BrPic∗ of pivotal finite tensor categories is
the following 3-groupoid. Objects are finite pivotal tensor categories, 1-morphisms invertible
inner-product bimodule categories, 2-morphisms equivalences of bimodule categories and 3-
morphisms bimodule natural isomorphisms.

This defines the notion of ∗-Morita equivalence for pivotal finite tensor categories: C and
D are called ∗-Morita equivalent if there exists an invertible inner-product bimodule category

DMC. This notion of equivalence allows to distinguish different pivotal structures:

Corollary 5.16 If DMC is a 1-morphism in BrPic∗, then the pivotal structure of C is uniquely
determined by the pivotal structure of D and the D-valued inner-product module structure of

DM.

Proof. Note that Formula (5.10) defines a pivotal structure for C ≃ FunD (DM, DM). Now
the balancing of the isomorphism IDM in the inner-product module structure of DM demands
that this pivotal structure agrees with the pivotal structure of C. �

5.3 Inner-product module categories from Frobenius algebras

We show that special symmetric Frobenius algebras in pivotal finite tensor categories provide
examples of inner-product module categories.

First recall the definition of a special symmetric normalized Frobenius algebra. In the
following we use the graphical calculus for tensor categories, where objects are presented by
strings, tensor product is presented by juxtaposition and diagrams are read from up to down.
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Definition 5.17 Let C be a pivotal tensor category.

i) A Frobenius algebra A ∈ C is a algebra A that is also a coalgebra with

multiplication , unit , comultiplication , counit morphism , (5.16)

such that

= = . (5.17)

ii) A Frobenius algebra A ∈ C is called special if there exist β1, βA ∈ k \ {0} such that

= β1, and = βA· . (5.18)

A special Frobenius algebra A is called normalized if βA = 1.

iii) A Frobenius algebra A is called symmetric, if

A∗ =

A∗

∗A

∗aA
. (5.19)

A special Frobenius algebra can always be normalized by an appropriate scaling of ∆ and
ǫ. If A is a special symmetric normalized Frobenius algebra, there exists a projector onto
m⊗A

∗m̃ for all m, m̃ ∈ Mod(C)
A
, that has the following graphical description, where we use

the obvious picture to present the module multiplication m⊗ A → m:

Pm,m̃ = m ∗m̃ . (5.20)

Lemma 5.18 Let A ∈ C be a special symmetric normalized Frobenius algebra in a pivotal
finite tensor category. Then for every m ∈ Mod(C)

A
, the following two morphisms in C

agree.

A

m∗

∗m

∗am

m∗

=

A

m∗

∗m

∗am

∗m

(5.21)

Proof. This follows from a straightforward computation using the diagrammatic calculus:
First use equation (5.19) on the left hand side, then the pivotal structure to transform the
resulting right dual of a morphism in C to the left dual. �

Using this lemma, the following proposition is straightforward to show using the diagrammatic
calculus.
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Proposition 5.19 Let C be a pivotal finite tensor category and A ∈ C a special symmetric
normalized Frobenius algebra. The following diagram of morphisms in C commutes

(m̃⊗ ∗m)∗

≃ m⊗ m̃∗
(m̃⊗ ∗m)∗

≃ m⊗ m̃∗

m⊗ ∗m̃ m⊗ ∗m̃.

P∗

m̃,m

1 ⊗ ∗a
m̃

1 ⊗ ∗a
m̃

P
m,m̃

(5.22)

This result allows to construct inner-product module categories from Frobenius algebras.

Theorem 5.20 Let C be a pivotal finite tensor category and A ∈ C a special symmetric
normalized Frobenius algebra. Then the pivotal structure of C induces the structure of an
inner-product module category on CM = Mod(C)

A
.

Proof. According to Example 2.20, the inner hom of CM = Mod(C)
A
is given by C〈m, m̃〉M =

m⊗A
∗m̃. Thus we have to construct a natural isomorphism

C〈m̃,m〉∗ = (m̃⊗A
∗
m)∗ → m⊗A

∗
m̃.

Since Pm̃,m : m̃⊗∗m → m̃⊗∗m is a projector onto m̃⊗A
∗m, it follows that also its right dual

P ∗
m̃,m is a projector, indeed it projects onto (m̃⊗A

∗m)∗. The commutativity of the diagram
(5.22) shows that the pivotal structure of C descends to an isomorphism

1⊗A
∗
am̃ : (m̃⊗A

∗
m)∗ → m⊗A

∗
m̃.

It is clear that this isomorphism is natural in m and m̃, so that we are left with showing that it
is a bimodule natural isomorphism. Since it induced from the identity on m ∈ M, it is clearly
a module natural isomorphism with respect to m. In the other argument it follows from the
fact that the pivotal structure is a monoidal natural isomorphism, that 1⊗A

∗am̃ respects the
module structure. This implies that Mod(C)

A
is an inner-product module category. �

Examples of special symmetric Frobenius algebras in finite tensor categories are obtained from
certain coends in [31].

5.4 Inner-product bimodule categories in the semisimple case

We finally consider the case of semisimple bimodule categories over pivotal fusion categories.
For a semisimple module category CM over a pivotal fusion category C, a module trace is a C-
balanced natural isomorphism HomM(m̃,m) ≃ HomM(m,m̃)∗. In [30] it is shown that there
is a one to one correspondence between module categories with module traces and special
symmetric Frobenius algebras in C. In view of Theorem 5.20 a module trace thus provides an
inner-product module category. In the sequel we clarify the relation of inner-product module
categories and module categories with module traces more directly.

Let C be a pivotal tensor category with pivotal structure a : id → (−)∗∗. Then for
every endomorphism f : c → c of an object c ∈ C there exists the left and right trace
trL(f), trR(f) ∈ End(1C), see Definition A.2 ii). To emphasis the dependence of the pivotal
structure, we sometimes write trL,a and trR,a. We recall the existence of conjugate pivotal
structure for pivotal fusion categories.

Proposition 5.21 Let C be a pivotal fusion category with pivotal structure a : id → (−)∗∗.
There exists a pivotal structure a for C that is uniquely characterized by the property trR,a(f) =
trL,a(f) for all f : c → c and all c ∈ C.

Proof. This follows from the existence of a canonical monoidal natural isomorphism id →
(−)∗∗∗∗ for fusion categories, see [12]. Explicitly, the conjugate pivotal structure is constructed
in [30, Sec. 4.3]. The property trR,a(f) = trL,a(f) is shown in the proof of [30, Prop. 4.10].

�

In particular, a pivotal fusion category is spherical if and only if the pivotal structure satisfies
a = a. If C is a pivotal fusion category, we denote by C the fusion category C equipped with
the conjugate pivotal structure.
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Let C,D be pivotal fusion categories, DMC a bimodule category. While the HomM-functor
always defines a multi-balanced functor Hom : #

CMD ⊠DMC → Vect in the sense of Definition
4.9, see Example 4.10, a multi-balancing structure of the dual Hom-functor depends on the
choice of pivotal structures for C and D. We will consider the functor M

op
⊠M ∋ m̃⊠m 7→

HomM(m,m̃)∗ ∈ Vect as multi-balanced functor #
CMD

⊠
D
MC → Vect and #

C
MD ⊠DM

C
→

Vect.
For the unit bimodule category CCC we obtain the following interpretation of the left and

right traces in C.

Lemma 5.22 Let C be a pivotal fusion category.

i) The left trace trL,a defines a multi-balanced natural isomorphism

tr
L,a : HomC(c̃, c) ≃ HomC(c, c̃)

∗
, (5.23)

between multi-balanced functors #

C
CC ⊠ CCC

→ Vect.

ii) The right trace trR,a defines a multi-balanced natural isomorphism

tr
R,a : HomC(c̃, c) ≃ HomC(c, c̃)

∗
, (5.24)

between multi-balanced functors #
CCC

⊠
C
CC → Vect.

Proof. Due to the semisimplicity of C, trL,a is an isomorphism. To show that trL,a is balanced
with respect to the action of C amounts to the commutativity of the following diagram for
c̃, c, x ∈ C

Hom(c̃, c⊗ x) Hom(c⊗ x, c̃)∗

Hom(c, c̃⊗ x∗)

Hom(c̃⊗ ∗x, c) Hom(c, c̃⊗ ∗x)∗.

tr
L,a

≃

≃

Hom(1, 1 ⊗ ∗ax)

tr
L,a

(5.25)

This diagram commutes due to the characterization of the conjugate pivotal structure a in
Proposition 5.21, as can be seen most easily using the diagrammatic calculus for C. The
balancing with respect to C and the second part are shown analogously. �

Note that in the case of non-semisimple pivotal finite tensor categories, the pairings induced
by the pivotal structure are degenerate [7, Prop. 5.7].

Lemma 5.22 allows us to characterize inner-product bimodule categories in the semisimple
case.

Theorem 5.23 Let C, D be pivotal fusion categories and DMC a semisimple bimodule cate-
gory. The structure of a inner-product bimodule category on DMC is equivalent to the collec-
tion of the following structures:

− A multi-balanced natural isomorphism ηL : HomM(m, m̃) ≃ HomM(m̃,m)∗ between
multi-balanced functors #

CMD
⊠

D
MC → Vect.

− A multi-balanced natural isomorphism ηR : HomM(m,m̃) ≃ HomM(m̃,m)∗ between
multi-balanced functors #

C
MD ⊠DM

C
→ Vect.

Proof. Assume that DMC has the structure of a D-inner-product bimodule category with
balanced bimodule natural isomorphism ID : D〈m, m̃〉M ≃ D〈m̃,m〉∗. Composing with Hom :
#
CMD ⊠DMC → Vect, ID induces a multi-balanced natural isomorphism

HomD(D〈m, m̃〉M , d) ≃ HomD(D〈m̃,m〉∗ , d) :##
DMC ⊠

#
CMD ⊠DDD → Vect.

Here we used Lemma 4.7 to regard m̃⊠m⊠d as object in ##
DMC ⊠

#
CMD ⊠DDD. Now consider

the following chain of natural isomorphisms

HomM(m, d ⊲ m̃) ≃ HomD(D〈m, m̃〉M , d)
(ID)−1

≃ HomD(D〈m̃,m〉∗ , d)

≃ HomD(∗d, D〈m̃,m〉M)
tr
L,a

≃ HomD(D〈m̃,m〉M ,
∗
d)∗

≃ HomM(m̃,
∗
d ⊲m)∗ ≃ HomM(d ⊲ m̃,m)∗.

(5.26)

53



We claim that this chain consists of multi-balanced natural isomorphisms between multi-
balanced functors ##

D
MC ⊠

#
CMD ⊠DD

D
→ Vect, where all functors with dual Hom-spaces

use the pivotal structures for the balancing isomorphisms in all arguments as indicated by
the indices. The forth natural isomorphism is induced by the left trace in D, which is
a multi-balanced natural isomorphism between functors #

D
DD ⊠DD

D
→ Vect by Lemma

5.22. Composing with the balanced bimodule functor D〈−,−〉M thus gives the required
multi-balanced natural isomorphism in step four. The remaining natural isomorphisms are
multi-balanced for every choice of pivotal structure for the fusion category between neigh-
boring arguments. Hence the composition (5.26) is multi-balanced and thus induces a multi-
balanced natural isomorphism HomM(m, m̃) ≃ HomM(m̃,m)∗ between multi-balanced func-
tors #

CMD
⊠

D
MC → Vect.

Conversely, such a multi-balanced natural isomorphism HomM(m, m̃) ≃ HomM(m̃,m)∗

induces the structure of a D-inner-product bimodule category on DMC by applying this
argument in the other direction. The equivalence of a C-inner-product bimodule category
structure and a multi-balanced natural isomorphism ηR is shown analogously using the right
trace in C. �

The following example, that is taken from [30, Ex. 3.13], shows that not every module category
has the structure of an inner-product module category.

Example 5.24 Let G be a finite group and C = Vect[G] the corresponding fusion category
of G-graded vector spaces. The pivotal structures on C are in bijection with group homomor-
phisms κ : G → k×. A subgroup H ⊂ G yields a left C-module category CM = Vect[H\G]
given by action of G on the left cosets in H\G. The module category CM has a module trace
and thus the structure of an inner-product module category if and only if κ|H = 1.

For the case of spherical fusion categories there is a simpler way to obtain inner-product
bimodule categories. This is of particular importance since spherical fusion category define a
prominent 3-dimensional oriented topological field theory [2,32].

Definition 5.25 ( [30]) A bimodule trace on an semisimple (D,C)-bimodule category over
pivotal fusion categories C and D is a multi-balanced natural isomorphism

ηm̃,m : HomM(m̃,m) → HomM(m, m̃)∗. (5.27)

It follows that this structure is sufficient to define an inner-product bimodule category.

Corollary 5.26 Let DMC be an semisimple bimodule category over spherical fusion cate-
gories C and D with bimodule trace. Then DMC is canonically an inner-product bimodule
category.

Proof. For a spherical structure the identity a = a for the spherical structure holds. Thus
Theorem 5.23 shows that a bimodule trace on DMC defines the structure of an inner-product
bimodule category on M. �

Note however that conversely an inner-product bimodule category over spherical fusion cate-
gories might yield two different bimodule traces by the correspondence in Theorem 5.23.
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A Duals in Bicategories

In this section we summarize our conventions regarding duals in monoidal categories and in
bicategories and state some basic results about bicategories. In the next subsection we recall
the definition of a finite tensor category.

A.1 Duals in monoidal categories

In the following definition we assume for simplicity that all monoidal categories are strict.

Definition A.1 Let C be a monoidal category.

i) A right dual of an object x ∈ C is an object x∗ ∈ C, together with morphisms evx :
x∗ ⊗ x → 1 and coevx : 1 → x⊗ x∗ satisfying the so-called snake identities

(1x ⊗ evx) · (coevx ⊗1x) = 1x, (A.1)

and
(evx ⊗1x∗) · (1x∗ ⊗ coevx) = 1x∗ . (A.2)

The morphisms evx and coevx are called (right) duality morphisms of x.

ii) A left dual of an object x ∈ C is an object ∗x ∈ C, together with morphisms ev′x : x⊗∗x →
1 and coev′x : 1 → ∗x⊗ x satisfying the identities

(ev′x ⊗1x) · (1x ⊗ coev
′
x) = 1x, (A.3)

and
(1∗x ⊗ ev

′
x) · (coev

′
x ⊗1∗x) = 1∗x. (A.4)

The morphisms ev′x and coev′x are called (left) duality morphisms of x.

iii) A monoidal category C is said to have right (left) duals if every object of C has a right
(left) dual object. In case every object of C has both a right and a left dual object, C is
said to have duals and C is called rigid.

If C has right duals, the duals are unique up to unique isomorphism and the double dual
functor is canonically a monoidal functor (−)∗∗ : C → C.

Definition A.2 Let C be a monoidal category with right duals.

i) A pivotal structure a on C is a monoidal natural isomorphism

a : idC → (−)∗∗. (A.5)

A rigid monoidal category with pivotal structure is called a pivotal category.

ii) Let f ∈ HomC(c, c) be a morphism in a pivotal category. The right trace of f is defined
as

tr
R(f) = ev

′
x(f ⊗ ∗

ax) coevx ∈ End(1C) (A.6)

and the left trace is defined as

tr
L(f) = evx(a∗x ⊗ f) coev′x ∈ End(1C). (A.7)

The left dimension of an object x ∈ C is defined as dimL = trL(1x) and the right
dimension as dimR = trR(1x).

iii) A pivotal structure a on C is called spherical if trL(f) = trR(f) for all f ∈ HomC(c, c)
and all c ∈ C. In this case C is called a spherical category.

Recall that an abelian category is called finite if every object has finite length, it has enough
projectives and there are only finitely many isomorphism classes of simple objects.

Definition A.3 ( [11]) i) A tensor category C over k is a k-linear abelian category with
bilinear monoidal structure, finite dimensional Hom-spaces and right and left-duals for
all objects, for which every object is of finite length and in which the tensor unit 1C

satisfies End(1C) = k. A finite tensor category is a tensor category that is finite as
abelian category.
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ii) A tensor category C is called a fusion category if it is finite semisimple as abelian cate-
gory.

iii) A pivotal (spherical) fusion category C is a fusion category C that is in addition a pivotal
(spherical) category.

A.2 Bicategories

We next recall the definitions of a bicategory, a 2-functor, a 2-natural transformation and a
modification.

Definition A.4 A bicategory B consists of the following data:

i) a collection of objects a, b ∈ Obj(B),

ii) for any two objects a, b a category B(a, b), whose objects are called 1-morphisms and
denoted F,G : a → b and whose morphisms are called 2-morphisms and denoted η : F ⇒
G. The composition of 2-morphisms in B(a, b) is called vertical composition,

iii) for any three objects a, b, c a functor ◦ : B(b, c) × B(a, b) → B(a, c), called horizontal
composition, and for any object b a functor Ib : I → B(b, b), where I is the unit category
with one object and one morphism. The image of Ib on the object of I is called 1b : b → b

and the image on the morphism is called 11b : 1b ⇒ 1b,

iv) for any three 1-morphisms F : c → d, G : b → c and H : a → b, invertible 2-morphisms
ωB
F,G,H : (F ◦G) ◦H ⇒ F ◦ (G ◦H),

v) for any 1-morphism F : a → b invertible 2-morphisms λB
F : Ib ◦F ⇒ F and ρBF : F ◦Ia ⇒

F ,

such that the 2-morphisms ωB
H,G,F ,λ

B
F and ρBF are natural in their arguments and the following

diagrams commute for all 1-morphisms where these expressions are defined

((F ◦G) ◦H) ◦K

(F ◦ (G ◦H)) ◦K (F ◦G) ◦ (H ◦K)

F ◦ ((G ◦H) ◦K) F ◦ (G ◦ (H ◦K)),

ωB
F,G,H ◦ 1K

ωB
F◦G,H,K

ωB
F,G◦H,K ωB

F,G,H◦K

1F ◦ ωB
G,H,K

(A.8)

(F ◦ 1a) ◦G F ◦ (1a ◦G)

F ◦G.

ωB
F,1,G

ρB
F ◦ G

1F ◦ λG

(A.9)

A 2-category B is a strict bicategory B, i.e. a bicategory, in which all 2-morphisms ωB
H,G,F ,

λB
F and ρBF are identities.

The notion of equivalence of categories can be formulated in a general bicategory as follows.

Definition A.5 Let B be a bicategory.

i) Two objects b, c in B are called equivalent, if there exist 1-morphism F : b → c and
G : c → b together with invertible 2-morphisms η : F ◦G ⇒ 1c and ρ : G ◦ F ⇒ 1b.

ii) An adjoint equivalence (f, g, α, β) between objects b and c in B consists of 1-morphisms
f : b → c and g : c → b, together with isomorphisms α : fg → 1c and β : 1b → gf ,
such that the snake identities (A.1) and (A.2) hold in the monoidal categories B(b, b)
and B(c, c).

Definition A.6 A 2-functor F : C → D between bicategories C,D is given by the following
data
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i) A function F0 : Obj(C) → Obj(D).

ii) For all objects a, b of C, a functor Fa,b : Ca,b → DF0(a),F0(b).

iii) For all objects a, b, c of C a natural isomorphism Φabc : ◦ (Fb,c × Fa,b) → Fa,c ◦. These
determine, for all 1-morphisms H : a → b, G : b → c, a invertible 2-morphism ΦG,H :
Fb,c(G) ◦ Fa,b(H) → Fa,c(G ◦H).

iv) For all objects a, an invertible 2-morphism Φa : 1F0(a) → Fa,a(1a).

The function F0, the functors Fa,b and the 2-morphisms ΦG,H and Φa are required to satisfy
the following consistency conditions

v) For all 1-morphisms H : a → b:

Fa,b(H) = Fa,b(H) ◦ 1F0(a)

= 1F0(b) ◦ Fa,b(H)
Fa,b(H) ◦ Fa,a(1a)

Fb,b(1b) ◦ Fa,b(H) Fa,b(H ◦ 1a) = Fa,b(1b ◦H) = Fa,b(H)

1Fa,b(H) ◦ Φa

idΦb ◦ 1Fa,b(H) ΦH,1a

Φ1b,H

(A.10)

vi) For all 1-morphisms H : a → b, G : b → c, K : c → d, the following diagram commutes

Fc,d(K) ◦ Fb,c(G) ◦ Fa,b(H)

1◦ΦG,H

��

ΦK,G◦1
// Fb,d(K ◦G) ◦ Fa,b(H)

ΦK◦G,H

��
Fc,d(K) ◦ Fa,c(G ◦H)

ΦK,G◦H
// Fa,d(K ◦G ◦H).

(A.11)

A 2-functor is said to have strict units if the 2-morphisms Φa are all identities, and it is called
strict if the 2-morphisms ΦG,F and Φa are all identities. In this case, one has

Fa,c(G ◦H) = Fb,c(G) ◦ Fa,b(H) 1F0(a) = Fa,a(1a).

The following notion of natural 2-transformation of 2-functors adopts the convention of
[18,20] and is sometimes also referred to as ‘oplax 2-transformation’.

Definition A.7 i) A natural 2-transformation ρ : F → G between 2-functors F,G : C → D

is given by the following data:

(a) For all objects a of C, a 1-morphism ρa : F0(a) → G0(a).

(b) For all objects a, b of C a natural transformation

ρa,b : (ρb ◦ −)Fa,b → (− ◦ ρa)Ga,b,

where − ◦ ρa : DG0(a),G0(b) → DF0(a),G0(b) and ρb ◦ − : DF0(a),F0(b) → DF0(a),G0(b)

denote the functors given by pre- and post-composition with ρa and ρb. These natural
transformations determine for all 1-morphisms H : a → b a 2-morphism ρH :
ρb ◦ Fa,b(H) → Ga,b(H) ◦ ρa.

The 1-morphisms ρa and 2-morphisms ρH are required to satisfy the following consis-
tency conditions:

(a) For all 1-morphisms H : a → b and K : b → c the following diagram commutes

ρc ◦ Fb,c(K) ◦ Fa,b(H)

1◦ΦK,H

��

ρK◦1
// Gb,c(K) ◦ ρb ◦ Fa,b(H)

1◦ρH

��
ρc ◦ Fa,c(K ◦H)

ρK◦H

��

Gb,c(K) ◦ Ga,b(H) ◦ ρa

ΨK,H◦1
tt❥❥❥

❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥

Ga,c(K ◦H) ◦ ρa.
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(b) For all objects a of C the following diagram commutes

1G0(a) ◦ ρa = ρa = ρa ◦ 1F0(a)

1◦Φa

��

Ψa◦1

**❚❚
❚❚

❚❚
❚❚

❚❚
❚❚

❚❚
❚

ρa ◦ Fa,a(1a)
ρ1a

// Ga,a(1a) ◦ ρa.

ii) A pseudo-natural transformation ρ : F → G of 2-functors F,G : C → D is a natural 2-
transformation of 2-functors in which all 2-morphisms ρH : ρa ◦ Fa,b(H) → Ga,b(H) ◦ ρa
are isomorphisms.

iii) A pseudo-natural transformation ρ is called an equivalence if all the 1-morphisms ρa are
equivalences in the bicategory D, see Definition A.5 i).

iv) A 1-identity natural 2-transformation ρ : F → G between 2-functors F and G such that
F0(a) = F0(a) for all objects a of C is a natural F 2-transformation ρ such that all
1-morphisms ρa are the identities for all objects a of C.

v) A natural 2-isomorphism is a pseudo-natural transformation which is a 1-identity natural
2-transformation.

Definition A.8 Let ρ = (ρa, ρa,b) : F → G and τ = (τa, τa,b) : F → G be natural 2-
transformations between 2-functors F = (F0,Fa,b,ΦH,K ,Φa),G = (G0,Ga,b,ΨH,K ,Ψa) : C →
D. A modification Ψ : ρ ⇒ τ is a collection of 2-morphisms Ψa : ρa ⇒ τa for every object a
of G such that for all 1-morphisms H : a → b

τH · (Ψa ◦ 1Fa,b(H)) = (1Ga,b(H) ◦Ψb) · ρH

A modification is called invertible if all 2-morphisms Ψa are invertible.

Lemma A.9 Let F : A → B be a 2-functor between bicategories A and B. If (f, g, α, β) is
an adjoint equivalence between two objects x and y in A, then (F(f),F(g),F(α),F(β)) is an
adjoint equivalence between F0(x) and F0(y) in B.

Proof. The proof of this statement is a combination of the proof that monoidal functors
respect duality and the fact that functors respect isomorphisms. �

A.3 Duals in Bicategories

In this subsection we discuss duals and pivotal structures in bicategories.

Definition A.10 Let X be a bicategory.

i) A right dual of a 1-morphism F : c → d in X is a 1-morphism F ∗ : d → c such that
there exist 2-morphisms evF : F ∗ ◦ F → 1c and coevF : 1d → F ◦ F ∗ that satisfy the
snake identities (A.1) and (A.2) with the monoidal product replaced by the horizontal
composition. The 2-morphisms evF and coevF are called right duality morphisms. If
every 1-morphism in X has a right dual then the bicategory X is said to have right duals.

ii) A left dual of a 1-morphism F : c → d is a 1-morphism ∗F : d → c such that there exist
2-morphisms ev′F : F ◦∗F → 1d and coev′F : 1c → ∗F ◦F that satisfy the snake identities
(A.3) and (A.4). The 2-morphisms ev′F and coev′F are called left duality 2-morphisms.
If every 1-morphism in X has a left dual then the bicategory X is said to have left duals.

As for a monoidal category, duals in a bicategory are unique up to unique isomorphism.

Lemma A.11 Let F : X → Y be a 2-functor between bicategories.

i) For every right dual G∗ : c → b of a 1-morphism G : b → c in X, F(G∗) is a right dual
of F(G).
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ii) Let X and Y be bicategories with right duals. There exists a natural 2-isomorphism
ξF : (−)∗ ◦ F → F ◦ (−)∗, that is uniquely determined by

(1F(G) ◦ ξ
F

G) · coevF(G) = F(coevG) (A.12)

for all 1-morphisms G in X.

iii) Let F : X → Y be a biequivalence of bicategories X and Y. If X has (right) duals, then Y

has (right) duals as well.

Definition A.12 Let X be a bicategory with right duals. A pivotal structure a on X is a
natural 2-isomorphism

a : idX → (−)∗∗. (A.13)

Definition A.13 A 2-functor F : X → Y between pivotal bicategories is called pivotal, if the
diagram

F(H)∗∗ F(H)

F(H∗)∗ F(H∗∗)

aY
F(H)

F(aX
H )(ξFH )∗

ξH∗

(A.14)

commutes for all 1-morphisms H : a → b.

B Tricategories

The following definition is a slight modification from [20, Def. 3.1.2].

Definition B.1 A tricategory T consists of the following data

i) A set of objects a, b ∈ Obj(T).

ii) For any two objects a, b a bicategory T(a, b) of 1- and 2-morphisms with horizontal com-
position ◦ and vertical composition ·.

iii) For any three objects a, b, c, 2-functors

� : T(b, c) × T(a, b) → T(a, c), (B.1)

called �-product of 1-morphisms.

iv) For any object a a 2-functor Ia : I → T(a, a), where I denotes the unit 2-category with
one object 1, one 1-morphism 11 and one 2-morphism 111 . The image of the functor Ia
on the object of I is the 1-morphism also denoted Ia : a → a.

v) For any four objects a, b, c, d, an adjoint equivalence a : �(� × 1) ⇒ �(1 × �), called
associator. More precisely, a consists of a pseudo-natural transformation

T(c, d)× T(b, c)× T(a, b)
�×1

//

1×�

��

✤✤ ✤✤

�� a

T(b, d)× T(a, b)

�

��
T(c, d)× T(a, c)

�

// T(a, d),

(B.2)

and, a pseudo-natural transformation a− : �(1 × �) → �(� × 1), such that a and a−

form an adjoint equivalence, see Definition A.5.

vi) For any two objects a, b, there are adjoint equivalences l : �(Ib × 1) ⇒ 1 and r : �(1 ×
Ia) ⇒ 1, called the unit 2-morphisms,

T(b, b)× T(a, b)

T(a, b) T(a, b)

�
l

1

Ib × 1 (B.3)
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and

T(a, b)× T(a, a)

T(a, b) T(a, b).

�
r

1

1 × Ia (B.4)

By definition of an adjoint equivalence, l and r are pseudo-natural transformations.
Furthermore there are corresponding pseudo-natural transformations l− : 1 ⇒ �(Ib × 1)
and r− : 1 ⇒ �(1× Ia).

vii) For all objects a, b, c, an invertible modification µ

T
2

T
3

T
2

T
2

T

1

1 × I × 1 � × 1

1 × �
1 × l

�a

�

µ

⇛

T
2

T
3

T
2

T
2

T,

1

1 × I × 1

1

� × 1

r × 1

�

�

(B.5)

where we used for example the abbreviation T
3 = T(b, c)× T(b, b)× T(a, b).

viii) For all objects a, b, c, an invertible modification λ

T
3

T
2

T
2

T T

� × 1
l × 1

I × 1 × 1

1

� �

1

λ

⇛

T
3

T
2

T
2

T
2

T T

1 × �
� × 1

�

I × 1 × 1

�
l �

1

I × 1

a (B.6)

ix) For all objects a, b, c, an invertible modification ρ

T
3

T
2

T
2

T
2

T

� × 1

1 × � �a

1

1 × 1 × I

�

1 × r

ρ

⇛

T
3

T
2

T
2

T T

� × 1

�

�

1 × 1 × I

1

1 × I
r (B.7)

x) For all objects a, b, c, d, e, an invertible modification π

T
4

T
3

T
3

T
3

T
2

T
2

T

T
4

T
3

T
3

T
2

T
2

T
2

T

1 × 1 × �

� × 1 × 1

1 × � × 1 � × 1

a × 1

1 × �

� × 1

1 × �

1 × a

�
a

�

π

1 × 1 × �

� × 1 × 1

1 × �

� × 1

id

1 × �

� × 1

�
a

�

a

�

(B.8)
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This data is required to satisfy the following three axioms. In the first axiom, the unmarked
isomorphisms are isomorphisms induced by the naturality of the associator a.

i)

((K(JH)G)F

(K((JH)G))F

(K(J(HG)))F

K((J(HG))F )

K(J((HG)F ))

K(J(H(GF )))

(KJ)(H(GF ))((KJ)H)(GF )

(((KJ)H)G)F

((KJ)(HG))F

(KJ)((HG)F )

((K(JH)G)F

(K((JH)G))F

(K(J(HG)))F

K((J(HG))F )

K(J((HG)F ))

K(J(H(GF )))

(KJ)(H(GF ))((KJ)H)(GF )

(((KJ)H)G)F (K(JH))(GF ) K((JH)(GF ))

K(((JH)G)F )

⇓ π1 ⇓ π

≃

⇓ π

≃

⇓ π ⇓ 1π

≃

⇓ π

1a

(1a)1 a

1a

1(1a)

a

a

a

(a1)1
a1

a1

a
a

(11)a

a1

(1a)1 a

1a

1(1a)(a1)1

a

a

a

a

a(11)

1a 1a

a
1(a1)

1a

(B.9)
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ii)

((HIb)G)F (H(IbG))F

(HG)F

H(GF )

(HG)F

(HIb)(GF )

H(Ib(GF ))

H((IbG)F )

((HIb)G)F (H(IbG))F

(HG)F

H(GF )

(HG)F

⇓ π

⇒ 1λ⇐ µ≃ ≃

⇒ µ1

≃

a1

(1l)1

aa

(r1)1

a

a

r(11)

1l

1a

1(l1)

a

a1

(1l)1

aa

(r1)1
(1l)1

(B.10)

iii)

H((GIc)F ) H(G(IcF ))

H(GF )

(HG)F

H(GF )

(H(GIc))F

((HG)Ic)F

(HG)(IcF )

H((GIc)F ) H(G(IcF ))

H(GF )

(HG)F

H(GF )

⇓ π

⇒ µ⇐ ρ1≃ ≃

⇒ 1µ

≃

1a

1(1l)

a

a

1(r1)

a

a1

(1r)1

r1

a

(11)l

a

1a

1(1l)

a

a

1(1r)
1(1r)

(B.11)
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Remark B.2 Our definition of a tricategory differs from [20] in that we replaced the arrow of
the right unit r− in the definition of the pseudo natural transformation µ in [20] with its adjoint
r. Consequently the axioms (B.10) and (B.11) have a different shape. It is straightforward
to see that the two definitions are equivalent.
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