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Abstract—This paper presents a method to seek the optimal loca-
tion of several static Var compensators (SVCs) in a power system
based on their primary function. Taking advantages of the flex-
ible ac transmission system (FACTS) devices depends largely on
how these devices are placed in the power system, namely, on their
location and size. In addition to their primary function, the sup-
plementary damping control action can be also added, and how
to utilize their control capabilities effectively as stabilizing aids is
becoming very important. In this paper, power system stability is
used as an index for optimal allocation of the controllers. First, sev-
eral SVCs are placed optimally based on modal analysis and ge-
netic algorithm in a power system. After placing the SVCs based
on their primary functions, the most appropriate input signal for
supplementary controller is also selected. The frequency response
characteristics of the system for all located SVCs are determined
in selecting the best input signals.

Index Terms—Genetic algorithm, inter-area oscillation, modal
analysis, optimal placement, stabilizing signal, static Var compen-
sator (SVC), voltage stability.

I. INTRODUCTION

TODAY, most power systems are operating near their
steady-state stability limits, which may result in voltage

instability. Flexible ac transmission system (FACTS) devices
are good choices to improve the stability of power systems.
Many studies have been carried out on the use of FACTS devices
for voltage and angle stability problems. Taking advantages of
the FACTS devices depends largely on how these devices are
placed in the power system, namely, on their location and size.
In a practical power system, allocation of these devices depends
on a comprehensive analysis of steady-state stability, transient
stability, small signal stability, and voltage stability. Moreover,
other practical factors such as cost and installation conditions
also need to be considered. In the literature, a tool has been
reported based on the determination of critical modes, which
is known as modal analysis [1], [14], [22]. Modal analysis has
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been used to locate static Var compensator (SVC) and other
shunt compensators to avoid voltage instability. The siting of
many controllable power system devices, such as HVDC Links
and FACTS devices, are based on the issues unrelated to the
damping of oscillations in the system. For instance, an SVC
improves transmission system voltage, thereby enhancing the
maximum power transfer limit; static synchronous series com-
pensator (SSSC) control reduces the transfer impedance of a
long transmission line, enhancing the maximum power transfer
limit. In addition to the primary function, the supplementary
damping control is also added, and how to utilize their control
capabilities effectively as stabilizing aids is becoming very
important.

Over the last decades, there has been a growing interest in
algorithms inspired by observing natural phenomenon. It has
been shown that these algorithms are good alternatives as tools
in solving complex computational problems. Various heuristic
approaches have been adopted in research, including genetic al-
gorithm [2]–[6], tabu search [7], simulated annealing [8], etc.
Cai et al. [2] used a genetic algorithm to determine the best lo-
cation of a given set of FACTS devices in a deregulated elec-
tricity market. In [3] and [4], the optimal locations of FACTS
devices are obtained for Var planning. Gerbex et al. [5] used a
genetic algorithm to place different types of FACTS devices in
a power system. In their study, the number of devices to install
is assigned before optimization. In [6], a methodology is carried
out using a genetic algorithm to find the optimal number and lo-
cation of thyristor-controlled phase shifters in a power system.

In this paper, power system stability is used as an index for
optimal allocation of SVCs. For this, several SVCs are placed
in a power system based on their primary function, which is the
voltage stability. To locate SVCs based on the voltage stability,
two methods are used: modal analysis and genetic algorithm.
It will be shown that the results obtained by the two methods
are similar. However, with the modal analysis, the SVCs cannot
be placed in the power system optimally since the optimal sizes
of SVCs are unknown. Because of this problem, the sizes of
the SVCs are obtained by a genetic algorithm. To take advan-
tages of FACTS devices, the ability of the SVCs in damping
the inter-area oscillations (in the frequency range of 0.1–2 Hz)
is investigated, where selecting the proper signals is playing an
important role.

The work presented in [10] is a modified method of [9] to
select the supplementary input signal for STATic synchronous
COMpensator (STATCOM). In this paper, the proposed method
is modified further. A comprehensive review is done in [9]
showing how other researches answer the question of which
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locations and feedback signals could result in the power system
stabilizers (PSSs) and the FACTS devices having the maximum
effect on the system damping. However, a brief overview is
given in this paper to provide a proper background.

A detailed study on the use of an SVC for damping system
oscillation is carried out in [11]. Having considered several fac-
tors including observability and controllability, it was concluded
that the most suitable supplementary input signal for an SVC
for damping improvement is the locally measured transmission
line-current magnitude. This signal is also used in the study
system carried out in [12] and [13]. Other studies, however, se-
lect locally measured active power [14], [15] or generator an-
gular speed [16]–[18] as a supplementary input signal.

Static interaction measures derived from decentralized con-
trol theory such as the relative gain array (RGA) and controlla-
bility and observability have been applied in determining both
the best location and the best input signals for multiple FACTS
[19]. Several papers also deal with the combined application of
controllability and observability using the singular value anal-
ysis [20], [21].

The proposed method by the authors in [9] used the minimum
singular values (MSV), the right-half plane zeros (RHP-zeros),
the relative gain array (RGA), and the Hankel singular values
(HSV) as indicators to find stabilizing signals in single-input
single-output (SISO) and multi-input multi-output (MIMO) sys-
tems. In the SISO system with one FACTS device, we use only
the existence of RHP-zeros as the indicator of limiting the per-
formance of the closed-loop system and the HSV as the indi-
cator of controllability-observaility. On the other hand, the MSV
and the RGA are useful indicators to quantify the degree of di-
rectionality and the level of interaction in the MIMO systems.
In the MIMO system, using multiple FACTS devices, all four
indicators are utilized.

The above-mentioned method has been modified in [10] as
follows.

1) The candidates for the supplementary input signal for
the STATCOM are chosen from a wide range, including
global and local signals. Usually the most preferred
auxiliary input signal for the STATCOM or SVC for
damping improvement is the locally measured transmis-
sion line-current magnitude or line-power. However, it is
shown in this paper that the locally measured signal is not
necessarily the best choice.

2) While the observability and controllability of the candi-
dates is checked using the HSV, the compared candidates
should be of the same type, for example, power with
power, or current with current. For the selected candidate
after checking the HSV, the existence of RHP-zeros will
be checked. If more than one FACTS are placed in the
power system, the RGA and MSV will be checked.

3) Making the decision on the selection of final supplemen-
tary input signal has been done based on pre-fault and
post-fault conditions.

In this paper, another modification is done as follows.
The RGA-number is calculated over frequency. The reason

is that to avoid instability caused by interactions between dif-
ferent controllers, it is preferred to pair those inputs and outputs
corresponding to an RGA-number close to zero.

II. PLACEMENT OF SVC AND SELECTION OF

STABILIZING SIGNALS

Voltage stability is the ability of a power system to main-
tain acceptable voltages at all system buses under normal op-
eration as well as following a disturbance [23]. Voltage stability
can be categorized as the large-disturbance voltage stability and
the small-disturbance voltage stability. The large-disturbance
voltage stability is the ability of the system to control the voltage
after being subjected to a large disturbance such as system faults
as well as loss of load or generation. The small signal voltage
stability is the ability of the system to control voltage after being
subjected to a small perturbation, such as gradual changes in
loads [22], [23].

In this paper two techniques are used for analysis of voltage
stability, which are briefly explained below.

A. Placement Using Critical Modes of Voltage Instability
(Modal Analysis)

Modal or eigenvalue analysis involves the computation of
eigenvalues and eigenvectors of the system near the point of
voltage collapse in order to identify different modes through
which the system could come to the voltage collapse. When the
modal analysis is used, the loads are gradually increased. How-
ever, there is no need to drive the system precisely to its “nose
point” where the power flow does not converge to ensure that a
maximum level of stress is reached.

The main conclusion from this is that voltage collapse is
actually the collapse of a modal voltage. That is, the power
system cannot support a particular combination of reactive
power demand [22].

B. Genetic Algorithm

Genetic algorithm (GA) has desirable characteristics as an
optimization tool and offers significant advantages over tradi-
tional methods. They are inherently robust and have been shown
to efficiently search the large solution space containing discrete
or discontinuous parameters and nonlinear constraints, without
being trapped in local minima [24].

GA may be used to solve a combinatorial optimization
problem. The GA searches for a solution inside a subspace
of the total search space. Thus, they are able to give a good
solution of a certain problem in a reasonable computation time.
The optimal solution is sought from a population of solutions
using a random process. Applying to the current population
the following three operators creates a new generation: repro-
duction, crossover, and mutation. The reproduction is a process
dependant on an objective function to maximize or minimize,
which depends on the problem. Since the goal of the optimiza-
tion problem in this paper is to find the best location and size
for a number of SVCs, a configuration for an individual in
a population is defined with two parameters: the location of
SVCs and their Mvar sizes.

C. Selection of Auxiliary Input Signal for SVC

Stabilizing signals for SVCs are selected based on one or
more of the following stability indicators: RHP-zeros, HSV,
RGA, and MSV [9]. These indicators are summarized briefly
in this section.
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1) Right-Half Plane Zeroes (RHP-Zeros): The right-half
plane zeros limit the achievable performance of a feedback loop
[25], [26]. Also, from the root locus analysis, it can be seen that
the locations of zeros are not changed by the feedback, but the
pole locations are changed by the feedback. As the feedback
gain increases, the closed-loop poles move from the open-loop
poles to the open-loop zeros. Therefore, if some zeros are in
the RHP, the increased gain makes the system unstable.

Thus, the selection of inputs-outputs should be carried out
in such a way that the plant has a minimum number of the
RHP-zeros, which are required not to lie within the closed-loop
bandwidth.

2) Hankel Singular Values (HSV): Controllability and ob-
servability play an important role in selecting input-output sig-
nals. In order to specify which combination of the input and
output contains more information on the system internal states,
one possible approach is to evaluate observabillity and control-
lability indices of the system, such as HSV that reflects the joint
controllability and observability of the states.

Hankel singular values can be found [9] by solving the fol-
lowing Lyapunov equations for the minimal realization of the
state space system :

where and are the solution to the above Lyapunov equa-
tions, and

where the singular values (Hankel singular values) are or-
dered in descending order, the first singular value is the largest,
and others are decreasing monotonically.

In the above realization, the value of each singular value is
associated with the state , and the size of the singular value is a
relative measure of the contribution that the corresponding state
makes to the input-output behaviors of the system. Therefore, if

, then the state affects the input-output behavior
more than does.

In choosing input and output signals, the HSV can be calcu-
lated for each combination of inputs and outputs, and the candi-
date with the largest HSV shows better controllability and ob-
servability properties. It means that this candidate can give more
information about system internal states [25], [26].

3) Relative Gain Array (RGA): The RGA defined by
, where is a multivariable plant with

inputs and outputs, provides useful information for the
pairing of inputs and outputs. Input and output variables should
be paired so that the diagonal elements of the RGA are unity
as close as possible. It is desired that has small elements
and, for a diagonal dominance, to be small. These two
objectives can be considered in the single objective, known as
RGA-number defined as follows:

number (1)

Fig. 1. Single line diagram of a two-area study system, Study System 1.

For the analysis of selection of input-output, lower RGA-
number is more preferred in a control structure [24], [25].

4) Minimum Singular Value (MSV): Considering a MIMO
system with transfer function with inputs and outputs,

can be defined in terms of singular value decomposition as
follows:

(2)

where is an matrix and defined as

...
...

. . .
...

in which the nonnegative singular values
are placed diagonally in a descending order with

, and is an eigenvalue of , where
is the complex conjugate transpose of .

The ratio between the maximum and the minimum
singular values, , indicates the degree of directionality of
the system. If this ratio is big due to small value of , it shows
that the system is ill-conditioned, which indicates a large sen-
sitivity of the system to uncertainty. To avoid ill-conditioning,
it is desired that the minimum singular value be as large as
possible when selecting the input-output signal [25], [26].

III. PLACEMENT OF SVC IN STUDY SYSTEMS

A. Study Systems

Two study systems are used in this paper.
1) Study System 1: A two-area four-machine system. This test

system is illustrated in Fig. 1. The subtransient model for
the generators, and the IEEE-type DC1 and DC2 excitation
systems, are used for machines 1 and 4, respectively. The
IEEE-type ST3 compound source rectifier exciter model is
used for machine 2, and the first-order simplified model for
the excitation systems is used for machine 3. PSS is placed
on machines 2 and 3, and the linear models for the loads
are used.

2) Study System 2: A five-area 16-machine system. The
system shown in Fig. 2 consists of 16 machines and 68
buses for five interconnected areas. The first nine ma-
chines, G1 to G9, constitute the simple representation of
Area 1. The next four machines G10 to G13, represent
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Fig. 2. Single line diagram of a five-area study system, Study System 2.

Area 2. The last three machines, G14 to G16, are the
dynamic equivalents of the three large neighboring areas
interconnected to Area 2. The subtransient reactance
model for the generators, the first-order simplified model
for the excitation systems, and the linear models for
the loads and ac network are used. A PSS is placed on
machine 9.

B. Optimal Location and Sizing of SVCs

The first step is to determine suitable locations for the SVCs
based on their primary function. For the Study System 1, only
one SVC is located at bus 101, where voltage swings are the
greatest without the SVC. In the Study System 2, genetic algo-
rithm and modal analysis are used to optimally locate several
SVCs in the power system. All loads are gradually increased to
near the point of voltage collapse. The implementation of GA is
as follows.

The first step in the solution of an optimization problem using
GA is the encoding of the variables. The most usual approach is
to represent these variables in binary as strings of 0 s and 1 s. A
collection of such strings is called population.

The goal of the optimization is to find the best placement of
SVCs, where the optimization is made on two parameters: their
location and size. Therefore, a configuration is considered with
two genes. The first gene represents the location of SVCs, and
the second gene represents the size of the SVCs. For each gene,
10 bits are considered. Therefore, the length of the chromosome
is 20 bits. The number of chromosomes is set to 50.

The chromosomes evolve through successive iterations,
called generations. During each generation, the chromosomes
are evaluated with some measure of fitness, which is calculated
with the objective function. In this paper, SVCs are placed
based on their primary function, which is the voltage stability.
For a level of load, the following objective function is to be
minimized:

(3)

where and are, respectively, the actual and nominal
voltage magnitudes at bus . Equation (3) represents the sum

Fig. 3. Critical eigenvector and the corresponding bus number in Study
System 2.

Fig. 4. Bus voltage magnitude profile when the system is heavily stressed in
Study System 2.

of the voltage deviations powered to a high order, say, 3. This
high order power will make the small voltage deviations very
small and negligible but the large deviations relatively larger.
Therefore, it will check the improvement of the voltage, only at
critical buses resulting from the placement of the SVC.

Moving to a new generation is done based on the results ob-
tained for the old generation. A biased roulette wheel is cre-
ated with the values of the objective function evaluated for the
current population. To create the next generation, new chromo-
somes, called offsprings, are formed using a crossover operator
and a mutation operator among chromosomes selected by the
roulette wheel. In this paper, the single-point crossover is ap-
plied with the crossover probability and the muta-
tion probability is selected to be . Also, the max-
imum number of iteration is set to be 70, which is the stopping
criterion.

To locate SVCs in the System 2 by GA, suitable buses are
selected based on 20 independent runs under different random
seeds. At the first step, the obtained results by genetic algorithm
show that a 145-Mvar SVC has to be placed in the system at bus
40 for voltage stability. After placing the first SVC at bus 40 and
increasing the loads, the second SVC is placed at bus 49 with a
Mvar size of 150.

Using modal analysis, it is also found that the weakest area in
this power system is in the second area around bus 40, as illus-
trated in Fig. 3. Fig. 4 shows the profile of the voltage when the
system is heavily stressed and reached to the point of collapse.
Based on modal analysis, bus 40 is a good candidate to place
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Fig. 5. Bus voltage magnitude profile of stressed system after placing a
145-Mvar SVC at bus 40 in Study System 2.

Fig. 6. Critical eigenvector and the corresponding bus number in Study
System 2.

the first SVC [9]. The results obtained by the modal analysis
are shown to be similar to the results obtained by the GA that
specify the worst places in the areas. Using the modal analysis
only, the weak point can be determined, but it cannot give any
information regarding the optimal size of the SVC. However,
the size is playing an important role for the SVC to be effective,
and in this paper, GA is used to find the Mvar size needed for
the SVC. To find the optimal compensation level, first, an SVC
is placed in the Study System 2 at bus 40, and then using ge-
netic algorithm, the Mvar size of the SVC is determined to be
145 Mvar. By optimally sizing and locating the SVC at bus 40,
the power system voltage profile is improved as shown in Fig. 5.
This figure shows the significant improvement of the voltages at
buses 40 to 50 compared to Fig. 4.

After placing the first SVC at bus 40, once again, the loads
are gradually increased. Using the modal analysis, the second-
worst bus identified is bus 49 as shown in Fig. 6. Fig. 7 shows
the voltage profile when the system is under stress. Again GA
is used to find the optimal size of the SVC at bus 49, which
yields 150 Mvar. Also, with the same procedure, the third SVC
is placed at bus 50 with 150 Mvar.

By now, three SVCs are placed in the Study System 2 based
on the voltage stability. For the rest of the work, the ability of
the placed SVCs to damp the inter-area modes is investigated.

Fig. 7. Bus voltage magnitude profile when the system is heavily stressed in
Study System 2.

IV. SELECTION OF SUPPLEMENTARY INPUT SIGNALS

FOR DAMPING INTER-AREA OSCILLATIONS

The input signal to the SVCs used for supplementary control
should be responsive to the mode of oscillations to be damped.
This can be carried out by using several different input-output
controllability analyses such as HSV, RHP-zeros, RGA and
MSV. Once the SVC is placed in the system, the choices for the
stabilizing signal could be in a wide range of local and global
signals. For example, for the SVC placed at bus 101 in the
Study System 1, the stabilizing signal could be the magnitude
of current, active power, or the reactive power in lines 10-20,
20-3, 3-4, 3-101, 101-13, 13-14, 13-120, and 120-110, and the
angular speed of all generators.

To determine the best stabilizing signal, the controllability
and observability indices are used through the HSV. A com-
parison of modal observabilities should be done with care. The
modal observability of the line current must not be compared
with the modal observability of the line power. For this purpose,
signals are categorized in different groups, where each group is
made of the same type of signals; for example, magnitude of
current with the magnitude of current, power with power, and
then the HSV of the different signals in each group is compared.
The candidate having larger HSV is more preferable than other
candidates. In other words, the candidate having larger HSV
contains more information about the system internal states than
other candidates. This analysis leaves us with at least four can-
didates (one for each group) for a further consideration with the
RHP-zeros.

A. Study System 1

1) Pre-Fault Condition: For the Study System 1 (see Fig. 1)
during the pre-fault condition, the HSV analysis is carried out
for the four different groups of the signals (line-current mag-
nitude, active power, reactive power, and the generator angular
speed). Among the lines active power (second group), ,

, and have larger HSV than other line power can-
didates. The HSVs of these three candidates are shown in Fig. 8.
By the definition, the singular values are ordered in descending
order, where the first singular value is the largest and others are
decreasing monotonically. Table I shows the values of each sin-
gular values associated with states (for the first ten states). The
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Fig. 8. Study System 1, pre-fault condition. The HSV of selected candidates of
the second group: plus-dotted line: P ; star-dotted line: P ; triangle-
dotted line: P .

TABLE I
HANKEL SINGULAR VALUES FOR PRE- AND POST-FAULT CONDITIONS,

RELATED TO FIGS. 8 AND 9

HSV results for other categories of the signals are as follows:
, , and are selected from the first group,

, , and from the third group and of
, , and in the fourth group.
The HSV analysis leaves us with a total of 12 candidates

(pre-fault condition) for a further consideration with the RHP-
zeros. Table II shows the encountered RHP-zeros for different
candidates for the pre-fault condition. It shows that there are
four signals not producing RHP-zeros for the pre-fault condi-
tion: , , , and .

2) Post-Fault Condition: The above analyses were carried
out for a pre-fault condition. The same procedure will be carried
out for a post-fault condition when a three-phase fault occurred
at bus 3, and line 3-101 will be disconnected. The selected can-
didates by the HSV analysis for each group are listed as follows:

The first group: , , , and ; the
second group: , , , and ; the third
group: , , and ; and the fourth group:

of , , and . The HSV results for the power group are
shown in Fig. 9 and Table I.

The RHP-zeros are calculated for the selected candidates in
HSV analysis, and the results are shown in Table II. The table
shows that there are only two candidate signals not producing
RHP-zeros for both the pre-fault and post-fault conditions, i.e.,

and . Therefore, examining the obtained results

Fig. 9. Study System 1, post-fault condition. The HSV of selected candidates
in the second group: plus-dotted line: P ; star-dotted line: P ; triangle-
dotted line: P ; circle-dotted line: P .

TABLE II
ENCOUNTERED RHP-ZEROS FOR THE STABILIZING SIGNAL

CANDIDATES IN STUDY SYSTEM 1

in Table II for both the pre-fault and post-fault conditions, a
good choice for the input signal is either or .
However, based on Figs. 8 and 9, the HSV is better for the signal

than for , and thus, is the final choice.

B. Study System 2

The procedure was explained comprehensively for the Study
System 1. The same procedure will be applied for the Study
System 2 and will be explained briefly in this section. The post-
fault condition for the Study System 2 is when a three-phase
fault occurred at bus 2, and line 1-2 will be disconnected.

As explained in Section III-B, three SVCs are optimally
placed based on modal analysis: the first one at bus 40, the
second one at bus 49, and the third one at 50. The choice of
stabilizing signal for these three SVCs could be as follows:

SVC at bus 40: ; ; ; ; ;
; ; .

SVC at bus 49: ; ; ; ; ;
.

SVC at bus 50: ; ; ; ; ;
.

Authorized licensed use limited to: Baylor University. Downloaded on January 22, 2010 at 15:15 from IEEE Xplore.  Restrictions apply. 



FARSANGI et al.: PLACEMENT OF SVCs AND SELECTION OF STABILIZING SIGNALS IN POWER SYSTEMS 1067

TABLE III
SELECTED CANDIDATE SETS THAT PASSED THE HSV AND

RHP-ZERO TESTS IN STUDY SYSTEM 2

From the above choice of candidate signals, it is desired to
select only one signal for each SVC. For this, there will be 288

Fig. 10. Study System 2. The RGA-number of candidate sets 3, 6, and 9 (pre-
fault).

possible combinations. To check the HSV for the 288 sets of
candidates in an orderly manner, the sets are grouped into eight
groups, each group with a combination of current or power sig-
nals for each of the three SVCs .

The 288 sets of candidates are reduced to 69 sets after
checking the HSV and RHP-zeros. The results are summarized
in Table III. The table lists the 69 sets of candidates, which
passed the screening of HSV and RHP-zeros, i.e., they have
relatively larger HSV and do not produce RHP-zeros. Since 69
sets are still too many to choose from, additional stability tests
are necessary to reduce the number of sets significantly.

For these 69 candidates, the RGA-number is calculated
over the frequency spectrum for both pre-fault and post-fault
conditions. The six candidate sets, 3, 6, 9, 34, 37, and 40, are
first selected since they have relatively smaller RGA-number.
The RGA-number of these candidates is shown in Figs. 10–15.
Among the six candidate sets, the set 40 is shown to have
relatively larger RGA-number compared to the rest of the sets,
and thus, the set 40 will be discarded. To demonstrate the
difference between the RGA-number of the selected candidates
and other candidates, comparisons between the selected set 37
and other sets 31 and 22 are made, which are shown in Figs. 12
and 15, respectively.

The 69 sets of candidates are now reduced to only five sets
based on the RGA-number: sets 3, 6, 9, 34, and 37. Five sets
are still too many, and one last test is performed, namely, the
calculation of MSV. The MSV is calculated for the five sets for
both pre-fault and post-fault conditions and tabulated in the last
two columns in Table III. As mentioned in Section II-C, it is
desirable to have the MSV as large as possible. This condition
excludes sets 3 and 34 from the final list because they have rela-
tively smaller MSV in the post-fault condition. Thus, now only
three sets are left for the finalist: sets 6, 9, and 37. Among the
sets 6 and 9, the candidate set 6 has larger MSV. However, its
RGA-numbers are larger compared to the set 9 (see Fig. 10).
Therefore, the set 6 is discarded from the three finalists.

Among the two finalists, the RGA-numbers of set 9 are rela-
tively larger compared to the set 37 for pre-fault and post-fault.
Therefore, the candidate set 37 is the final choice since it has a
better RGA-number while the MSV is relatively large for both
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Fig. 11. Study System 2. The RGA-number of candidate sets 34 and 37 (pre-
fault).

Fig. 12. Study System 2. The RGA-number of candidate sets 31 and 37 (pre-
fault).

Fig. 13. Study System 2. The RGA-number of candidate sets 3, 6, and 9 (post-
fault).

pre- and post-faults. That is, three input signals, , ,
and , are selected as stabilizing input signals for the SVCs
at buses 40, 49, and 50, respectively.

Fig. 14. Study System 2. The RGA-number of candidate sets 34, 37, and 40
(post-fault).

Fig. 15. Study System 2. The RGA-number of candidate sets 37 and 22 (post-
fault).

Fig. 16. SVC model with supplementary control.

V. TESTING OF THE INSTALLED SVCS

Fig. 16 shows an SVC model with supplementary control.
The installed SVCs with the selected stabilizing input signals
are tested in both the frequency and time domain in this section.

A. Frequency-Domain Response

In order to see the effectiveness of the input signal selected,
the open-loop transfer function of the SVC with respect to the
input signal is plotted in the frequency domain. A high gain
at a particular frequency implies that it has a strong effect on
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Fig. 17. Study System 1. Open-loop frequency response of the SVC at bus 101
with the input signal P .

Fig. 18. Study System 2. Open-loop frequency response of the SVC at bus 40
with the input signal P .

damping that particular mode of system oscillation. For the
Study System 1, an SVC was placed at bus 101 and the signal

, the line flow between buses 13 and 120, was selected
as the stabilizing input signal for the SVC. The stabilizing
input signal for the SVC should be responsive to the modes
of oscillation to be damped. In order to demonstrate the ef-
fectiveness of the located SVC in the two-area power system
in controlling the inter-area modes damping, the open-loop
frequency responses are shown. Fig. 17 shows the frequency
response characteristics of the transfer function between the
SVC input and the selected stabilizing input signal
shown in Fig. 16. It is very interesting to see that in Fig. 17, the
inter-area mode is very dominant in the frequency response due
to having a high gain at the frequency of inter-area mode (in the
frequency range of 0.1–2 Hz or equality 0.6–12.5 rad/s), which
is an indication of good selectivity of the stabilizing input
signal. Having higher gain shows that the mode is observable
on the output and controllable by the selected stabilizing input
signal.

In the Study System 2, three SVCs were placed, one each at
buses 40, 49, and 50, and the signals , , and ,
respectively, were selected as stabilizing input signals for the
SVCs. The performance of the SVCs in damping the inter-area
oscillation is tested. Figs. 18–20 show the frequency response
characteristics of the three transfer function for three different

Fig. 19. Study System 2. Open-loop frequency response of the SVC at bus 49
with the input signal I .

Fig. 20. Study System 2. Open-loop frequency response of the SVC at bus 50
with the input signal I .

SVCs, which is an indication of good selectivity of the signal
for each SVC due to selecting the three different modes in the
frequency range of 0.6–12.5 rad/s.

B. Time-Domain Response

To show the effectiveness of the installed SVCs with the
selected stabilizing input signal, a time-domain analysis is
performed for the Study System 1. Two different signals are
selected from Table II for stabilizing signals: a local signal

and the global signal , and supplementary
controllers are designed by controller using loop shaping
method [25]. Fig. 21 shows the dynamic response of the system
following a three-phase fault at bus 3 in the Study System 1
when two different stabilizing input signals are considered. The
results show that the global signal selected by the proposed
method, , has a better performance.

For a wide range of signals considered, including local and
global signals, it was shown for the Study System 1 that the
global signal is selected over the local signals. The global sig-
nals can be a remote signal. The use of remote feedback signal
is becoming more and more common [27]–[31] and could be a
practical reality soon. These signals suffer from the communi-
cation delays, but as shown, they may have the strongest observ-
ability condition. Therefore, for designing controllers for such
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Fig. 21. Dynamic response of the system following a three-phase fault at bus
3 in the Study System 1: dashed line: considering P as stabilizing input
signal; solid line: considering P as stabilizing input signal.

system, the communication time delay could be incorporated in
the future. When the remote signal is lost, a local signal can be
used as a backup signal. Although not optimal, the local signal
can have a satisfactory performance as shown in the time-do-
main response in Fig. 21.

VI. CONCLUSIONS

In order to take the advantages of the FACTS devices in the
power systems, three SVCs are placed optimally in the Study
System 2. For this, the location and size of SVCs are obtained
using modal analysis and genetic algorithm. In finding the best
locations based on their primary function (voltage stability),
both modal analysis and genetic algorithm give the same re-
sults. However, the best sizes of SVCs are found only by ge-
netic algorithm. The HSV, RHP-zeros, MSV, and RGA-number
are used to select the best supplementary input signal for the
SVCs to damp the inter-area oscillations of two study systems.
It is concluded that HSV, as an observability and controllability
indicator, should be used with care, and the signals compared
should be of the same type. The selected candidates from this
step are considered for the next step to check for the encoun-
tering of the RHP-zeros. The RGA-number is calculated next,
and those candidates with smaller RGA-number are selected.
The final decision is based on the MSV for the Study System 2.
These steps should be done for both the pre-fault and post-fault
conditions. The open-loop frequency response of the systems
showed the sensitivity of the selected auxiliary signals to the
inter-area mode.
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