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ABSTRACT

Planck has mapped the microwave sky in temperature over nine frequency bands between 30 and 857 GHz and in polarization over seven frequency
bands between 30 and 353 GHz in polarization. In this paper we consider the problem of di↵use astrophysical component separation, and process
these maps within a Bayesian framework to derive an internally consistent set of full-sky astrophysical component maps. Component separation
dedicated to cosmic microwave background (CMB) reconstruction is described in a companion paper. For the temperature analysis, we combine
the Planck observations with the 9-yr Wilkinson Microwave Anisotropy Probe (WMAP) sky maps and the Haslam et al. 408 MHz map, to derive a
joint model of CMB, synchrotron, free-free, spinning dust, CO, line emission in the 94 and 100 GHz channels, and thermal dust emission. Full-sky
maps are provided for each component, with an angular resolution varying between 7.05 and 1�. Global parameters (monopoles, dipoles, relative
calibration, and bandpass errors) are fitted jointly with the sky model, and best-fit values are tabulated. For polarization, the model includes CMB,
synchrotron, and thermal dust emission. These models provide excellent fits to the observed data, with rms temperature residuals smaller than
4 µK over 93% of the sky for all Planck frequencies up to 353 GHz, and fractional errors smaller than 1% in the remaining 7% of the sky. The
main limitations of the temperature model at the lower frequencies are internal degeneracies among the spinning dust, free-free, and synchrotron
components; additional observations from external low-frequency experiments will be essential to break these degeneracies. The main limitations
of the temperature model at the higher frequencies are uncertainties in the 545 and 857 GHz calibration and zero-points. For polarization, the
main outstanding issues are instrumental systematics in the 100–353 GHz bands on large angular scales in the form of temperature-to-polarization
leakage, uncertainties in the analogue-to-digital conversion, and corrections for the very long time constant of the bolometer detectors, all of which
are expected to improve in the near future.

Key words. ISM: general – cosmology: observations – polarization – cosmic background radiation – di↵use radiation – Galaxy: general
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1. Introduction

This paper, one of a set associated with the 2015 release of
data from the Planck1 mission (Planck Collaboration I 2016),
presents a coherent astrophysical model of the microwave sky
in both temperature and polarization, as derived from the most
recent Planck observations. For temperature, the analysis also
incorporates the 9-yr WMAP observations (Bennett et al. 2013)
and a 408 MHz survey (Haslam et al. 1982), allowing the sepa-
ration of synchrotron, free-free, and spinning dust emission.

In March 2013, the Planck Consortium released its first tem-
perature measurements of the microwave sky, summarized in
terms of nine frequency maps between 30 and 857 GHz (Planck
Collaboration I 2014). The richness of these data has enabled
great progress in our understanding of the astrophysical com-
position of the microwave sky. The current Planck data release
presents additionally high-sensitivity, full-sky maps of the polar-
ized microwave sky, o↵ering a fresh view on both cosmological
and astrophysical phenomena.

With increased data volume and quality comes both greater
scientific potential and more stringent requirements on model
complexity and sophistication. The current Planck data release
is more ambitious than the 2013 release in terms of compo-
nent separation e↵orts, accounting for more astrophysical ef-
fects and components. In this round, three related papers sum-
marize the Planck 2015 component separation products and ap-
proaches. First, cosmic microwave background (CMB) recon-
struction and extraction are discussed in Planck Collaboration
IX (2016). Second, this paper presents the di↵use astrophysi-
cal foreground products derived from the 2015 Planck obser-
vations, both in temperature and polarization. Third, Planck
Collaboration XXV (2016) discusses the scientific interpretation
of the new low-frequency Planck foreground products.

The main goal of the current paper is to establish a single, in-
ternally coherent and global parametric model of the microwave
sky, simultaneously accounting for all significant di↵use astro-
physical components and relevant instrumental e↵ects using the
Bayesian Commander analysis framework (Eriksen et al. 2004,
2006, 2008). As such, our discussion does not focus on any sin-
gle emission component, but rather emphasize the global picture.
In the 2013 data release, the same framework was applied to
the Planck temperature measurements for frequencies between
30 and 353 GHz, considering only angular scales larger than
400 full-width half-maximum (FWHM). This resulted in low-
resolution CMB, CO, and thermal dust emission maps, as well as
a single low-frequency foreground component combining contri-
butions from synchrotron, free-free, and spinning dust emission
(Planck Collaboration XII 2014). Here we extend that analysis
in multiple directions. First, instead of 15.5 months of tempera-
ture data, the new analysis includes the full Planck mission data,
50 months of Low Frequency Instrument (LFI) and 29 months of
High Frequency Instrument (HFI) data, in both temperature and
polarization. Second, we now also include the 9-yr WMAP ob-
servations between 23 and 94 GHz and a 408 MHz survey map,
providing enough frequency constraints to decompose the low-
frequency foregrounds into separate synchrotron, free-free, and
spinning dust components. Third, we now include the Planck

1 Planck (http://www.esa.int/Planck) is a project of the
European Space Agency (ESA) with instruments provided by two sci-
entific consortia funded by ESA member states and led by Principal
Investigators from France and Italy, telescope reflectors provided
through a collaboration between ESA and a scientific consortium led
and funded by Denmark, and additional contributions from NASA
(USA).

545 and 857 GHz frequency bands, allowing us to constrain the
thermal dust temperature and emissivity index with greater pre-
cision, thereby reducing degeneracies between CMB, CO, and
free-free emission. At the same time, we find that the calibra-
tion and bandpass measurements of these two channels repre-
sent two of the most important sources of systematic uncertainty
in the analysis. Fourth, the present analysis implements a multi-
resolution strategy to provide component maps at high angular
resolution. Specifically, the CMB is recovered with angular res-
olution 50 FWHM (Planck Collaboration IX 2016), thermal dust
emission and CO J = 2! 1 lines are recovered at 7.05 FWHM,
and synchrotron, free-free, and spinning dust are recovered at
1� FWHM. The resulting parameter fits define the Planck 2015
baseline astrophysical model in temperature and polarization.
We emphasize, however, that these models are not unique, but
instead represent minimal physically well-motivated models that
are able to reproduce the current data.

As in the 2013 data release, the CMB solutions derived, us-
ing this Bayesian approach, form the basis of the Planck 2015
CMB temperature likelihood on large angular scales. This is
described in detail in Planck Collaboration XI (2016), which
also presents a detailed characterization of the low-multipole
CMB angular power spectrum. The low-frequency astrophysi-
cal model presented here is used as input for the temperature-to-
polarization bandpass mismatch corrections for the LFI polar-
ization maps (Planck Collaboration II 2016).

The paper is organized as follows. Section 2 gives an
overview of the computational framework implemented in the
Commander code. Section 3 describes the data selection and pro-
cessing. Section 4, gives an overview of the relevant astrophysi-
cal components and systematic e↵ects. Sections 5 and 6 give the
main temperature and polarization products. We summarize in
Sect. 7.

2. Algorithms

2.1. Data, posterior distribution and priors
Most of the results derived in this paper are established within
a standard Bayesian analysis framework, as implemented in the
Commander code, in which an explicit parametric model, s(✓), is
fitted to a set of observations, d, either by maximizing or map-
ping out the corresponding posterior distribution,

P(✓|d) =
P(d|✓)P(✓)

P(d)
/ L(✓)P(✓). (1)

Here ✓ denotes some general set of free parameters in the model,
L(✓) = P(d|✓) is the likelihood, and P(✓) denotes a set of pri-
ors on ✓. The evidence, P(d), is a constant with respect to the
parameter set, and is neglected in the following.

The data are defined by a set of pixelized frequency-channel
sky maps, d = {d⌫}, comprising the three Stokes parameters I, Q
and U. In this paper, however, we analyse temperature and po-
larization separately; therefore the data vector comprises either
I or {Q,U}.

We start by assuming that the data at a given frequency ⌫
may be described as a linear sum of signal s⌫ and noise n⌫,
d⌫ = s⌫ + n⌫, (2)
where n⌫ is assumed to be Gaussian-distributed with a known co-
variance matrix N⌫. For the signal, we adopt the following para-
metric expression:
s⌫(✓) = s⌫(ai, �i, g⌫,m⌫,�⌫) (3)

= g⌫

Ncomp
X

i=1

Fi
⌫(�i,�⌫)ai + T⌫m⌫, (4)
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where ai is an amplitude map for component i at a given ref-
erence frequency, �i is a general set of spectral parameters for
the same component, g⌫ is a multiplicative calibration factor
for frequency ⌫, �⌫ is a linear shift in the bandpass central fre-
quency, and m⌫ is a set of template correction amplitudes, such
as monopole, dipole, or zodiacal light corrections for tempera-
ture, or calibration leakage templates for polarization. The cor-
responding spatially fixed templates are organized column-wise
in a template matrix T⌫. The mixing matrix, Fi

⌫(�i,�⌫), accounts
for the e↵ect of spectral changes as a function of frequency for
component i, parametrized by �i, as well as bandpass integration
e↵ects and unit conversions. For numerical stability, all internal
calculations are performed in units of brightness temperature,
and a is therefore naturally defined in the same units at some
specified reference frequency.

The posterior distribution takes the usual form,

P(✓|d⌫) = P(d⌫|ai, �i, g⌫,m⌫,�⌫,C`)P(ai, �i, g⌫,m⌫,�⌫,C`) (5)
= L(ai, �i, g⌫,m⌫,�⌫)P(ai)P(�i)P(acmb|C`),

where we have included the CMB power spectrum, C`, and also
implicitly adopted uniform priors on g⌫, �⌫, m⌫, and C`. Because
the noise is assumed to be Gaussian and independent between
frequency channels, the likelihood reads

L(ai, �i, g⌫,m⌫,�⌫) / exp
0

B

B

B

B

B

@

�1
2

X

⌫

[d⌫ � s⌫(✓)]TN�1[d⌫ � s⌫(✓)]
1

C

C

C

C

C

A

(6)

Likewise, we further assume the CMB signal to be Gaussian dis-
tributed with a covariance matrix, S(C`), given by the power
spectrum, and the corresponding CMB prior factor therefore
reads

P(acmb|C`) =
e�

1
2 aT

cmbS�1(C`)acmb

p|S(C`)|
· (7)

The only undefined factors in the posterior are the amplitude
and spectral parameter priors, P(ai) and P(�i). These represent
the most di�cult problem to handle from a conceptual point of
view, since the prior is to some extent a matter of personal prefer-
ence. However, we adopt the following general practices in this
paper. First, for low-resolution analyses that include fitting of
template amplitudes (e.g., monopoles and dipoles), we always
impose a strict positivity prior, i.e., ai > 0, on all signal am-
plitudes except the CMB. Without such a prior, there are large
degeneracies between the zero-points of the amplitude maps and
the individual template amplitudes. Second, for the high angu-
lar resolution analysis, we fix the template amplitudes at the
low-resolution values and disable the positivity prior, in order
to avoid noise bias. Third, to further break degeneracies, we
adopt fiducial values for the monopole, dipole, and calibration
factors for a few selected channels, e↵ectively imposing a set of
external priors from CMB dipole measurements and H i cross-
correlation (Planck Collaboration VIII 2014) to anchor the full
solution. Fourth, for the spectral parameters, we adopt Gaussian
priors with means and variances informed by the high signal-to-
noise values observed in the Galactic plane, which for all practi-
cal purposes are independent of the adopted priors. Intuitively,
we demand that a map of the spectral parameter in question
should not be much di↵erent in the data-dominated and the prior-
dominated regions of the sky. Fourth, one of the components in
the temperature model is free-free emission, which has two free
parameters, namely the e↵ective emission measure, EM, and the

electron temperature, Te. The latter of these is very poorly con-
strained with the current data set except in the central Galactic
plane, and we therefore adopt a smoothness prior on this paper
to increase the e↵ective signal-to-noise ratio, demanding that is
must be smooth on 2� FWHM scales. This in turn has a large
computational cost by making the overall foreground parame-
ter estimation process non-local, and Te is therefore only varied
in fast maximum-likelihood searches, not in expensive sampling
analyses. Its e↵ect on other parameters is, however, minimal,
precisely because of its low signal-to-noise ratio. Finally, in ad-
dition to these informative priors, we adopt a Je↵reys prior for
the spectral parameters in order to suppress prior volume e↵ects
(Je↵reys 1946; Eriksen et al. 2008; Dunkley et al. 2009).

2.2. Gibbs sampling and posterior maximization

As described above, the posterior distribution contains many
millions of free (both non-Gaussian and strongly correlated)
parameters for Planck – ranging from 11 million in the following
low-resolution analysis to 200 million in the corresponding high-
resolution analysis – and mapping out this distribution poses a
significant computational problem. Indeed, no direct sampling
algorithm exists for the full distribution, and the only computa-
tionally e�cient solution currently known is that of Gibbs sam-
pling, a well-known textbook algorithm in modern statistical
analysis (e.g., Gelman et al. 2003). The underlying idea of this
method is that samples from a complicated multivariate distribu-
tion may be drawn by iteratively sampling over the correspond-
ing conditional distributions, which usually have much sim-
pler, and often analytic, sampling algorithms. This framework
was originally introduced to the CMB analysis field by Jewell
et al. (2004) and Wandelt et al. (2004), and subsequently devel-
oped into a fully functional computer code called Commander by
Eriksen et al. (2004, 2008).

For the problem in question in this paper, this algorithm may
be schematically translated into an explicit set of sampling steps
through the following Gibbs chain:

ai  P(ai|�i, g⌫,m⌫,�⌫,C`) (8)
�i  P(�i|ai, g⌫,m⌫,�⌫,C`) (9)
g⌫  P(g⌫|ai, �i,m⌫,�⌫,C`) (10)
m⌫  P(m⌫|ai, �i, g⌫,�⌫,C`) (11)
�⌫  P(�⌫|ai, �i, g⌫,m⌫,C`) (12)
C`  P(C` |ai, �i, g⌫,m⌫,�⌫). (13)

Here “ ” denotes drawing a sample from the distribution on the
right-hand side. After some burn-in period, the theory of Gibbs
sampling guarantees that the joint set of parameters is indeed
drawn from the correct joint distribution. For a full description
of the various steps in the algorithm, see Eriksen et al. (2008).

While no fully functional alternatives to Gibbs sampling
have been established for this full joint distribution to date, Gibbs
sampling alone by no means solves all computational problems.
In particular, this algorithm is notorious for its slow convergence
for nearly degenerate parameters, since it by construction only
moves through parameter space parallel to coordinate axes. For
this reason, we implement an additional posterior maximization
phase, in which we search directly for the posterior maximum
point rather than attempt to sample from the full distribution.
The resulting solution may then serve either as a final product in
its own right, by virtue of being a maximum-posterior estimate,
or as the starting position for a regular Gibbs sampling analy-
sis. The crucial point, though, is that special-purpose nonlinear

A10, page 3 of 63
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search algorithms can be used in this phase, moving in arbitrary
directions through parameter space, and individual optimization
combinations may be introduced to jointly probe directions with
particularly strong degeneracies. Perhaps the single most impor-
tant example in this respect is the parameter combination be-
tween component amplitudes, detector calibrations, and band-
pass uncertainties, {ai, g⌫,�⌫}, all three of which essentially cor-
respond to scaling parameters. However, since both g⌫ and ai are
conditionally linear parameters, and only �⌫ is truly nonlinear,
it is possible to solve analytically for g⌫ or ai, conditioning on
any given fixed value of �⌫. Consequently, one can set up a non-
linear Powell-type search (Press et al. 2002) for �⌫, in which the
optimal values of either g⌫ or ai are quickly computed at each
iteration in the search. A second example is the electron tem-
perature discussed above, for which non-local optimization is
feasible, whereas a full-blown sampling algorithm is too expen-
sive to converge robustly. In this situation, fixing the parameter
at its maximum-posterior value is vastly preferable compared to
adding an unconverged degree of freedom in the full sampler.

Even with this optimization phase, however, there is always
an inherent danger of the algorithm being trapped in a local
posterior maximum. Indeed, with a distribution involving mil-
lions of highly correlated parameters, it is exceedingly di�cult
to prove that the derived solution is the true global posterior max-
imum. As a partial solution to this problem, we initialize the
search using di↵erent starting positions, and carefully monitor
the convergence properties of the chains.

3. Data selection and processing

The primary data used in this paper are the 2015 Planck
temperature and polarization sky maps (Planck Collaboration
VI 2016; Planck Collaboration VIII 2016). For the tempera-
ture analysis we additionally include the 9-yr WMAP obser-
vations2 (Bennett et al. 2013) and a full-sky 408 MHz survey
map (Haslam et al. 1982), with the goal of individually re-
solving synchrotron, free-free, and spinning dust emission. For
WMAP, we adopt the beam-symmetrized frequency maps for the
foreground-dominated K- and Ka-bands, to mitigate beam arti-
facts around compact sources, but we use the standard maps for
the CMB-dominated Q-, V-, and W-bands, because of their more
accurate noise description. At the lowest frequency, we adopt the
destriped version of the 408 MHz survey map recently published
by Remazeilles et al. (2015).

In order to maximize our leverage with respect to bandpass
measurement uncertainties and line emission mechanisms, we
employ individual detector and detector set (“ds”) maps for all
Planck frequencies between 70 and 857 GHz, and di↵erencing
assembly (“DA”) maps for WMAP. However, the polarization
analysis employs frequency maps in order to maximize signal-
to-noise ratio and to minimize correlated noise from destriper
mapmaking uncertainties. Intensity-to-polarization leakage from
bandpass mismatch between detectors is suppressed through the
use of precomputed leakage templates (Planck Collaboration II
2016; Planck Collaboration VIII 2016). For LFI, these templates
are based on a preliminary version of the foreground products
presented in this paper. The full set of clean channels used in
this analysis is summarized in Table 1 in terms of centre frequen-
cies, resolution, and noise levels. In total, 32 individual detector
and detector set maps3 and frequency maps are included in the

2 http://lambda.gsfc.nasa.gov
3 For uniformity, we refer to the 70 GHz horn pair maps as “detector
set” maps in this paper, with the {ds1, ds2, ds3} maps corresponding to
horns {18+23, 19+22, 20+21}, respectively.
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Fig. 1. Zodiacal light extrapolation from HFI to LFI and WMAP fre-
quency channels in terms of full-sky mean brightness temperature. The
dotted line shows the power-law fit to the HFI observations between 100
and 353 GHz, s(⌫) = 0.70 µKRJ (⌫/100 GHz)1.31, and the vertical grey
lines indicate the central frequencies of the LFI and WMAP frequency
bands.

temperature analysis, and seven frequency maps in the polariza-
tion analysis.

For the Planck HFI channels, a model of zodiacal light emis-
sion is subtracted from the time-ordered data prior to mapmak-
ing (Planck Collaboration VIII 2016). In addition, in this pa-
per we apply a small correction to the low-frequency LFI and
WMAP channels by scaling the e↵ective HFI 100 GHz zodiacal
light correction map (i.e., uncorrected minus corrected map) to
each frequency according to a power law fitted to frequencies
between 100 and 353 GHz (Planck Collaboration XIV 2014), as
illustrated in Fig. 1; the actual template amplitudes relative to the
100 GHz correction map (in thermodynamic units) are listed in
Table 2. Although the magnitude of this correction is small, with
a maximum amplitude of 2 µK in the 70 GHz map, applying no
correction at all below 100 GHz results in a visually noticeable
bias in the derived CO J = 1! 0 map at high Galactic latitudes,
in the characteristic form of the zodiacal light. Extending the zo-
diacal light model to low frequencies e�ciently eliminates this
structure.

In our 2013 release, colour corrections and unit conver-
sions for all Planck channels were based on individual band-
pass profiles as measured on the ground before launch (Planck
Collaboration V 2014; Planck Collaboration IX 2014). However,
as discussed in detail in Sects. 2, 4.3, and 5, during the com-
ponent separation process we find that systematic uncertain-
ties in the nominal bandpasses induce significant residuals be-
tween data and model, and it is necessary to fit for these band-
pass uncertainties in order to obtain statistically acceptable fits.
For WMAP, we adopt the nominal bandpasses4 for the first DA
within each frequency band, and fit for the remaining DA band-
passes within each frequency. For the 408 MHz survey, we
adopt a delta function response at the nominal frequency. The
unit conversion factors between thermodynamic and brightness

4 As described by Bennett et al. (2013), the WMAP bandpasses
evolved during the 9 yr of WMAP observations, resulting in slightly
lower e↵ective full-mission frequencies as compared to the nominal
bandpasses. We correct for these small shifts in the present analysis
by shifting the bandpasses accordingly.
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