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HIGHLIGHTS 

 Modify the U-Net segmentation network to reduce the loss of segmentation accuracy. 

 Reducing the number of layers U-net network, modifying the loss function, and the increase in the output layer dropout. 

 It can be well extracted after splitting blade morphological model and color feature. 

ABSTRACT. From the perspective of computer vision, the shortcut to extract phenotypic information from a single crop in 

the field is image segmentation. Plant segmentation is affected by the background environment and illumination. Using deep 

learning technology to combine depth maps with multi-view images can achieve high-throughput image processing. This 

article proposes an improved U-Net segmentation network, based on small sample data enhancement, and reconstructs the 

U-Net model by optimizing the model framework, activation function and loss function. It is used to realize automatic seg-

mentation of plant leaf images and extract relevant feature parameters. Experimental results show that the improved model 

can provide reliable segmentation results under different leaf sizes, different lighting conditions, different backgrounds, and 

different plant leaves. The pixel-by-pixel segmentation accuracy reaches 0.94. Compared with traditional methods, this 

network achieves robust and high-throughput image segmentation. This method is expected to provide key technical support 

and practical tools for top-view image processing, Unmanned Aerial Vehicle phenotype extraction, and phenotype field 

platforms. 

Keywords. Deep learning, Full convolution neural network, Image segmentation, Phenotype analysis, U-Net. 

 

lants are essential material resources for human sur-

vival (Hao et al., 2017). Therefore, researchers in 

agricultural-related industries are investing in the 

sustainable development of agriculture. In recent 

years, plant phenotypic analysis has solved many related 

problems based on the image analysis technology (Kim et 

al., 2017). The methods were used in plant growth monitor-

ing, morphological analysis, and phenotype extraction by 

analyzing the images of different organs of plants. Further, 

the characteristics of the plant were analyzed, and the yield 

of the plant was predicted (Thomas et al., 2018). Various im-

age processing and computer vision technologies were stud-

ied to achieve the non-destructive plant phenotype extraction 

for different experimental designs and specific image acqui-

sition scenarios (Mubin et al., 2019). 

Many studies have been conducted in plant image analy-

sis (Bock et al., 2010; Zhang et al., 2019), including plant 

disease identification, leaf detection, leaf technology, leaf 

segmentation, and growth monitoring (Zhou et al., 2019). 

Most of the relevant data sources were collected in a con-

trolled laboratory environment, greenhouse, or field. The 

coverage of wheat and other fine-leaved crops were ex-

tracted based on the improved k-means image segmentation 

(Wu et al., 2019). Although the higher accuracy (>90%) was 

achieved, such a traditional image processing algorithm re-

quires a time-consuming tuning process. Praveen Kumar and 

Domnic (2018) proposed the image enhancement-based leaf 

segmentation method for Arabidopsis plants in Computer 

Vision Problems in Plant Phenotyping (CVPPP) dataset. The 

accuracy reached 95.4%, and it can be used for the segmen-

tation of other round leaf plants. However, this method can-

not be applied to the mass segmentation of extensive data, 

requiring human interaction as an input. Qian et al. (2015) 

carried out the accurate segmentation and chlorophyll diag-

nosis of corn multispectral image. The accuracy of the pro-

posed local threshold processing-based segmentation was 

95.59%. However, the extracted spectral feature parameter 
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modeling R2 was only about 0.596, which indicates that the 

accuracy of parameter extraction is not ideal. Chen et al. 

(2012) proposed a disease recognition method based on 

fuzzy clustering and vector machine segmentation of corn 

disease leaf images based on machine vision technology. 

The recognition rate was more than 95%, but the generaliza-

tion ability was limited. Furthermore, many links involved 

human interactions, leading to inefficient disease recogni-

tion. Goclawski et al. (2012) segmented the dyed and 

scanned image of cucurbit leaves through a neural network 

and analyzed the color characteristics of non-biological 

stress. However, in their model, only the application of the 

back-propagation network was considered, and did not com-

pare the solution proposed by them with other neural net-

work models, so their network may not be the optimal 

architecture. Ma et al. (2019) adopted c (FCN) for the seg-

mentation of seedlings and weeds in the rice seedling field 

image. The proposed SEGNET (segmentation network) 

model effectively classified the pixels of rice seedlings, 

background, and weeds in rice field images, achieving an av-

erage accuracy: 92.7%. The comparison of existing feature 

extraction methods is shown in table 1. 

According to the analysis of the related works, the accu-

racy of leaf segmentation depends on the quality of the da-

taset, including the complexity of background, light, and 

other environmental factors. Besides, they were mostly 

based on supervised learning or traditional hand-crafted 

methods, which provide low robustness and accuracy. In or-

der to overcome these shortcomings, this article proposes to 

adopt the U-Net for plant image segmentation, taking the fol-

lowing advantages: 1) the high-throughput segmentation and 

batch segmentation of plant leaf images, 2) high-precision 

leaf segmentation effect in different light intensity and dif-

ferent backgrounds. 

U-Net convolutional neural network segmentation is 

based on a small sample training network. The model is 

modified in terms of the number of convolutional layers, ac-

tivation function, and loss function. The improved model re-

duces the number of training weights, and the training speed 

is high. The result is high in accuracy. The feature extraction 

of the blade is from Semantic segmentation is performed in 

four aspects, and accuracy comparison is performed. 

METHODS AND MATERIALS 
DATASET 

In this study, CVPPP dataset is used (Kumar and Domnic, 

2020), which consists of four categories of plant images: A1, 

A2, A3, and A4. The CVPPP dataset was constructed for the 

challenge of leaf segmentation. Examples of images in the 

CVPPP dataset are shown in figure 1. The images are taken 

by Canon AD1000 power shot camera (Tokyo, Japan) with 

7 mp. The images are composed of the top images of the 

plant placed in the flowerpot and tray. A1 and A2 subsets are 

Arabidopsis plants, acquired every 6 h in the daytime for 3 

weeks and 20 min in the daytime for seven weeks, respec-

tively. A1 has a complex light intensity and background en-

vironment, while A2 has a simple background environment 

but highly-varied plants. A3 subset is composed of tobacco 

plant images. A4 subset is composed of fir and maple. The 

images include diverse characteristics of plants, including 

different kinds of plants, different growth stages of plants, 

different numbers of plants. Also, the resolution, scene com-

plexity, and light intensity are varied. Accordingly, the 

CVPPP is a challenging plant-segmentation dataset. 

This article uses three sets of image data sets: two sets of 

Arabidopsis plants (A1, A2) and one set of tobacco plants 

(A3). The overall composition of the data set is shown in 

table 2. 

THE PROPOSED SEGMENTATION NETWORK 

This article proposes to adopt the U-Net to achieve the 

pixel-wise segmentation of plant images, which is learned in 

the end-to-end framework. The U-Net proposed in 

(Ronneberger et al., 2015) is improved and optimized in this 

article to achieve better segmentation and reduce training 

costs. In the proposed model, the modified data reading 

mode is employed, and the activation and loss functions are 

optimized in an adjusted framework. The model attempts to 

train a small number of samples, so the dropout layer is ap-

propriately added to prevent network overfitting. In terms of 

network framework, this research model reduces the number 

of network layers, mainly because the training sample size is 

not set much, and the quality of image segmentation is guar-

anteed under the resolution of 256×256. The network param-

eters constructed were reduced to a certain extent, mainly in 

order to relieve the operating pressure of hardware equip-

ment and reduce the training time while ensuring the seg-

mentation effect. 

The structure of the proposed network is depicted in fig-

ure 2. The first three layers on the left side of the network 

are the typical structure of encoding convolution blocks, 

which are composed of two 3×3 convolution layers (Conv) 

and one max-pooling layer. High-dimensional features are 

extracted through the encoder. The spatial dimension is 

gradually reduced by the max-pooling layers, while the num-

ber of feature channels is gradually increased as 32, 64, and 

128. The 4th block, depicted at the bottom of the network, 

comprises two 3×3 convolution layers with the number of 

feature channels 256. The decoder part (5th-7th blocks) is 

composed of deconvolution blocks. The 5th and 6th deconvo-

lution blocks are composed of two convolution layers and 

one following up-sampling layer. The last 7th block is 

Table 1. Information on existing feature extraction methods. 

 Existing Methods Shortcoming Accuracy 

Leaf  

detection 

Image based leaf  

segmentation and  

counting in rosette plants 

Not suitable  

for big data 

95.4% 

Leaf  

segmentation 

Based on the improved  

k-means image segmentation 

Time consuming 90% 

 Accurate segmentation 

and chlorophyll diagnosis of 

corn multispectral image 

Low  

extraction  

accuracy 

95.59% 

 Clustering and vector  

machine image segmentation 

Low  

efficiency 

95% 

 FCN,Segnet Time consuming 92.7% 
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composed of two 3×3 convolution layers and one 1×1 con-

volution layer. 

Further, the features from the previous blocks in the en-

coder are concatenated with the up-sampled features. 

Through these skip-connections, local features extracted in 

 

Figure 1. Examples of CVPPP dataset. 

Table 2. The composition of the CVPPP dataset. 

Dataset Subjects Wild-types Mutants Period 

Total 

Images 

Annotated 

Plants 

A1 19 Yes No 3 150 161 

A2 24 Yes Yes 7 1951 40 

A3 20 - - 2.5 34560 26 

Figure 2. The overall structure of the proposed network model.  



932  APPLIED ENGINEERING IN AGRICULTURE 

the encoder and the abstracted features from the previous 

block are fused to obtain better features while retaining the 

details. The last 1×1 convolution layer maps each compo-

nent eigenvector to the required classification. 

The batch normalization (BN) layer is also adapted to 

normalize the features of each layer. It makes the feature dis-

tribution of each layer more uniform, improving the conver-

gence speed and the fault tolerance ability of the model. The 

parameters of the network are reduced to a certain extent, 

mainly in order to alleviate the pressure of hardware opera-

tion so that the training time is reduced while ensuring the 

segmentation accuracy(shown in table 2). Further, the drop-

out is adopted to appropriately prevent the network from 

overfitting, often induced by small training data. The net-

work model is trained with an optimizer (SGD) in random 

gradient descent with momentum parameters. The learning 

rate is changed by the decay rate, which auxiliary optimizes 

the model. 

ACTIVATION AND LOSS FUNCTIONS 

Activation Function 
A linear model is limited to model such a complex seg-

mentation problem. Accordingly, the non-linear activation 

function was introduced to add non-linearity factors in deep 

networks. The widely used activation functions include Sig-

moid, ReLu, Leaky-ReLu, and Tanh, which are plotted in 

figure 3. 

The ReLu is a kind of linear activation function, mathe-

matically expressed as follows: 

    0f x max x ，  (1) 

As the activation function of a neural network, it defines 

the non-linear output result after the linear transformation 

wTx + b. As shown in figure 3, the output values of the ReLu 

are the same as the input value for x > 0; otherwise, ReLu 

deactivates the neurons. This situation has little effect on the 

forward propagation process in the traditional convolution 

neural network model. However, in the back-propagation, 

the gradient will become 0 and result in the deactivation of 

neurons, which is called the dying ReLu problem (Lin and 

Shen, 2018; Tekchandani et al., 2020). 

To overcome the dying ReLu problem, Leaky-ReLu was 

proposed where the values are not zero for negative inputs. 

Tanh function also has the same property. However, Leaky-

ReLu has a simple linear relationship in the negative output 

part than the Tanh function, which is conducive to the rapid 

convergence of the model. Leaky-ReLu is defined as:  

 𝑓 𝑥 𝑥     𝑖𝑓 𝑥 0𝜃𝑥   𝑖𝑓 𝑥 0
 (2) 

When the input value x is negative, its gradient is constant θ
∈ (0, 1), which alleviates the neuron deactivation problem 

in back-propagation. 

In the proposed network, the Sigmoid activation function 

is used for the final output layer to activate the binary clas-

sification. Sigmoid can map a real number to an interval of 

(0,1), which is very suitable for binary classification, espe-

cially when the feature is complex. The Sigmoid activation 

function is not adopted for other layers because it is known 

to have the gradient vanishing problem in deeper layers dur-

ing the back-propagation. When Sigmoid is close to the sat-

uration area, the gradient closes to zero, and thus the 

propagated gradients are disappeared. Sigmoid activation is 

defined as:  

   1

1 x
S x

e



 (3) 

The models were compared using the above activation 

function training. The relationship between the loss and the 

number of iterations in the training process using different 

activation functions is shown in the figure 4. 

The loss value of using the ReLU and Leaky ReLU acti-

vation function model is lower than the Tanh and Sigmoid 

functions in the early stage, indicating that the use of ReLU 

 

Figure 3. The widely used activation functions: (a) Sigmoid, (b) Tanh, (c) ReLu, and (d) Leaky-ReLu. 
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and Leaky ReLU as the activation function is conducive to 

the rapid convergence of the model, and the specific com-

parison of the ReLU and Leaky ReLU functions has been 

carried out above. After the narrative, in the model training 

process, Leaky ReLU is selected as the activation function 

of the first few layers. For the binary classification task of 

the last layer, the Sigmoid function is still selected as the ac-

tivation function of the output layer, and the loss function is 

used for classification output. 

Loss Function 

U-Net employed the cross-entropy loss function for 

multi-classification, defined as follows: 

     x
l x

E x w x log p
 
 


 


  (4) 

where x and w(x) represent the pixels and the weights. 

  x
l x

log p
 
 
 

 indicates the logarithm of probability p ob-

tained by cross-entropy calculation of pixel x position in a 

category, and the subscript l(x) represents the category. 

The task of plant segmentation in Arabidopsis is formu-

lated as a pixel-wise binary classification, and thus it does 

not require a complex multi-class cross-entropy loss. Ac-

cordingly, the modified cross-entropy function, the so-called 

binary cross-entropy function, is used as a loss function. 

However, in order to match the output of the last sigmoid 

function, the binary cross-entropy function is chosen as the 

loss function, and its mathematical expression is as follows. 

    ' 1 1L ylogy y log y     

  (5) 

where y is the ground-truth value, y is the estimated value. 

y = 1 indicates that it is positive. y = 0 indicates that it is 

negative. 

 'L logy   (6) 

  log 1L y     (7) 

 

It can be seen from the equation that when the estimated 

value is close to 0, the output of the loss function is small, 

and the output value of the loss function is large when it is 

close to 1. It is very suitable for the two-class output of the 

last layer of the network. 

Model accuracy and loss are shown in the figure 5. 

Evaluation Metric for Segmentation Accuracy 
The Intersection over Union (IoU) is used as the evalua-

tion metric for the segmentation results, which is the ratio of 

the intersection and union of the predicted value and the real 

value of the image. Recall rate (R) represents the measure-

ment of coverage, which measures that multiple leaf pixels 

are divided into white pixels. 

The pixels that belong to the Arabidopsis leaf are labeled 

as 1, and all the other background pixels are labeled as 0. 

According to the estimated values, the pixels can be divided 

into positive (estimated value: 1) and negative (estimated 

value: 0) samples. Also, if the estimated values are matched 

to the ground-truth values, the pixels are called true. Other-

wise, they are called false. Accordingly, all the estimated 

pixels are determined as one of the following four: true-pos-

itive (TP), false-positive (FP), true-negative (TN), and false-

negative (FN). TP represents that the estimated and ground-

truth values are both 1, while TN represents that both are 0. 

FP represents that the estimated value is 1, but it is not 

matched as the ground-truth value, while FN represents that 

 

Figure 4. Relationship between loss and number of iterations of different activation functions during training. 
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the estimated value is 0, but it is not matched as the ground-

truth value. The model realizes the binary segmentation for 

the canopy image of a single plant. Thus, TN does not affect 

the segmentation accuracy evaluation and is not included in 

the IoU evaluation. To ensure the robustness of the evalua-

tion parameters, we randomly selected the mean values of 

30 groups of data TP, FP, and FN as the evaluation parame-

ters in the corresponding period. The recall rate R and IoU 

are defined as: 

 
TP

R
TP FN




 (8) 

 
TP

IoU
TP FP




 (9) 

In addition, the correlation coefficient of the segmented 

image is compared with the measured value according to the 

pixel precision. 

Morphological Feature Extraction 
The shape feature extraction from the segmented Ara-

bidopsis plants is implemented using the OpenCV library. 

The description of morphological features can be divided 

into two categories: 1) contour-based shape description and 

2) region-based shape description. The contour-based 

method describes the boundary contour of the target area. In 

contrast, the region-based method describes the shape of the 

target area through the geometric moment, area, and eccen-

tricity. The minimum circumscribed circle, leaf center point, 

plant boundary frame, and plant contour of each plant after 

image segmentation are computed firstly, as shown in fig-

ure 6. Then, based on the basic features, the plant coverage, 

boundary frame area, circumscribed circle radius, leaf num-

ber, and other digital morphological features are extracted. 

The specific calculation equation is: 

1. Circumscribed circle radius (r): On the contour of the 

plant, the longest distance between any two pixels: 

 
 
2

i jmax dis C C
r

 
 

，
 (10) 

where Ci and Cj represent the two farthest pixels on the con-

tour of the plant. 

2. Bounding box area (S): Multiplication of the length and 

width in the plant bounding box as: 

 S L H   (11) 

where L is the length in the x-direction of the minimum 

bounding box, and H is the length in the y-direction. Plant 

bounding box refers to n rectangles with the smallest area, 

including the target plant area. 

3. Coverage (C): Since the segmented image is a binary im-

age, the pixel method is selected for coverage calculation, 

that is, the total number of pixels occupied by the target 

area is calculated: 

  1 1

0 0

m n

x y
C f x y

 
 

  ，  (12) 

In the binary graph, 1 and 0 are often used to represent 

the target and background, respectively. The calculation 

 

Figure 5. Model accuracy and loss during training. 

Figure 6. Extraction of phenotype parameters in segmentation results. 
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formula of the pixel method is to count the number of pixels 

with f(x, y) = 1. The area of each pixel can be calculated 

according to the length and width of the image. The coverage 

of plants in the image can be obtained by multiplying the 

total number of pixels in the region of interest after segmen-

tation. 

Color Feature Extraction Accuracy and Growth 
Analysis 

Color cognition is a part of the basic research of the visual 

system, so color characteristics are an important parameter 

in the phenotype of plant leaves. The pixel value in the image 

consists of three channels: R, G, and B, which are arranged 

in a grid. In the process of data set collection, many factors 

will affect the quality of the captured image. Among them, 

the light intensity is more obvious, and different light inten-

sity will change the value of the pixels in the image. In the 

original image, the light intensity of the V3 period and the 

V6 period are different, and the difference in the histogram 

of the green color channel in the image is also obvious, as 

shown in figure 7. 

The segmented image is registered as a MASK with the 

original image, and the color feature RGB parameters of the 

MASK area are extracted and converted into HSV color 

space parameters. This approach is mainly because the HSV 

model in computer vision is based on the chroma, saturation, 

brightness, and other complex signals of the object to distin-

guish colors, which is similar to the principle of human eyes 

perceiving colors, and the HSV model can reduce the light 

intensity change to the color Distinguish the impact. The 

equation for converting specific RGB values into HSV space 

colors is: 
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Figure 7. Color histogram of green color channel of some images in the testing set. 
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The extraction results of some leaf color parameters in the 

final test set image are shown in table 3. 

Based on the results of the segmentation of plant image 

feature extraction method, the coverage, circumference, min-

imum circumscribed circle radius and bounding box area and 

other shape parameters were extracted in the test set composed 

of the CVPPP data set, and carried out in the test set composed 

of the Leafsnap data set Extraction of shape features such as 

leaf area, leaf length, leaf width, circumscribed circle radius, 

aspect ratio, shape factor, and density. In addition, this chapter 

also conducts parameter extraction based on color features in 

the test set, and finally focuses on the extracted data Related 

phenotypic analysis was carried out. 

EXPERIMENTAL RESULTS AND ANALYSIS 

Model Segmentation Effect 
In this section, different activation functions are evalu-

ated in the pixel-wise segmentation problem. The segmenta-

tion results are compared with the same network structure 

except for the activation function. The models are imple-

mented in Tensorflow. The training time is about 45 minutes 

on a PC with two Intel Xeon (R) Gold 6148 CPUs (Santa 

Clara, Calif.), 256 GB RAM, and NVIDIA Quadro P6000 

GPU (Santa Clara, Calif.). The segmentation results for dif-

ferent activation functions: ReLu, Sigmoid, Tanh, Leaky-

ReLu are shown in figure 8. The images in the test set in-

clude various leaves with different leaf sizes, different light 

conditions, and different varieties of plant leaves. 

In the research of computer image processing, image fea-

tures, as the most basic attributes or characteristics to distin-

guish regions of interest in images, are a key part of related 

research. It is mainly composed of natural features that can 

be directly recognized by the human eye in an image and 

related features that are artificially defined by measuring or 

extracting the image after corresponding preprocessing. 

There are four basic methods for image feature extraction in 

the category of artificial features: shape, space, color, and 

texture. 

According to the research object of this article, color fea-

ture and shape feature are selected for related phenotype ex-

traction research. The CVPPP data set mainly extracts 

relevant features for the whole plant, while the Leafsnap data 

set extracts relevant features for plant leaves. The final ex-

tracted features will be subjected to analysis studies such as 

related growth analysis or comparison of differences be-

tween varieties. 

The quantitative comparisons for different activation 

functions in terms of r and MIoU are summarized in table 4. 

As shown in figure 4, the model with the Leaky-ReLu pro-

vides the outperforming results over the other models. The 

recall rates R of the model are 0.94 and 0.96 for A1 and A2 

datasets, respectively. The MIoU values are 0.93 and 0.95 

for A1 and A2 datasets, respectively. The segmentation ac-

curacy for A1 dataset is higher than that of A2 by 2%, which 

may be because the image quality of the A1 dataset is better 

than that of other datasets. Obvious features are conducive 

to model recognition. Nevertheless, the proposed model pro-

vides high accuracy of the segmentation for both A1 and A2 

datasets regardless of the morphological structure and light 

conditions. For a single image, the segmentation time of the 

model is the same, about 1.2 s. 

Shape Feature Extraction Accuracy and Growth 
Analysis 

In the test set composed of the CVPPP data set, the aver-

age values of the above-mentioned phenotypic parameter ex-

traction results are shown in table 5. 

The performances of phenotypic parameter extraction are 

evaluated on 30 images selected in the test set. First, the im-

ages were segmented using the proposed model. Then, phe-

notypic parameters were extracted, including coverage, 

circumscribed circle radius, bounding box area, and perime-

ter. The extracted features were compared with the ones that 

were extracted from the Manual in segmentation data. The 

comparison results are shown in figure 9. 

The vegetation coverage refers to the variation ratio of the 

vertical projection area of all plant canopy, branches, and 

leaves for crops, shrubs, trees, and weeds, in the ground of 

their growth-area (Zhang et al., 2017; Niu Yaxiao et al., 

2018). In data processing, the dataset has been cropped to 

ensure the size of the background area is consistent. There-

fore, the percentage of the leaf pixels in the entire segmented 

image is computed as the ratio of vertical projection area to 

the total background area. By multiplying the above propor-

tion with the total area, the result covers different varieties 

in the same area. The plant growth is analyzed by taking the 

coverage as an example. The analyzed results are shown in 

figure 10. Note that the reason for not restoring to the real 

Table 3. Test set image color feature parameter extraction results. 

Color 

Feature Dataset Mean Variance Peak 

R A1 66.76 2969.66 -0.86 

 A2 86.39 371.35 -0.48 

 A3 73.13 3212.44 3.03 

G A1 78.22 2206.15 3.21 

 A2 53.64 2469.14 8.63 

 A3 107.23 1512.98 2.78 

B A1 95.42 4062.76 9.51 

 A2 64.41 2880.03 4.05 

 A3 69.03 305.62 1.15 

H A1 12.28 819.66 7.53 

 A2 4.39 892.08 5.47 

 A3 100.25 4001.71 7.45 

S A1 117.48 2576.66 -1.96 

 A2 96.31 1032.23 7.12 

 A3 56.45 3379.64 3.08 

V A1 77.51 512.34 2.76 

 A2 18.92 1184.36 3.07 

 A3 113.47 2365.98 4.46 
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area is that the data set Beijing size is the same. The analysis 

based on the number of pixels does not affect the coverage 

analysis results. 

In figure 10, (a) is the analysis result of coverage change 

of 10 different Arabidopsis plants (m1-m10) in A2 data set 

and (b) is the analysis result of coverage change of 5 differ-

ent tobacco plants (m1-m5) in A3 data set. In the segmenta-

tion results of this research model, the coverage value in 

figure 9 is extracted and analyzed in pixels. The reason for 

not restoring to the real area is that the data set Background 

size is the same, and the analysis based on the number of 

pixels does not affect the coverage analysis results. 

DISCUSSION 
The extracted morphological features from the estimated 

segmentation are compared with ones from the ground-truth 

segmentation. The comparison shows that the four morpho-

logical feature parameters R2 are all higher than 0.96, and 

the NRMSE is less than 10%. It proves that the segmentation 

accuracy of the model is high enough to be used for further 

phenotypic extraction. Compared with the models in Wu 

et al. (2019) and Zhang et al. (2019), the Plant U-Net model 

not only provides higher segmentation accuracy than its im-

proved K-means algorithm, but also has some advantages in 

coverage extraction. Also, compared with the model in 

Praveen Kumar and Domnic (2018), the proposed model can 

realize and batch image segmentation while avoiding a lot of 

human resources. 

The proposed model is more robust and suitable for top 

view image segmentation of various crops over the methods. 

Moreover, the accuracy of the optimized U-Net model is 

higher than that of the FCN model in Zhe et al. (2018). As 

shown in figure 4, the proposed network can segment the 

leaves of Arabidopsis plants under different light conditions, 

different sizes of plants, and different types of plants. The 

 

Figure 8. Segmentation results for different activation functions. (a) the original image in the test set; (b) the ground-truth; (c)-(f): the segmenta-

tion results of the models using (c) ReLu; (d) Sigmoid; (E) Tanh; (f) Leaky-ReLu. 

Table 4. Quantitative comparisons of segmentation accuracy for different activation functions. 

Dataset 

ReLu  Sigmoid  Tanh  Leaky-ReLu 

R MIoU  R MIoU  R MIoU  R MIoU 

A1 0.91 0.90  0.85 0.84  0.82 0.81  0.94 0.93 

A2 0.92 0.92  0.85 0.86  0.83 0.83  0.96 0.95 

Average 0.915 0.91  0.85 0.85  0.825 0.82  0.95 0.94 

Table 5. Eigenvalues of plant shape parameters. 

Datasets 

Plant 

Area 

(cm2) 

Plant  

Circumference 

(cm) 

Minimum  

Circumscribed  

Circle Radius 

(cm) 

Plant  

Bounding  

Box Area 

(cm2) 

A1 165.132 124.725 11.282 274.514 

A2 102.154 88.129 7.175 192.475 

A3 121.734 116.524 9.248 202.756 
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segmentation results for the A3 dataset also confirm the ro-

bustness of the proposed network for different lighting con-

ditions, leaf size, and varieties of plants. 

The numerical analysis of coverage extraction, where 

most of the segmentation values of the model are distributed 

in the upper half of the ground-truth segmentation value. It 

shows that the coverage values of the estimated segmenta-

tion are generally smaller than the ground-truth segmenta-

tion. This is mainly due to the following two reasons. First, 

there is FP judgment in the model, and the pixel points at the 

edge of the blade are not correctly determined (Wang et al., 

2016). Second, some of the blades in the image are purely 

stuck with soil particles, overexposure, and shadow, affect-

ing the recognition of the model. Also, there are a few cases 

in which the results of the estimated segmentation are worse 

than that of ground-truth segmentation, mostly because there 

are some weeds near the plant, the color of which is similar 

to the leaves so that the model cannot be recognized. 

CONCLUSION 
In this study, we propose a new U-Net model based on 

adjusting the model structure, activation function, and loss 

function of the U-Net segmentation network. The selected 

120 images from multiple sub-datasets in the CVPPP dataset 

are used as training data to learn plant leaf segmentation. The 

remaining images are used as the test set in evaluating the 

segmentation performance of the proposed model. The ex-

perimental results show that the proposed segmentation net-

work has strong edge detection ability in the A1 and A2 

images. Also, the proposed model can accurately segment 

plant leaves while significantly reducing the workload that 

is usually required in the traditional hand-crafted methods. 

The morphological parameters extracted from the segmenta-

tion results are highly correlated with the measured values, 

which shows that the segmentation results of the model meet 

 

Figure 9. Correlation comparison of phenotypic parameters extracted from the estimated segmentation and ground-truth: (a) the comparison of 

coverage extraction result, (b) the comparison of the extracted boundary box area, (c) the comparison of the extracted circumscribed circle radius, 

(d) the comparison of the extracted plant perimeter. 

 

Figure 10. The analysis of plant coverage for different datasets: (a) Analysis for 10 different Arabidopsis plants in the A2 dataset, (b) analysis 

for 5 different tobacco plants in the A3 dataset. 
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the needs of phenotype extraction in terms of edge detection 

and segmentation accuracy. The proposed model can con-

tribute to the segmentation of the top view image, the extrac-

tion of phenotype, and the evaluation of quantitative 

phenotype of greenhouse crops. It can be used as a valuable 

tool for breeding research. 

In the numerical analysis of coverage extraction, the cov-

erage value segmented by the model is generally smaller 

than the segmentation result. There are two main reasons for 

this situation. One is that there is an FP judgment in the 

model, and the pixels on the edge of the leaf are not correctly 

judged; the other is that some of the leaves in the image are 

purely soiled, overexposed, and shadows. And so on, affect-

ing the recognition of the model. The current research results 

of this research are still limited to the analysis of the col-

lected images, and real-time image analysis cannot be 

achieved. Take the phenotyping platform as an example. 

Generally speaking, the acquired plant image data has cer-

tain real-time analysis requirements. This research can 

achieve high-throughput segmentation of data concentra-

tion. The next step is to use the domestic 5G development 

wave and combine with the cloud data analysis platform to 

carry out the model to achieve real-time analysis in the true 

sense. 
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