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Using movable emissive and floating probes, we determined the plasma and floating potentials of

an ionization zone (spoke) in a direct current magnetron sputtering discharge. Measurements were

recorded in a space and time resolved manner, which allowed us to make a three-dimensional rep-

resentation of the plasma potential. From this information we could derive the related electric field,

space charge, and the related spatial distribution of electron heating. The data reveal the existence

of strong electric fields parallel and perpendicular to the target surface. The largest E-fields result

from a double layer structure at the leading edge of the ionization zone. We suggest that the double

layer plays a crucial role in the energization of electrons since electrons can gain several 10 eV of

energy when crossing the double layer. We find sustained coupling between the potential structure,

electron heating, and excitation and ionization processes as electrons drift over the magnetron

target. The brightest region of an ionization zone is present right after the potential jump, where

drifting electrons arrive and where most local electron heating occurs. The ionization zone intensity

decays as electrons continue to drift in the Ez�B direction, losing energy by inelastic collisions;

electrons become energized again as they cross the potential jump. This results in the elongated,

arrowhead-like shape of the ionization zone. The ionization zone moves in the –Ez�B direction

from which the to-be-heated electrons arrive and into which the heating region expands; the

zone motion is dictated by the force of the local electric field on the ions at the leading edge of

the ionization zone. We hypothesize that electron heating caused by the potential jump and phys-

ical processes associated with the double layer also apply to magnetrons at higher discharge

power, including high power impulse magnetron sputtering.VC 2017 Author(s). All article content,

except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license

(http://creativecommons.org/licenses/by/4.0/). [http://dx.doi.org/10.1063/1.4974944]

I. INTRODUCTION

Magnetron sputtering (MS) is a physical vapor deposi-

tion technique commonly used in laboratory research and

industrial practice for the fabrication of high-quality thin

films and coatings. The technique has evolved from the sim-

plest continuously running direct current (DC) regime, i.e.,

direct current magnetron sputtering (DCMS), to more com-

plex oscillatory and pulsed regimes. Although oscillatory

and pulsed modes, such as radio frequency magnetron sput-

tering (RFMS) and High Power Impulse Magnetron

Sputtering (HiPIMS) are regularly used, the most common

mode of magnetron operation is conventional DCMS.

Since the introduction of MS in the 1960s,1 magnetron

discharges have been extensively studied. A wealth of data

about the properties of magnetron plasmas can be found in the

literature.2 Until the relatively recent discovery of rotating

plasma structures3–5 it was generally believed that the plasma

density in the magnetron discharge is homogenously distrib-

uted in the region above the target’s racetrack (the “racetrack”

is the area of strongest target erosion caused by sputtering and

determined by the electron drift path). Studies with fast cam-

eras and different time-resolving plasma diagnostic techniques

have changed this view. Imaging with intensified charge-

coupled device cameras (ICCD cameras) at exposure times

typically shorter than 1ls revealed that plasma is concen-

trated in dense regions of well-defined shape. The terms ioni-

zation zones or spokes have been established for such plasma

regions. The observed zones are strictly speaking zones of

enhanced light emission, which is caused by inelastic colli-

sions of electrons with the atoms and ions. The shape and

position of the cross sections for excitation and ionization as

functions of electron energy are similar. Therefore, zones of

enhanced excitation are approximately also zones of enhanced

ionization. The term “ionization zone” points to physical pro-

cesses, while “spoke” is shorter and often used in the litera-

ture. We use “spokes” synonymously to “ionization zone,”

especially when making comparisons with the literature.

Ionization zones were first imaged in HiPIMS dis-

charges3–5 and later also in low-current DCMS discharges.6,7 In

both regimes, ionization zones are observed for a wide range of

discharge conditions. Ionization zones are stochastic, evolving

patterns which occasionally become periodic, indicating self-

organization of magnetron plasma.4–6 Conditions for stochastic

versus regular patterns depend on many factors and have been

explored in recent publications.8,9 Generally, the pattern of ioni-

zation zones in DCMS tend to be periodic, which was one of

the main reasons to utilize DCMS for the current study.

In DCMS, each ionization zone exhibits an elongated

arrow-like shape with the tip pointing in the E�B direction.

The number of ionization zones varies with working gas

pressure. For a laboratory-sized magnetron, a single
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ionization zone forms at very low gas pressures while the

number of zones increases when the pressure is increased.6

Symmetric patterns are commonly observed when two or

more zones are present. In HiPIMS discharges, the zones are

triangular at low pressure, having an arrow-like shape, with

the tip pointing in the E�B direction, and more globular at

higher pressure. Ionization zones in HiPIMS are typically

shorter and more numerous than in the DC regime. HiPIMS

ionization zones are more complex and dynamic. In HiPIMS

discharges, the ionization zones move in the same direction

as the E�B electron drift,10 while in the low-current

DCMS, discharge zones move in the opposite, i.e., to the

�E�B direction.11 Reversal in the direction of motion has

been observed when varying the discharge current between

the DCMS and HiPIMS regimes.8,11 The velocity of ioniza-

tion zones depends on the discharge conditions but is typi-

cally around 3–10 km/s, which is around one order of

magnitude lower than the electron drift velocity.

Formation of highly non-uniform and non-stationary

plasma in the magnetron discharges demonstrates that the

plasma parameters, such as plasma density, plasma potential,

electron temperature, and others, have a strong spatial and

temporal dependence. Plasma potential distribution, which is

a result of the space charge distribution, determines the

transport and energy of electrons and ions. In the literature,

several spatial measurements of the plasma potential can be

found for different modes of magnetron operation. Plasma

potential is most commonly evaluated from the I-V charac-

teristics of Langmuir probe.12–22 For DCMS discharges,

plasma potential measurements were carried out at a single

location,18,20,22 in the axial direction at a fixed radial

position12–14 or in the radial direction at fixed axial loca-

tions.15,16,19,21 Spatial mapping of plasma potential in the

radial-axial plane was also carried out for DCMS dis-

charge.17 In HiPIMS discharges, the plasma potential has

also been measured with the Langmuir probes.23–25 More

advanced measurements in HiPIMS have been conducted

with the emissive probe technique to map the plasma poten-

tial in the radial-axial plane during the HiPIMS pulses.26,27

Measurements of plasma potential for pulsed mid-frequency

MS28–30 and radio-frequency MS31,32 are also available.

The literature provides plentiful information on plasma

potential measurements in magnetron discharges. However,

all conducted measurements were averaged over a longer

time period (or over many pulses/oscillations), thus they

could not capture any variations in the plasma potential asso-

ciated with rotating ionization zones. Moreover, the

Langmuir probe technique, which is most commonly used

for the evaluation of the plasma potential, requires a finite

time to record the I-V characteristic and thus cannot provide

potential variations on a microsecond scale—a typical time

scale related to the motion of zones. Several authors studied

the temporal fluctuations in the floating potential and some

associated it with the moving ionization zones.8,33–37 Such

measurements are relatively simple but offer a little insight

into the properties of plasma since the motion of charged

particles is affected by the gradient of the plasma potential

and not by the gradient of the floating potential.

The goal of this work was to perform time- and space-

dependent measurements of the plasma potential for a single,

rotating ionization zone in the DCMS discharge. We used an

emissive probe technique to record the time-dependent

plasma potential in the radial and axial directions. From such

measurements, we could reconstruct a full three-dimensional

map of the plasma potential. The data captures the complete

potential distribution in the radial and axial directions as

well as in the azimuthal direction and thus provides an actual

map of the plasma potential in DCMS discharge.

II. EXPERIMENTAL DETAILS

The experimental setup is schematically presented in

Fig. 1. The experiments were conducted in a cylindrical vac-

uum chamber with 35 cm diameter and 25 cm height. The

system was pumped to a base pressure below 10�4Pa with a

turbomolecular pump (Pfeiffer TMH 521) backed by a dia-

phragm pump (Vacuubrand). The working argon gas pres-

sure was 0.27 Pa (2 mTorr) as recorded by a capacitance

manometer (Baratron by MKS). An unbalanced planar mag-

netron (MeiVac Inc.) was used with a 76mm (3 in.) diameter

niobium target (thickness 6.25mm). The anode ring was

positioned around the target and mounted flush with the

target surface avoiding any mechanical obstructions during

the probe measurements. The magnetic field over the race-

track pointed from the target rim (magnetic north) to the tar-

get center (magnetic south). Detailed measurements of the

magnetic field distribution can be found in Ref. 27. The dis-

charge was operated by a DC power supply (Pinnacle from

FIG. 1. Experimental setup for measuring the plasma and floating potentials.
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Advanced Energy - maximum 1 kV, maximum 5 kW). Since

the power supply was not capable of finely regulating the

discharge current at very low currents (i.e., in the mA range)

a separate current-limiting low-inductance resistor was

added to enable the stable operation of the magnetron at very

low currents while using the power supply in the voltage

mode. All potential measurements were performed at dis-

charge conditions which yielded a single rotating ionization

zone; i.e., at a pressure of 0.27 Pa (argon) and a discharge

current of 100mA.

The emissive probe used in measurements was con-

structed from an alumina ceramic tube (diameter 1.5mm)

with two bored holes and contacts for the filament. A 50 lm

diameter tungsten wire was pushed and fitted into the holes

to form a semicircular loop with about 1mm diameter as

indicated in Fig. 1. The resistance between the connectors

was less than 1 X, as determined by the tungsten loop, when

the probe was cold. The probe was connected to a secondary

coil of a transformer that induced heating of the filament

while the primary coil was connected to an AC (60Hz)

power supply. The transformer enabled the decoupling of the

probe’s potential from the grounding of the heating power

supply. About 2V were needed to heat up the filament to

large enough emissive current (further discussed in Sec.

III A). The plasma potential was measured as the floating

potential on the heated filament of the emissive probe.

According to the emissive probe theory,38 the floating poten-

tial of the heated filament reaches the plasma potential at suf-

ficiently high heating currents when the flux of emitted

electrons from the heated filament is equal to or larger than

the flux of electrons from the plasma to the filament. The

potential on the emissive probe was measured by a voltage

probe (100�, Tektronix P5100). The probe signals were

recorded by the data acquisition system PXI 5105 (National

Instruments). A detailed description of the emissive probe

technique can be found in Refs. 27 and 38.

In addition to the emissive probe, another, non-heated

probe was inserted into the plasma to measure the floating

potential. The probe was constructed from a stainless steel

wire with a diameter of 0.5mm inserted in a ceramic tube

having 1.5mm outer diameter. About 1mm length of the

wire was exposed to the plasma. The probe was located

about 2mm away from the emissive probe in the radial

direction but at the same axial distance from the target sur-

face. In this way, we could compare the time-dependent

signals between the floating and plasma potentials at approx-

imately the same location.

The two probes were mounted on a linear-motion feed-

through that was operated outside the chamber. The ceramic

tubes of probes were aligned with the axial direction of the

target and moved from r¼ 0mm to r¼ 39mm in 3mm steps.

The oscilloscope was set to record 100 ls long signals with

16 ns resolution, which typically captured two periods of ion-

ization zone rotation over the racetrack. At each position, at

least ten signals were recorded in steps of approximately

0.5 s, but not averaged. After the set of measurements in the

radial direction was completed, the discharge was stopped

and the axial position of the magnetron was changed

by moving its holding shaft. The axial distance between

the probe and the target was changed in the range from

z¼ 2.5mm to z¼ 20mm in 2.5mm steps, and in the range

from z¼ 20mm to z¼ 40mm in 5mm steps.

Measurements of the plasma and the floating potentials

were correlated with images recorded by a fast-shutter ICCD

camera (PI-MAX I from Princeton Instruments). The camera

was mounted with a Nikkor 85mm f/1.8 lens, and the camera

exposure time was set to 1 ls to capture a single image of the

ionization zone. Maximum camera gain and fully opened

lens aperture were used in all experiments. Signals from the

probes and the camera trigger were recorded using the oscil-

loscope in order to determine the exact correlation between

the probe signals and the image of the ionization zone.

III. RESULTS

A. Time-resolved plasma and floating potentials

Experiments were conducted for the discharge condi-

tions with a single ionization zone rotating in the �Ez�B

direction (the Ez vector points in the direction of the target).

A single ionization zone can be obtained when using a small

magnetron at low working gas pressures and low discharge

currents.6,11 Our small magnetron was therefore operated at

Ar pressure of 0.27 Pa and target potential of �270V, which

yielded 100mA discharge current. To verify the presence

and stability of a single ionization zone, the potential meas-

urements were regularly compared with ICCD images.

Throughout the whole experiment, only a single ionization

zone was observed in the ICCD “snapshot” images, while

the time-resolved plasma and floating potentials showed

periodic signals with an approximately constant time period.

Hence, the ionization zone was stable and moved along the

racetrack with approximately a constant velocity.

Fig. 2 shows the typical time-dependent plasma poten-

tials (Vp) and the floating potentials (Vf) that were recorded

at several axial positions above the target. Measurements

were performed in the high-density plasma region

(r¼ 24mm) above the target’s erosion area, i.e., over the

“racetrack” of the target. On the right axis of the graphs, the

difference between the plasma and floating potentials

(Vp � Vf ) is presented (such signal is related to the energiza-

tion of electrons and is discussed in Section III E). In all

recorded data, a periodic signal with approximately two peri-

ods is visible (i.e., two rotations of the ionization zone).

Measurements performed at each location were reproduced

with high fidelity: there was less than 5% variation in the

amplitude of the signals. The reproducibility of signals is

demonstrated in the supplementary material S1.

It should also be emphasized that probes did not signifi-

cantly disturb the discharge even when measuring at the

closest distance from the target (z¼ 2.5mm). The applied

voltage was slightly adjusted for each position of the probes

in order to maintain the 100mA discharge current. In the

supplementary material S2, we show variations in the target

potential as a function of the probes’ position. Even when

measuring at the closest distance from the target

(z¼ 2.5mm), the target voltage had to be adjusted only by

about 5%, namely, from �265V when the probe was in the

center of magnetron to �280V when the probe was over the
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racetrack region. When the probe was further away from the

target, the target voltage had to be adjusted only by a few

volts. Based on these data, we conclude that the probes did

not significantly alter the discharge even when conducting

measurements very close to the target. Moreover, the ICCD

images showed only the arrowhead-like shape of the ioniza-

tion zone, and the potential measurements displayed periodic

signals.

The time periods of the plasma and the floating poten-

tials are approximately the same showing that the ionization

zone takes 35–45 ls to travel once around the closed race-

track (Fig. 2). The plasma and floating potentials have differ-

ent curve shapes. Looking from the most negative potential

value, the plasma potential increases sharply to a maximum

value close to 0V and then decreases in a parabolic-like

shape to the initial potential value. For the floating potential,

a different characteristic curve shape is observed. The float-

ing potential increases slower, resembling an S-curve,

reaches a plateau, and then decreases in a series of steps

towards the initial potential value. The amplitudes of the

floating and plasma potentials are different. For example, at

z¼ 2.5mm, the amplitude of the plasma potential varies

between �85V and �10V, whereas the values of the float-

ing potential are more negative, ranging from approximately

�110V to �85V. The plasma potential becomes less nega-

tive as the axial distance is increased, e.g., from

Vp,min¼�85V at z¼ 2.5mm to Vp,min¼�5V at z¼ 40mm.

On the other hand, the maximum values of the plasma poten-

tial increase only slightly, e.g., from Vp,max¼�10V at

z¼ 2.5mm to Vp,max¼ 0V at z¼ 40mm. Hence, the plasma

potential approaches the ground potential at larger axial dis-

tances. In the case of the floating potential, the minimum

potential values change from Vf,min¼�110V at z¼ 2.5mm

to Vf,min¼�10V at z¼ 40mm, whereas the maximum

values change from Vf,max¼�82V at z¼ 2.5mm to Vf,max

¼�11V at z¼ 40mm; i.e., the signal shifts towards the

ground potential. Although the amplitudes of the plasma and

floating potentials decrease with increasing axial distance

from the target, the characteristic shape of the signals stays

more-or-less the same.

Supplementary material S3 shows the floating potential

of the emissive probe as a function of filament heating cur-

rent for a fixed probe position. The amplitude of the potential

is small when heating current is less than 1A but reaches

largest and stable values when the heating current is greater

than 1.3A; Most importantly: the potential does not change

with further increase of the heating current. Hence, it can be

assumed that the potential on the filament heated with at

FIG. 2. Plasma potential (Vp, red curve) and floating potential (Vf, blue curve) recorded at r¼ 24mm and different axial distances from the surface of the target

(z¼ 2.5–40mm). Right axis shows the difference between the plasma and the floating potentials, Vp - Vf (gray curve), which is proportional to the energy of

the electrons. Reproducibility of the signals is demonstrated in the supplementary material S1.
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least 1.3A “floated” to the plasma potential. To ensure large-

enough filament heating and electron emission, all measure-

ments were conducted with a heating current exceeding

1.4A.

The curves of Vp � Vf show a similar shape as the

curves of the plasma potential. However, the values of Vp �
Vf are positive (see right axis of Fig. 2) since the floating

potential is always more negative than the plasma potential.

The amplitude of Vp � Vf decreases with the increasing dis-

tance from the target in a similar manner as in the case of the

plasma potential. The maximum values of Vp � Vf also

decrease and approach 10V at z¼ 40mm distance.

Potential measurements at different radial positions and

fixed axial distance (z¼ 5mm) are shown in Fig. 3. Similar

shapes of the potential curves can be distinguished as in the

curves in Fig. 2. However, the amplitudes of the curves

change in a different manner. Close to the center of the

magnetron (r¼ 9mm) and close to the outer perimeter of the

magnetron (r¼ 33mm) only small variations in the ampli-

tude are observed, while over the race-track region

(r¼ 15–27mm) large fluctuations in the potentials are pre-

sent. Hence, the plasma and floating potential change from

the near-ground potential in the center of the magnetron, to

large potential variations over the racetrack area, and then

again toward the ground potential when approaching the

anode.

In the signals of the plasma and floating potentials, finer

structures can be observed. This is particularly visible for

measurements performed near the target and above the race-

track area. In the case of the plasma potential, one can

observe oscillations after a sharp increase in the potential,

while in the floating potential, a pronounced series of steps

are visible towards the end of the period (i.e., after the flat

part of the curve).

B. Correlation between potential measurements and
fast camera images

The plasma and floating potentials were correlated with

the light distribution of the ionization zone as recorded by

the ICCD camera. Fig. 4 shows examples of three images

and corresponding potential measurements recorded at dif-

ferent axial distances from the target surface (z¼ 5, 10,

15mm). The emissive and the floating probes were located

radially at r¼ 21mm, while the angular position was at

approximately 0� azimuthal angle (the bright spot at 0� origi-

nates from the heated filament of the emissive probe). The

contrast of the image was non-linearly enhanced (gamma

correction) to increase the faint light of the ionization zone

FIG. 3. Plasma potential (Vp, red curve) and floating potential (Vf, blue curve) measured at z¼ 5mm and different radial distances from the center of the mag-

netron (r¼ 9–33mm). Right axis shows the difference between the plasma and the floating potentials, Vp - Vf (gray curve), which is proportional to the energy

of the electrons.
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in comparison to the bright light of the filament. Due to

non-linear enhancement, the bright spot is saturated and

appears excessively large. The spatial light distribution was

mathematically transformed from polar to linear coordi-

nates (middle images in Fig. 4) to establish more easily the

correlation between images and the measured time-

dependent potentials.

Images from the ICCD camera shown in Fig. 4 demon-

strate that the most negative potential values (both for the

plasma and the floating potential) are correlated with the

leading edge of the ionization zone. Hence, the bright edge

of the zone is related with the sharp increase in the plasma

potential. In the region of the highest light intensity, just

after the edge of the zone, the plasma potential reaches

potential values near the ground potential. The ionization

zone is associated with a potential structure which has a

shape of a potential hump, as was inferred in Ref. 39. The

floating potential correlates with the ICCD images in a simi-

lar way; i.e., the minimum of the floating potential is corre-

lated with the edge of the ionization zone although the

increase in the floating potential near the zone’s edge is

slower than the increase in the plasma potential.

C. Spatial distribution of plasma potential and electric
field

Measurements recorded at different axial and radial

positions, presented in Section III A, were combined to

reconstruct the full three-dimensional distributions of the

plasma potential and of the electric field. For visualization of

the spatial distributions, the time-dependent plasma poten-

tials (such as in Figs. 2 and 3) were first converted into angu-

lar coordinate by normalizing single periods in the angles

between 0� and 360�. The electric field was then calculated

from the plasma potential

E ¼ �rVp: (1)

In the cylindrical coordinate system, i.e., Vpðr; n; zÞ, the elec-
tric field components are

E ¼ Er;En;Ezð Þ ¼ �
@Vp

@r
;
1

r

@Vp

@n
;
@Vp

@z

� �

: (2)

In Fig. 5 the plasma potential and the electric field distributions

are presented in the azimuthal-radial plane (n-r) for the differ-

ent axial distances. Distributions are shown from z¼ 2.5mm

(the measurement closest to the target) to z¼ 40mm (the fur-

thest distance from the target surface). Along with the potential

measurements, an image of ionization zone is shown whose

angular position approximately corresponds to the measured

potential distributions.

In the azimuthal direction, a large potential difference

can be observed around the edge of the ionization zone (i.e.,

n � 20�–30� in the example of Fig. 5). The highest plasma

potential values (i.e., around 0V) are found after the edge of

the ionization zone where the light intensity and plasma

FIG. 4. Correlation between the emitted light (ICCD images, false color indicates intensity) and potential measurements (probes were positioned at

r¼ 21mm). The middle images were mathematically transformed into a linear light distribution for ease of presenting the correlation. The bright spot at 0�

originates from the light emitted by the heated filament of the emissive probe. The direction of ionization zone motion is clock-wise, the �E� B direction.

Contrast of the image was non-linearly enhanced (gamma correction) in order to increase the faint light intensity of the ionization zone as compared with the

intensity of the bright filament.
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density are the highest. Here we use terms “after” and

“before the edge of the zone” in relation to the direction of

the azimuthal coordinate from the point of view of drifting

electrons: “before” means a location before electrons arrive

at the leading edge of the ionization zone, and “after” is

when they have passed it. This terminology is unambiguous

and applicable to all magnetrons since the electron drift is in

the Ez�B direction and always faster than the motion of an

ionization zone.

Looking at the azimuthal potential distribution before

the edge of the ionization zone, where the intensity of the

light and plasma density are the lowest, the plasma potential

reaches the most negative values; e.g., �90V for measure-

ment at z¼ 2.5mm. At larger axial distances (greater z), the

jump in the plasma potential at the edge of the zone becomes

smaller but is still significant. For example, 10mm above the

target (z¼ 10mm), the difference in the potential is around

50V, whereas at z¼ 20mm, the difference is around 30V.

For measurements close to the target, one can see that the

ionization zone is associated with the potential distribution

in the shape of potential hump.

In the radial direction, considerable variations in the

plasma potential can also be observed. Variations depend on

the azimuthal position. In the low-light region, e.g.,

n¼ 270�–360� in the example of Fig. 5, the plasma potential

goes from the near-ground potential in the center of the

magnetron to large negative potentials (e.g., �90V at

z¼ 2.5mm) and back to near-ground potential close to the

anode (i.e., r � 40mm). However, in the region of high light

intensity (e.g., n¼ 30�–90�), the spatial distribution of the

potential is significantly different; namely, the plasma potential

over the racetrack area is several volts higher than the potential

in the center of the magnetron and close to the anode.

Potential gradients in the azimuthal and radial directions

represent in-plane electric fields. The strongest electric fields

form at the edge of the ionization zone and point in the

�Ez�B direction. At z¼ 2.5mm, the electric field strengths

reach up to 10kV/m. Further away from the target; e.g., at

z¼ 10mm, the electric field strength is still strong with values

of around 5kV/m. Although these fields are weaker than the

axial electric fields in the sheath/pre-sheath region (estimated

to be on the order of 100 kV/m), they have significant strengths

that can strongly affect the motion of electrons and ions.

In the radial direction, relatively large electric fields are

also present. Their strengths and directions depend on the

azimuthal position. In the low-density plasma region of the

ionization zone (e.g., n¼ 270�–360� in the example of

Fig. 5), the electric fields are directed toward the racetrack

FIG. 5. Plasma potential (color) and electric field (vector) distributions in the n-r plane for different axial distances from the target surface (z¼ 2.5–40mm).

The ICCD image of the ionization zone on the bottom right approximately corresponds to the measured plasma potential distribution. Measurements were

performed for the pressure of 0.27 Pa, target potential of�270V, and a discharge current of 100mA.
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region and reach strengths up to 5 kV/m (at z¼ 2.5mm),

while in the high-density plasma region (e.g., n¼ 30�–90�),

the electric fields point radially away from the racetrack

region (the fields are weaker, e.g., 1–2 kV/m at z¼ 2.5mm).

At larger distances from the target surface, the in-plane elec-

tric fields become smaller and practically disappear at distan-

ces larger than 30mm.

A radial view of the plasma potential and the electric

field is presented in Fig. 6. The figure shows distributions in

the n-z plane for different radial positions. The sharp edge of

the plasma potential at approximately n¼ 20�–30� corre-

sponds to the leading edge of the ionization zone. The edge

is most pronounced over the racetrack area (i.e.,

r¼ 15–27mm). In the area of the ionization zone where the

intensity of the light is the highest (i.e., r¼ 15–27mm and

n¼ 30�–120�), the potential changes from �270V (potential

at the target surface) to �10V over a distance of approxi-

mately 3mm, while in the area of low-light intensity (i.e.,

r¼ 15–27mm and n¼ 300�–360�), the same potential differ-

ence occurs over a distance of approximately 30mm. Hence,

the plasma potential in the axial direction strongly depends

on the position along the azimuthal direction (particularly

over the racetrack area).

Steep potential gradients represent strong electric fields:

they are present at the edge of the ionization zone and point

in the �Ez�B direction. Over the racetrack area and close

to the target, a strong electric field on the order of 10 kV/m is

inclined towards the target. The plasma potential is locally

higher in the region of the highest light intensity (see dark

red area for n¼ 30�–120� and z¼ 5–20mm), which results

in the electric field vectors pointing away from this region.

Another representation of the plasma potential and elec-

tric field distributions is shown Fig. 7. The figure presents a

cross-sectional view through a radial-axial plane for different

azimuthal angles. A more detailed distribution is presented

in the supplementary materials S4 and S5. In the low-density

plasma region (n¼ 270�–360� in the example of Fig. 5), the

electric field funnels ions towards the racetrack area. A

strong radial component of the electric field can be observed

up to 20mm above the target. In contrast, in the region of the

high-density plasma (n¼ 30�–90�), the electric field lines

point away from this region. Electric field vectors point radi-

ally away from the high density region, toward the target and

also axially away from the target.

D. Space charge distribution

The distribution of the plasma potential is determined

by the spatial distribution of the charged particles. Gauss’

law relates space charge (q) with the electric field, while in

FIG. 6. Plasma potential (color) and electric field (vector) distributions in the n-z plane presented for different radial positions. The target is at z¼ 0, and n is

the azimuthal coordinate (along the racetrack).
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the Poisson equation, space charge is related directly to the

plasma potential

q ¼ r � E ¼ �e0r
2Vp; (3)

where e0 is the vacuum permittivity. In cylindrical coordi-

nates, the Poisson equation is

qðr; n; zÞ ¼ �e0
@2Vp

@r2
þ
1

r

@Vp

@r
þ

1

r2
@2Vp

@n2
þ
@2Vp

@z2

 !

: (4)

The space charge is defined as

q ¼ eð �Qni � neÞ; (5)

where e is the elementary charge, �Q is the mean ion charge

state number, ni is ion density and ne is electron density. For

the low-current DCMS discharge, �Q � 1 (i.e., the concentra-

tions of doubly or higher charged ions are negligible), there-

fore, in our case, the space charge represents the difference

between the ion and electron densities, i.e., q ¼ eðni � neÞ.
Fig. 8 shows the distribution of ni � ne in the azimuthal-

radial plane (r-z) measured at different axial distances from

the target as it was calculated from Eqs. (3) and (5). Around

the edge of the ionization zone (i.e., n¼ 20�–30� in the

example of Figs. 5 and 8), two regions of charge density are

present. The red region represents locally higher ion density,

while the blue region represents locally higher electron den-

sity. Such a structure of opposite electrical charge is often

referred to as a double layer. In these two areas, the local dif-

ference between the ion and electron densities is on the order

of 1014m�3. Such densities represent only about 1% of typi-

cal plasma densities found in DCMS discharges—those are

on the order of 1016m�3.12,15–17 The separation of the charge

particles around the edge of the ionization zone is strong up

to 10mm away and then disappears at larger distances from

the target. A region of increasingly negative space charge

extends behind the edge of the ionization zone and over the

racetrack area (see blue region for n¼ 240�–360� at

z¼ 2.5–7.5mm). This region of locally higher electron den-

sity is responsible for the formation of radially directed elec-

tric fields (cf. Figs. 5 and 7). Away from the racetrack area,

the plasma is quasi-neutral as represented by green color.

Fig. 9 shows a view of the ni � ne distribution in the n-z

plane. In this view, a local separation of ion and electron

densities is visible around the edge of the ionization zone

particularly for the radial positions r¼ 18–24mm. The dou-

ble layer near the edge of the ionization zone extends up to

15mm away from the target surface. An increased electron

density extends before the edge of the ionization zone up to

n¼ 240� and about z¼ 7.5mm, which is most clearly visible

FIG. 7. Plasma potential (color) and electric field (vector) distributions in the r-z plane of the magnetron for different azimuthal angles (from n¼ 0� to n¼ 330�

in steps of 30�). A more detailed presentation of the distribution can be found in the supplementary materials S4 and S5.
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at r¼ 24mm. Outside the racetrack region (i.e., from

r¼ 12–15mm), the ion density behind the edge of the ioniza-

tion zone is slightly higher (yellow area); this causes radially

directed electric fields. At the axial distances above 25mm,

the plasma is quasi-neutral (areas of green color).

E. Spatial distribution of electron energy

The plasma and floating potentials, which were recorded

simultaneously at approximately the same spatial location,

yield additional information on the properties of the plasma.

The following expression holds for electrons with the

Maxwellian energy distribution38,40,41

Vp � Vf ¼
ln Ies=Iisð Þ

�Qe
kTe; (6)

where Te is the electron temperature, k is the Boltzmann con-

stant, Ies is the electron saturation current, and Iis is the ion

saturation current.

According to Eq. (6), the temperature of electrons is

directly proportional to the difference between the plasma

FIG. 8. Distribution of ni � ne in the n-r plane for different axial distances from the target (z¼ 2.5–20mm). Red areas represent a locally higher ion density,

while the blue areas represent a locally higher electron density. In the area represented by green color, the plasma is quasi-neutral.

FIG. 9. Distributions of the net charge ni � ne in the n-z plane presented for different radial positions.
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potential and the floating potential (kTe / Vp � Vf ); the

remaining factor is constant if the ratio between the electron

and ion saturation currents is independent of the probe’s

position. This is true when probing quasineutral plasma but

not when probing a space charge region. However, in the

here-considered space charge regions of the presheath, the

net charge density is much smaller than the absolute charge

density, and therefore the ratio between the electron and ion

saturation currents is only weakly affected. Further justifica-

tion for neglecting changes in this factor is its logarithmic

dependence on that ratio, which makes variations very weak.

Since the electron energy distribution in the magnetron

discharges deviates significantly from a Maxwellian distribu-

tion12,42 we will consider that the difference between the

plasma and floating potential is proportional to a more gen-

eral parameter related to the characteristic energy of elec-

trons, i.e., Vp � Vf / hEi. Much insight about the energy of

electrons can be obtained by examining the spatial distribu-

tion of Vp � Vf .

Fig. 10 shows the spatial distribution of Vp � Vf mea-

sured in the n-r plane for different axial distances from the

target surface (z¼ 2.5–40mm). The Vp � Vf difference is

positive for all measurements as expected from the fact that

the energy of electrons can be only positive. A larger

potential difference is correlated with locally higher electron

energy. The red color in Fig. 10 represents the region of

high-energy electrons (“hot electrons”), whereas the blue

color represents the region of low-energy electrons (“cold

electrons”). The distribution of Vp � Vf shows that electrons

have the highest energies in the magnetic trap region,43 i.e.,

over the racetrack area. The highest energies can be observed

just after the edge of the ionization zone and close to the tar-

get surface. The energy of electrons then decreases in the

direction of the electron drift (the Ez�B direction) forming

the same elongated arrowhead shape as the light intensity of

the ionization zone. Hence, the light intensity of the ioniza-

tion zone can be directly correlated with the spatial distribu-

tion of electron energy (compare the ionization zone image

in Fig. 10 with the Vp � Vf distributions). Electron energy

also changes in the radial direction. In the magnetic trap,

electrons have the highest energies, while those outside the

magnetic trap have the lowest energies.

Measurements shown in Fig. 10 suggest that electrons

drifting in the magnetic trap in the anticlockwise direction,

lose a significant part of their energy. At z¼ 2.5mm the

energy of electrons just after the edge of the ionization zone

is about four times higher than the energy of electrons just

before the edge. This difference becomes smaller further

FIG. 10. Distribution of difference between the plasma potential and floating potential (Vp � Vf ) measured in the n-r plane for different axial distances from

the target surface (z¼ 2.5–40mm). Vp � Vf is related to the energy of electrons. The ICCD image of the ionization zone on the bottom right approximately cor-

responds to the measured Vp � Vf .
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away from the target surface since the overall energy of the

electrons decreases. In the center of the target surface and on

the perimeter (close to the anode), the electrons have the

lowest energies.

A view of the Vp � Vf distributions in the n-z plane for

several radial positions is shown in Fig. 11. From this per-

spective, it is clearly visible that over the central part of the

racetrack (r¼ 18–24mm), the electron energy is the highest;

especially after the edge of the ionization zone and close to

the target surface. The energy then decreases along the ioni-

zation zone in the Ez�B direction and further away from

the target. However, higher energy electrons (e.g.,

Vp � Vf > 40V) can be found even 15–20mm away from

the target surface and quite far azimuthally after the edge of

the ionization zone (e.g., 120� after the edge of zone). On the

other hand, low energy electrons are present near the edges

of the racetrack (i.e., r¼ 15mm and r¼ 30mm). Additional

presentations of the Vp � Vf distributions in the r-z plane for

different azimuthal angles are presented in the supplemen-

tary materials S6 and S7.

IV. DISCUSSION

A. Motivation for measuring time- and space-resolved

plasma potential in DCMS

Direct current magnetron discharges are generally con-

sidered stationary and therefore most measurements found in

the literature are not time resolved. In contrast, time-

resolved measurements are performed for pulsed discharges,

however, they are usually averaged over several pulses to

improve the signal to noise ratio. Averaged potential distribu-

tion measurements using an emissive probe were done both

for DCMS discharges,17 and for HiPIMS discharges.26,27,44

The combination of time- and space-resolved measurements,

not exploited in previous studies,27,44 are central to the

work reported here. The objective of this work was to map

the plasma and floating potentials in a space and time

resolved manner, giving us the opportunity to answer the

question whether the ionization zone is related to a simpli-

fied potential structure proposed in Ref. 45 or to a potential

hump proposed in Ref. 39. The measurements of potential

distribution together with obtained electric field, space

charge, and electron energization distributions presented

in this work therefore provide a greater insight into the

dynamics, sustainability, and mechanism of localized elec-

tron heating46 in moving ionization zones.

The choice of investigating the ionization zones in

DCMS offers a great advantage as opposed to the investigat-

ing zones in HiPIMS. Namely, DCMS discharge can be

adjusted to form only a single ionization zone, which travels

with a constant speed and shape, making investigations rela-

tively easy. In contrast, there are several traveling ionization

zones in HiPIMS discharges affecting each other (self-orga-

nization)5,47 and growing/decaying in a more-or-less chaotic

manner producing different ionization zone patterns from

pulse to pulse.9 We therefore focused here on DCMS dis-

charges and anticipate that the findings will provide much

insight when interpreting the more complicated case of

HiPIMS discharges.48,49

B. Double layer, potential hump, and electron
energization

The existence of double layers is a well documented

phenomenon for a wide range of magnetized plasmas studied

both in space and laboratory environments.50,51 Our meas-

urements of the plasma potential (Figs. 5 and 6) also demon-

strate the existence of a pronounced electric double layer

(Figs. 8 and 9) in which the plasma potential jumps to much

FIG. 11. Distribution of Vp � Vf in the n-z plane presented for different radial positions. Distribution in the r-z plane is also presented in the supplementary

materials S6 and S7.
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higher values. After the potential jump, a potential hump

extends in the Ez�B direction. We remind the reader that

the term “after” to be understood from an electron drift

direction point of view: “after” means the electrons have

passed the double layer (i.e., potential jump). The hump is

very asymmetric: it is steeply rising at the front and

gradually decaying afterwards (much more asymmetric than

anticipated in the schematic of Fig. 3(d) of Ref. 39).

Localized electron heating occurs whenever electrons

go from lower to higher potential, either through collisions

or via a collisionless mechanism. For example, secondary

electrons gain energy through a collisionless mechanism as

they move from the negative potential imposed to the target

to a higher potential in the plasma. Collisionless heating is

facilitated by electric fields. In plasma with ionization zones,

significant potential gradients exist in the axial, radial, as

well as azimuthal directions (Figs. 5–7). As a consequence

of the azimuthal potential gradients at the double layer, drift-

ing electrons gain additional energy comparable to the

energy gains from the axial potential gradient in the pre-

sheath. The energy gains can be understood considering the

motion of electrons in E- and B-fields, which is determined

by the equation

me

dv

dt
¼ �e Eþ v� Bð Þ; (7)

where v is velocity vector, �e is the electron charge, and me

is mass of an electron, respectively. If a scalar product of v is

made with Eq. (7), we obtain the time derivative of elec-

tron’s kinetic energy52

d

dt

mev
2

2

� �

¼ ev � E: (8)

The second term on the right hand side of Eq. (7) vanishes

when multiplying by v because ðv� BÞ � v ¼ 0. According

to Eq. (8), the change in the kinetic energy is solely deter-

mined by the electric field. The magnetic field does not

change the kinetic energy of an electron because it exerts a

force perpendicular to the velocity of an electron, changing

its direction but not its magnitude.

Keeping in mind Eq. (8), the electrons obtain energy

when they encounter an electric field (i.e., a potential gradi-

ent), such as the field in the double layer. The potential in the

double layer jumps by 30–70V in the region up to 20mm

over the racetrack area (see Figs. 5 and 6). Consequently, all

drifting electrons, including those which were at first not

capable of causing ionization, gain sufficient energy to ionize

and excite gas when passing the potential jump of the double

layer. After electrons cross the double layer, they start to lose

their energy by inelastic collisions and therefore less excita-

tion and ionization events occur as they drift away from the

potential jump. The light from the ionization zone therefore

becomes dimmer with increasing distance from the leading

edge of the ionization zone (Fig. 4).

The long-held view in magnetron sputtering was that

electron heating is mainly governed by hot secondary elec-

trons (paradigm proposed by Thornton53). However, recent

simulations of magnetron discharges suggest that Ohmic

electron heating in the presheath is the dominant mechanism

for sustaining the discharge.54,55 These simulations were

conducted for the traditional view of an azimuthally uniform

discharge. More recently, this global ionization region model

was reevaluated in light of azimuthally non-uniform plasma,

and it was suggested that an underlying physical mechanism

for the electron heating is related to the potential structure of

the ionization zone.46 More specifically, it was suggested

that electrons gain energy when crossing from the low-

potential side of the ionization zone to the high-potential

side. These concepts have been so far supported by particle

energy measurements56 and by spectroscopically resolved

snapshot-images of ionization zones.57

Electron energization (“heating”) is important since the

energetic electrons produce ion-electron pairs and are there-

fore critical to sustaining the discharge. In general, electron

Ohmic heating refers to a power density, which, in its gen-

eral form, is the product of the electron current density and

electric field, jeE. The heating power is associated with an

acceleration of electrons in the electric field, and is not nec-

essarily tied to collisions. In that sense, the here-described

electron energization in a double layer is Ohmic heating.

Following the prior work,46 Ohmic heating appears to be

highly localized involving electrons going to a higher poten-

tial, where the potential difference exceeds the ionization

energy. Ohmic heating as viewed in this work thus includes

two mechanisms: a collisionless mechanism where electrons

gain energy from the potential jump (i.e., electric field of the

double layer), and a collisional heating mechanism in which

electrons gain energy via collisions when moving from lower

to higher equipotential lines. The latter mechanism is not

bound to an ionization zone and can occur anywhere, and

involves the electron cross-B-field transport in radial and

axial directions.

C. Spatial distribution and transport of ions, and
implications for the motion of the ionization zone

Spatial distribution and transport of ions are essential

for the magnetron sputtering process. Ions accelerated to the

target determine the distribution of sputtered material, the

erosion profile of the target, as well as the production of sec-

ondary electrons. Ions that are transported away from the tar-

get and reach the substrate are influential in the growth

process of thin films (see, e.g., studies in Refs. 58–60). From

our measurements, we can infer the approximate spatial dis-

tribution of the ion density by assuming that the ion density

is approximately proportional to the light intensity of the ion-

ization zone since the cross-sections for ionization and exci-

tation of Ar are similar. This proposition is supported by

spectroscopic images of ionization zones in HiPIMS, which

showed that the highest ion densities are within the ioniza-

tion zone.57,61 If the light intensity is approximately propor-

tional to the ion density, then, based on the reasoning of

Section IVE, the spatial distribution of the ion density is

similar to the spatial distribution of Vp � Vf as presented in

Figs. 10 and 11 and in supplementary materials S6 and S7.

This means that the greatest rate of ionization occurs in the
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regions of hottest electrons. Hence, Figs. 10 and 11, which

are related to the energy of electrons, also approximately

represent the spatial ion density distributions.

The transport of ions in magnetron discharges has not

yet been satisfactory explained.62 The motion of ions is

determined by Eq. (7) (but using the ion mass and appropri-

ate positive charge), where the second term (v� B) can be

neglected due to very large gyration radii of ions, meaning

that ions in the magnetron plasma follow the local electric

field direction. In the traditional view of azimuthally uniform

plasma, the electric field points toward the racetrack region

of the target. However, it is clear that some ions must

encounter electric fields that allow them to escape from the

target region and to contribute to film growth. Our data can

provide some insight into this conundrum by considering the

measured E-field distributions (Figs. 5–7, S4, and S5) and

spatial ion density distributions (Figs. 10, 11, S6, and S7).

The ion density is highest after the leading edge of the ioni-

zation zone and decreases in the Ez�B direction (see Figs.

10 and 11). Close to the target (e.g., up to 10mm from the

target), the E-field predominantly points towards the target

(Fig. 6) suggesting that the spatial distribution of the sputter-

ing rate and the secondary electron emission are similar to

the spatial ion density distribution close to the target.

Remarkably, the direction of the E-field changes in the

region further away from the target. Close inspection shows

that the E-field in the high density plasma region (e.g.,

n¼ 30�–150�, r¼ 15–30mm z¼ 5–20mm) points away

from this area (see Figs. 5–7). The electric field points in the

radial and the axial directions: radially sideways from the

racetrack area, axially toward the target and, interestingly,

also axially away from the target. Hence, the E-field in the

region of high plasma density accelerates ions away from the

magnetron. The escape of ions is further promoted if the ion

originated from an atom that had a high velocity component

away from the target, which is the case for sputtered atoms.

In our case of a low-current DCMS discharge, the electric

field pointing away from the magnetron is weak but one can

expect stronger fields (and higher atom and ion energies) in

the case of high-current discharges (either in DCMS or in

HiPIMS mode). The direction of the E-field in the r-z plane

(i.e., Erz) changes considerably along the azimuth (see

Figs. 7, S4, and S5). In the high-density region of plasma,

Erz points away from this area, as mentioned above, but in

the low-density region, it funnels towards the racetrack area.

Hence, ions experience very different transport along the

plasma ring, and it can be presumed that a considerable frac-

tion of them is transported away from the magnetron.

Besides the axial and radial electric fields, there is a

strong azimuthal component (En) particularly at the leading

edge of the ionization zone, which points in the �Ez�B

direction. This field does not only play an important role for

the energization of electrons, as discussed earlier, but affects

the motion and energy of ions as well. As one can see from

Fig. 6, the E-field accelerates ions near the edge of the ioni-

zation zone in curved trajectories toward the target. This

affects the displacement (motion) of the ionization zone in

the �Ez�B direction, especially when also taking into

account that those ions move in the �Ez�B direction and

arrive at the target on the low plasma density side of the ioni-

zation zone. In the process, they generate secondary elec-

trons, which in turn contribute to the ionization. The double

layer, and therefore the entire ionization zone, moves in the

same direction as the motion of ions near the zone’s edge

(i.e., in the �Ez�B direction). Hence, it can be argued that,

in the case of low current DCMS discharges, the dynamics

of ionization zone(s) is governed by the motion of ions at the

leading edge of the ionization zone and formation of second-

ary electrons on the low plasma density side of the zone.

The En-field also causes asymmetrical acceleration of

ions in the Ez�B and �Ez�B directions. Indeed, such

asymmetry was observed in our earlier experiments.56 The

asymmetry was thought to be associated with a moving poten-

tial hump.39 Data presented here (e.g., Fig. 6) show a strong

asymmetry in the potential structure and therefore suggests

that the electric field direction of the double layer at the edge

of the ionization zone plays a more important role than the

zone’s motion. Namely, ions accelerated by the strong En-

field at the edge of the ionization zone are subsequently accel-

erated to the target by the strong Ez component, while ions in

the potential hump can escape and arrive at a substrate or ion

detector. Such an observation was in fact made in Ref. 56

where we measured the same ion flux asymmetry for DCMS

and HiPIMS discharges despite different directions of ioniza-

tion zone motion for the two discharge modes.

D. Formation of a negative space charge before the
double layer, and stability of the ionization zone

When magnetized electrons drift from a region of high

plasma density into a region of lower plasma density, a net

charge imbalance between ions and electrons must develop.

In general, this imbalance can be attributed to the very differ-

ent masses of electrons and ions, and thus to the different

motions of electrons and ions above the magnetron’s target.

Figs. 8 and 9 show that the net charge in the azimuthal drift

direction becomes increasingly negative as electrons drift

away from the region of strong ionization. As a consequence

of the Poisson equation, the plasma potential in this region

becomes more negative, in a nonlinear way, as demonstrated

in Figs. 5 and 6.

This effect is amplified by an argument made in Section

IVC related to the motion of ions. Ions are accelerated to the

target on the �Ez�B side of the potential jump due to the

strong local E-field that is present there. The ion density on

the low plasma density side is low not only because electrons

have lost a large part of their energy before arriving at the

double layer but also because ions are removed from this

region by acceleration to the target. The combined effect cre-

ates a net negative space charge, which is represented by the

dark blue region in Figs. 8 and 9.

For a given geometry, magnetic field, pressure, and dis-

charge current, ionization zones are stable as they travel

along the racetrack. We therefore find a sustained feedback

relation between the potential structure, electron heating, and

excitation and ionization processes as electrons drift in the

magnetic trap of the magnetron. Namely, on one hand, elec-

tron energization enables the excitation and ionization, and
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the formation of a net space charge double layer (positive

after the potential jump, i.e., in the region of most ionization,

and most negative before the jump), and on the other hand,

the double layer governs the energization of electrons. The

electron energization and the existence of the double layer

are mutually self-sustaining; the potential jump re-supplies

the energy to the electrons, and thereby electrons sustain the

double layer.

E. Comparison of potential measurements with
simulations from the literature

The measurements presented in this work are qualita-

tively in agreement with several findings in the recent litera-

ture. Most closely related to our experimental results is

modeling of low current DCMS discharges performed by

Pflug et al.63 and Siemers et al.64 They showed the formation

of traveling ionization zones by using Particle-in-Cell (PIC)

simulations and obtained a similar plasma potential distribu-

tion as measured in our experiments (cf. Fig. 6 from this

study with Figure 7 from Ref. 63). Brenning et al.45 investi-

gated the effect of spokes and their potential distribution on

the particle transport for HiPIMS discharges. They suggested

that local space charges should be responsible for the spoke

properties. In our experiments for DCMS, we indeed found

the proposed space charge change from positive at the lead-

ing edge of the ionization zone to more negative values as

electrons drift away from the edge. We additionally show a

potential jump at the head of the zone, which makes the sys-

tem consistent with the requirement that the plasma potential

needs to return to the same value when the path over the

racetrack is closed (at same radius r and height z):
Ð

ðVpðnÞ � hVpiÞr;z dn ¼ 0, where hVpi designates the plasma

potential averaged of the racetrack. In PIC-MCC (Particle-

In-Cell Monte Carlo Collisions) simulations, Boeuf65 inves-

tigated several E�B discharge geometries and found that

for low pressure discharges, like those investigated here, sig-

nificant deviations from quasi-neutral conditions can occur

suggesting that electron and ion space charge regions are not

specific but an essential feature of E�B discharges.

F. Implication of findings for ionization zones in
HiPIMS

The findings presented here should also have implica-

tions for interpreting ionization zones in HiPIMS even as

there are several features that distinguish the ionization

zones in DCMS from the zones in HiPIMS discharges (see

Section I). The most notable difference is the direction of

zone motion; ionization zones in DCMS move in the

�Ez�B direction while in HiPIMS, they move in the same

direction as drifting electrons, Ez�B direction. The differ-

ence in the motion can be explained in terms of gas density

distribution near the target and the motion/energization of

electrons and ions through the double layer. In low current

DCMS discharges, a relatively uniform gas distribution can

be assumed above and along the racetrack. In such case, the

displacement of zone(s) is governed by the motion and ener-

gization of electrons and ions near the potential jump as

described in Section IVC. However, in HiPIMS discharges,

the gas density near the target is strongly rarefied66 and (self-)

sputtering and gas-recycling67 are predominantly localized

to the ionization zones. This suggests that the gas density is

modulated along the racetrack. One could therefore speculate

that, in the case of HiPIMS, electrons need to travel further

into the ionization zone in order to encounter the to-be-ionized

neutrals and, as a consequence, the ionization zones should

move in the same direction as drifting electrons, which are

observed for HiPIMS discharges.4,8,11

Furthermore, other features of ionization zones in

HiPIMS discharges can be interpreted using the above rea-

soning. For similar gas pressures, the ionization zones in

HiPIMS are azimuthally shorter, more numerous, and not as

stable compared to ionization zones in DCMS. These charac-

teristics can be attributed to a combination of electron ener-

gies and gas density. As already suggested in Ref. 6,

electrons predominantly interact with the background gas in

DCMS, while in HiPIMS discharges, electrons interact with

atoms from the target (sputtered and outgassed). The latter

can be modulated in HiPIMS because the ionization occurs

very close to the target (millimeters) and the refill time is

determined by the sputtered atoms, which travel from the tar-

get to the location of the ionization. More importantly, the

sputtering rate (not the deposition rate) during the HiPIMS

pulse is higher due to several magnitudes larger discharge

current than in DCMS. One can also expect a slightly higher

sputtering yield in HiPIMS due to higher applied voltages to

the cathode. Both of these facts should result in azimuthally

non-uniform supply of sputtered (and outgassed) atoms with

large gas density within the ionization zones than between

the ionization zones. Hence, we anticipate that the gas den-

sity near the target surface is modulated in the azimuthal

direction and closely coincides with the light intensity. The

modulation occurs due to the supply of sputtered (and out-

gassed) atoms from the ionization zones and not primarily

due to refilling of the gas from the surrounding atmosphere.

Besides, the ionization cross-section for the sputtered metal

atoms is higher than for noble gases. The dynamics of ioni-

zation zones in HiPIMS should therefore depend on the tar-

get material which is indeed documented in the literature

(see, e.g., Refs. 4 and 8). All of above reasons can explain

shorter, more numerous, and more dynamically changing

ionization zones in HiPIMS than in DCMS. Clearly, proper-

ties and dynamics of ionization zones in HiPIMS are more

complicated due to the combined effects of self-sputtering,

gas rarefaction, gas recycling, near-target gas modulation,

and other self-amplifying mechanisms, which result in the

overall non-stationary conditions of the discharge.

V. SUMMARYAND CONCLUSIONS

For low-current DC magnetron discharges, space- and

time-resolved floating and plasma potential distributions

have been measured using a cold and a hot emissive probe.

From the potential data, we could derive the local electric

field and the net space charge distributions which travel with

the ionization zone along the target’s racetrack. Data are

visualized from several projection planes together with ani-

mations and additional figures, which can be found in the
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supplementary material. From these data, we could build a

more detailed picture of ionization zone properties. The lead-

ing edge of the ionization zone is characterized by an electric

double layer, energizing drifting electrons, which can further

cause ionization and excitation. Before crossing the double

layer, electrons are at the lowest potential, while in the

potential hump, after the double layer, they are at the highest

potential. This supports the suggestion that not only secondary

electrons but also electrons created in the plasma are capable

of gas ionization once they cross and obtain energy from the

potential jump. The hump is very asymmetric, showing a steep

rise at the front end and then a gradual slope toward the trailing

end. Electrons drifting in the Ez�B direction from the denser

plasma of the ionization zone into a region of lower plasma

density cause a slight imbalance of charge, with an increas-

ingly negative net charge forming before the double layer. A

large charge imbalance around the leading edge of the ioniza-

tion zone is sustained by a strong azimuthal electric field that

accelerates ions in the �Ez�B direction and towards the tar-

get. The space charge and related field structure can explain

many features observed, including the ionization zone motion

and azimuthally asymmetric ion emissions. We show that the

zone’s shape, ionization, and light emission intensity are

related to the potential structure and local distribution of the

energy of electrons. While the measurements and interpreta-

tion are related to DCMS, many of the features may also be

associated with the ionization zones in HiPIMS.

SUPPLEMENTARY MATERIAL

See supplementary material for

S1: Reproducibility of the plasma potential (Vp) and the

floating potential (Vf) recorded at r¼ 24mm and different

axial distances from the surface of the target. Five signals

recorded in the separation of few seconds are shown for

each axial position.

S2: Target potential as a function of probes’ (a) radial and

(b) axial positions.

S3: Potential on the emissive probe as a function of filament

heating current. Measurements were recorded at z¼ 15mm

and r¼ 24mm.

S4: Plasma potential and electric field distributions in the

r-z plane of the magnetron for different azimuthal angles.

S5: Animation of plasma potential and electric field distri-

bution in the r-z plane of the magnetron for azimuthal

angles in 5� steps.

S6: Distribution of Vp � Vf in the r-z plane for different azi-

muthal angles.

S7: Animation of Vp � Vf distributions in the r-z plane for

azimuthal angles in 5� steps.
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