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Abstract 

Currently used technologies are reaching the natural performance limit, invigorating the development 

of different quantum technologies. Spintronics and valleytronics are emerging quantum electronic 

technologies that rely on using electron spin and multiple extrema of the band structure (valleys), 

respectively, as additional degrees of freedom. There are also collective properties of electrons in 

semiconductor nanostructures that potentially could be exploited in multifunctional quantum devices. 

Specifically, plasmonic semiconductor nanocrystals (NCs) offer an opportunity for interface-free 

coupling between a plasmon and an exciton. However, plasmon–exciton coupling in single-phase 

semiconductor NCs remains challenging because confined plasmon oscillations are generally not 

resonant with excitonic transitions. In this thesis, using magnetic circular dichroism (MCD) 

spectroscopy, I examined the electron polarization in plasmonic semiconductor NCs, and the effect of 

electron localization, plasmon oscillator strength and damping, as well as NC morphology on carrier 

polarization. The results effectively open up the field of plasmontronics, which involves the phenomena 

that arise from intrinsic plasmon–exciton and plasmon–spin interactions. Furthermore, the dynamic 

control of carrier polarization allows us to harness the magnetoplasmonic mode as a new degree of 

freedom in practical photonic, optoelectronic and quantum-information processing devices. 

First, we demonstrated the control of excitonic splitting in In2O3 NCs upon excitation with circularly 

polarized light in an external magnetic field by simultaneous control of the electronic structure of donor 

defects and the nanocrystal host lattice. Using variable-temperature− variable-field MCD spectroscopy, 

we show that the NC band splitting has two distinct contributions in plasmonic In2O3 NCs. 

Temperature-independent splitting arises from the cyclotron magnetoplasmonic modes, which impart 

angular momentum to the conduction band excited states near the Fermi level, and increases with the 

intensity of the corresponding plasmon resonance. Temperature-dependent splitting is associated with 

the localized electron spins trapped in defect states. The ratio of the two components can be controlled 

by the formation of oxygen vacancies or introduction of aliovalent dopants. Using these experimental 

results in conjunction with the density functional theory modeling, relative contribution of the two 

mechanisms is discussed in the context of the perturbation theory taking into account energy separation 

between the NC excited states and the localized defect states.  

To implement such opportunities it is essential to develop robust understanding of the parameters 

that influence magnetoplasmon-induced carrier polarization. I investigated comparatively the 

plasmonic properties of Mo-doped In2O3 (IMO) and W-doped In2O3 (IWO) NCs, with a particular 
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emphasis on the role of plasmonic properties on excitonic splitting. In contrast to tungsten dopants, 

which are predominantly in 6+ oxidation state, molybdenum coexists as Mo5+ and Mo6+, resulting in a 

lower dopant activation in IMO compared to IWO NCs. By manipulating the plasmonic properties of 

these two NC systems, such as localized surface plasmon resonance energy, intensity, and damping, 

we identified two opposing influences determining the excitonic Zeeman splitting induced by 

magnetoplasmonic modes. Localized surface plasmon resonance oscillator strength, commensurate 

with free carrier density, increases while electron damping, caused by ionized impurity scattering, 

decreases the transfer of the angular momentum from the magnetoplasmonic modes to the conduction 

band electronic states. The results contribute to fundamental understanding of the mechanism of non-

resonant plasmon-exciton coupling and magnetoplasmon-induced Zeeman splitting in degenerate 

semiconductor NCs, allowing for the rational design of multifunctional materials with correlated 

plasmon and charge degrees of freedom. 

The magnetoplasmon-induced carrier polarization was further attested in oxygen-deficient TiO2 NCs 

of which the excitonic MCD band has an opposite sign compared to that observed for plasmonic In2O3 

NCs indicating the plasmon-induced carrier polarization can be controlled by the electronic properties 

of NC host lattice. In addition, further manipulation of excitonic splitting in colloidal TiO2 NCs was 

demonstrated by simple control of their faceting. By changing NC morphology via reaction conditions, 

I controlled the concentration and location of oxygen vacancies, which can generate localized surface 

plasmon resonance and foster the reduction of lattice cations leading to the emergence of individual or 

exchange-coupled Ti(III) centers with high net-spin states. These species can all couple with the 

nanocrystal lattice under different conditions resulting in distinctly patterned excitonic Zeeman splitting 

and selective control of conduction band states in an external magnetic field. These results demonstrate 

that the combination of redox-active vacancy sites and nanocrystal morphology can be used to control 

quantum states in individual NCs using both localized and collective electronic properties, representing 

a new approach to complex multifunctionality in reduced dimensions. 

The results of this work demonstrate the ability to control carrier polarization in nonmagnetic metal 

oxide NCs using both individual and collective electronic properties, and allow for their application as 

an emerging class of multifunctional materials with strongly interacting degrees of freedom. 
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Chapter 1 

Introduction 

1.1 Localized Surface Plasmon Resonance in Semiconductor Nanocrystals 

A thousand years ago, colloidal gold nanoparticles (NPs) have been used to make colorful glasses, 

which is one of the first exploitations of nanomaterials in history, although, at the time, people did not 

have a clear understanding about the mechanism of this phenomenon. With the recent development in 

nanoscience and nanotechnologies, the origin of this coloration has been unveiled, catalyzing the 

development of the new research field of plasmonics. At the heart of plasmonics is localized surface 

plasmon resonance (LSPR) which is defined as a collective oscillation of conduction electrons at the 

surface of NPs when stimulated with incident light with resonant photon frequency.1 Two striking 

properties of LSPR are the large absorbance at the resonant plasmon frequency and the significant 

enhancement of electric field near the particle surface.2 These unique features render plasmonic metal 

NPs particularly interesting for different technologies, which include photovoltaics,3 chemical and 

biomolecular sensors,4 and photothermal cancer therapy.5 

The LSPR is not exclusively limited in metal NPs, it could also be exhibited in conducting metal 

oxide nanocrystals (NCs) and semiconductor NCs with a large free carrier concentration.6 Recent years 

have seen a surge of the interest in plasmonic semiconductor nanostructures, as an alternative to their 

noble metal counterparts.7 Generally, LSPR of semiconductor NCs is expected to have similar size and 

shape tunability as metal nanostructures.8 In addition, semiconductor and metal oxide NCs offer an 

opportunity to adjust the type and concentration of charge carriers by aliovalent doping (substitutional 

or interstitial),9-10 or controlling the stoichiometry (cation or anion deficiency),8,11 as shown in Figure 

1.1. As a result, degenerately doped semiconductor and metal oxide NCs exhibit resonant plasmon 

oscillations in the near-to-mid-infrared spectral range (Figure 1.2). Furthermore, the ability to control 

carrier activation, trapping, and scattering via NC composition and/or surface chemistry allows for fine 

tuning of the energy, band width, and quality factor of the LSPR.12-15  
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 Figure 1.1 Schemes of common doping mechanisms including (i) aliovalent substitutional impurities, 

(ii) vacancies, and (iii) interstitial impurities (left), and corresponding examples of n- and p-type-doped 

semiconductor systems (right). Orange and red spheres in the schemes on the left represent host lattice 

cations and anions, respectively.7*     

Figure 1.2 LSPR extinction spectra of representative n-type metal oxide NCs (top panel) and p-type 

copper chalcogenides NCs (bottom panel). The extinction spectra of representative plasmonic metal 

nitride, metal phosphide, as well as aliovalent doped Si NCs are also included in the bottom panel.7* 

*Reprinted with permission from (Agrawal, A.; Cho, S. H.; Zandi, O.; Ghosh, S.; Johns, R. W.; Milliron, 

D. J., Chem. Rev. 2018, 118, 3121-3207). Copyright (2018) American Chemical Society.            
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1.1.1  n-Type Plasmonic Semiconductor NCs 

Plasmonic metal oxides9,11,16-20 (In2O3, ZnO, CdO, SnO2, TiO2, MoO3 and WO3) are generally intrinsic 

n-type semiconductors with the free electrons generated by oxygen vacancies and interstitial cations.21-

23 These metal oxides, as bulk materials, normally possess a small amount of free electrons which is 

not capable of forming the LSPR in near infrared (NIR) to mid infrared (MIR) region. For many metal 

oxides, the concentration of the oxygen vacancies can be adjusted through the oxygen partial pressure 

(synthetic atmosphere) or exposure of the high-energy facets of NCs.24-25  It has been demonstrated that 

when a larger concentration of oxygen vacancies is favored by the reaction equilibrium, In2O3, TiO2, 

MoO3 and WO3 NCs could have sufficient free electrons to generate LSPR.11,20,26-27 It is worth 

mentioning that, some metal oxides, such as VO2 and ReO3, are intrinsically metallic and could possess 

the LSPR in the NIR and even visible light region.28-29 

Aliovalent doping is a commonly used protocol to tune the electric properties of a semiconductor 

material in industry. With Sn-doped In2O3 (ITO) being one of the most widely used transparent 

conducting oxides (TCOs), the optical study of its nanocrystalline form opens the doors for 

investigation of prototype plasmonic semiconductors NCs.9 Subsequently, different dopants were 

introduced into In2O3, including, Ti, Sb, Ce and Mo, to tune to plasmon frequency from NIR to 

MIR.12,30-31 Many other types of metal oxides substitutionally doped with high-valence-cations have 

been extensively studied in the search of plasmonic semiconductor nanomaterials, including ZnO doped 

with Al, Ga, and In;16 CdO doped with Dy, In, and Sn;17,32-33 TiO2 doped with Nb;19 SnO2 doped with 

Sb,18 etc. In these degenerately doped semiconductor NCs, the dopants substitute the lattice cations and 

cause the shift of the Fermi level depending on the energetic alignment of the dopant orbitals with the 

conduction band of metal oxides. It is generally observed that, starting from pure metal oxide NCs, 

with increased dopant concentration, the free electron concentration increases and results in the blue 

shift of LSPR energy accompanied by increased absorption intensity (see section 1.2.2). However, 

eventually, adding more dopants stops blue-shift of the LSPR frequency and even leads to the red-shift 

of the LSPR. In the case of ITO, with high Sn dopant concentration, a portion of Sn4+ ions will be 

compensated by interstitial oxygen atoms and form (2SnIn·−Oi") defect complexes resulting in the 

saturation effect in which additional Sn dopants no longer increases free electron concentrations.34 In 

other cases, such as Sb-doped In2O3 and Dy-doped CdO, the red shift of the plasmon frequency has 

been attributed to the electrons scattering effect by lattice defects associated with a large concentration 

of dopants.12,32 The free electrons in metal oxides can also be introduced by interstitial doping. For 
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example, WO3, with a relatively open crystal lattice, allows for interstitial doping of ions (Cs, K, Li, 

Rb, etc.), resulting in accumulation of delocalized free electrons in the conduction band.10,35  

In addition to metal oxides, several metal nitrides with high free electron concentration were also 

demonstrated to possess LSPR properties. TiN exhibits metallic properties with exceptionally high 

carrier concentration. Recently, TiN NCs have been synthesized using a non-thermal plasma route, and 

its LSPR band maxima tuned from 800 to 1000 nm.36 InN NCs with a small band gap exhibits LSPR 

in MIR range.37 One of the interesting phenomena in colloidal InN NCs is that its LSPR frequency 

remains nearly unchanged while the LSPR intensity is reduced by the oxidative titration.38 This is in 

contrast with the behavior of LSPR in many metal oxides in which the plasmon intensity and energy 

changes in synchrony with each other. The invariance of LSPR energy is attributed to the strong 

conduction-band non-parabolicity at small wavevectors which leads to the strong dependence of the 

effective mass on carrier wavevectors (see section 1.2.3). Mercury chalcogenides (HgX: HgS, HgSe, 

and HgTe) have also drawn broad attention as they offers a large optical tunability from NIR to 

tetrahertz (THz) range. Shen et al. observed broad LSPR absorption centered around 1000 cm-1 for HgS 

quantum dots (QDs) with large sizes (ca. 15 nm).39 Goubet et al. developed the method to synthesize 

colloidal HgTe NCs with size range from 5 nm to 200 nm.40 For the large HgTe NCs which is well 

beyond the quantum confinement regime, the absorption feature in the THz range was assigned, at least 

partly, to the LSPR. The exciton Bohr radius for mercury chalcogenides is much larger than that of the 

metal oxides, which raises the possibility of the contribution from the intraband transition due to 

quantum confinement when discussing the absorption features in the IR range (see section 1.2.3). 

Phosphorus (P) doped Si NCs was synthesized by Rowe et al. using a non-thermal plasma method.41 

P-doped Si NCs with doping concentration ranging from 0 to 4% exhibits the LSPR peak tunability 

from 600 cm-1 to  2000 cm-1. However, the propensity of forming the oxide layer at the surface of Si 

NCs leads to the degradation of LSPR intensity as appreciable amount of free electrons were trapped 

at defect states near Si/SiO2 interface. 

1.1.2 p-Type Plasmonic Semiconductor NCs     

Contrary to metal oxides which have the propensity of forming anion vacancies, copper chalcogenides 

(Cu2X: Cu2S, Cu2Se, Cu2Te) tend to have copper vacancies which is thermodynamically more favorable 

compared with its stoichiometric form under ambient environment owing to the low chemical potential 

of Cu0.42-43 The formation of cation vacancies leads to the p-type conductivity in copper chalcogenides 

with hole concentration depending on the copper deficiency.44 Substoichiometric Cu2-xX NCs exhibit 
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diverse crystal structures with different extent of copper deficiency.43,45-46 It has been demonstrated that 

Cu2-xS NCs could exist in eight different phases with different concentration of copper vacancies.46 

Stoichiometric Cu2S possesses a chalcocite phase with Cu atoms occupies the interstitial sites of an 

asymmetrically hexagonal closed packed S sublattice, which eventually evolved into cubic closed pack 

sublattice with increased Cu vacancies.  

LSPR in Cu2-xX NCs is originated from the collective oscillation of free holes in the valence band in 

contrast to the oscillation of free electrons in n-type semiconductor NCs. As synthesized Cu2-xX NCs 

have the free hole concentration on the order of 1021 cm-3 which leads to the LSPR in the NIR region.43 

Luther et al. synthesized pseudospherical Cu2−xS QDs with various sizes ranging from 2.4 nm to 5.9 

nm and observed the quantum confinement of the band gap absorption together with size-dependent 

LSPR absorption in the NIR region.8 The diminished LSPR intensity in small Cu2−xS QDs has been 

attributed to the surface scattering of the free carriers. Kriegel et al. observed the NIR LSPR absorption 

for the whole class of Cu2-xX (X=S, Se, Te) NCs.47 They also demonstrated that the Cu1.97S and Cu1.8Se 

are the thermodynamically stable forms over their stoichiometric counterparts. In addition, the 

stoichiometry of Cu2-xX NCs can be readily tuned by oxidative or reductive post-synthesis treatment 

which leads to the change of free hole concentration and thus its LSPR properties. Luther et al. 

demonstrated, upon exposing to air (oxygen), non-plasmonic stoichiometric Cu2S nanorod will lose Cu 

atoms and generate LSPR with its energy and intensity controlled by time of oxygen exposure.8 

Inversely, using Cu(I) complex, Xie et al. converted strongly plasmonic Cu1.1S NCs to Cu2S NCs in 

which LSPR is significantly diminished.48 Dorfs et al. performed similar studies on Cu2-xSe NCs in 

which LSPR can be tuned reversibly by adding Ce(IV) complex (oxidation) or Cu(I) complex 

(reduction).49 

In analogy to aliovalent doping in metal oxides, alloying with different cations and/or anions have 

been attempted to further tune the LSPR properties of Cu2-xX NCs. Several groups have explored the 

synthesis of Cu2−xSySe1−y NCs and observed the blue shift of LSPR peak with increasing Se content.50-

52 Dilena et al. proposed that the effect is caused by the increase of Cu vacancies accompanied by the 

increased Se content.51 Wang et al. attributed the effect to the decreased effective mass of the free holes 

when incorporating more Se into NCs given that the effective mass of holes in Cu2−xSe is 0.2−0.25 

compared with 0.8 for Cu2−xS.52 Guo et al. synthesized Cu2−xSyTe1−y NCs and demonstrated the LSPR 

peak can be shifted to a higher energy by incorporating Te.53 Niezgoda et al. reported the synthesis of 

CuxInyS2 QDs (0.88≤ x ≤1.01, 0.95≤ y ≤0.91) which exhibit the size-dependent LSPR properties.54 
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Wang et al. systematically studied the effects of In incorporation on size, morphology, crystal structure, 

and optical properties of CuxInyS NCs.55 With increasing In content, LSPR peak of CuxInyS NCs shifts 

to lower energies with significant broadening, and is almost completely quenched when In content in 

NCs reaches 0.6 (y=0.6). They attributed the tuning of LSPR to the change of Cu deficiencies induced 

by In incorporation. 

1.1.3 Contributing factors of LSPR in Semiconductor NCs 

In2O3 NCs have been used as model system to study the contributing factor of LSPR in semiconductor 

NCs such as crystal structure,15 NC size,56 dopant distribution,57 surface depletion,58 strain effect,30 and 

ensemble broadening59 (Figure 1.3). Wang et al. synthesized and isolated the ITO NCs in body-center 

cubic (bcc) structure (around 10 nm) and metastable corundum phase (less than 5 nm) by size-selective 

precipitation.15 The strong LSPR absorption in the NIR region was only observed for the ITO NCs with 

cubic crystal structure. The lack of LSPR in small NCs with corundum phase was attributed to the large 

band gap energy and the large separation between the Sn4+ donor state and the conduction band bottom 

which leads to significantly higher dopant activation energy, and thus no appreciable free electrons in 

the corundum phase ITO NCs. Crockett et al. synthesized the ITO NCs with almost identical dopant 

concentration and distribution but various sizes ranging from 5 nm to 21 nm.56 The LSPR peaks of ITO 

NC samples exhibit a blue shift and decrease in linewidth as the NC size increases, indicating a large 

carrier concentration and less LSPR damping for large ITO NCs. The observed trend was attributed to 

the decreased surface area-to-volume ratio of larger NCs, which results in the reduced Sn dopant ions 

that are in inactive trap states at the surface, and less scattering of electrons by Sn dopant atoms near 

the surface. Using different precursors and ligands, two series of ITO NCs with different Sn dopant 

distributions (surface segregated vs uniformly distributed) were achieved by Lounis et al.57 They 

observed different dopant activation energy and LSPR line shape for the two series of samples, which 

were attributed to the interstitial oxygen atoms and the Sn orbital hybridization near the surface vicinity. 

Zandi et al. observed the effect of depletion layer, caused by native surface defect, on the 

electrochemical modulation of LSPR and the near-field enhancement of ITO NCs.58 The depletion layer, 

which is determined by NC sizes and Sn dopant concentration, reduces the near-field effect and the 

sensitivity of LSPR to surrounding environment. Runnerstrom et al. synthesized Ce-doped In2O3 NCs 

and observed significantly reduced LSPR band width in comparison to that of ITO NCs exhibiting 

similar LSPR energies.30 It is proposed that the relatively similar sizes between Ce4+ and In3+ ions 

minimize the lattice strain and lead to high electron mobility and thus the narrow LSPR band width. 
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Using synchrotron infrared nanospectroscopy, Johns et al. investigated the LSPR band shape of 

individual ITO NC and observed significant particle-to-particle variability in LSPR energy as well as 

band width.59 The ensemble measurement shows much broader LSPR band width which is associated 

with the size, shape, dopant (concentration and distribution) heterogeneity. 

Figure 1.3 Absorption spectra of ITO NCs influenced by different parameters. (a) Absorption spectra 

of bcc-ITO (red line) and rh-ITO (blue line) NCs with the same doping concentrations.15† (b) absorption 

spectra of  ITO NCs with identical doping concentrations and different sizes ranging from 5.3 to 21.5 

nm, the black arrow indicates increasing NC sizes.56‡ (c) absorption spectra of  ITO NCs with uniformly 

distributed Sn dopants (black line) and surface segregated Sn dopants located in 0.25 nm shell (blue 

line) and 0.5 nm shell (red line).57‡‡ (d) absorption spectra of single ITO (solid blue line) and AZO, 

solid black line) NC and their ensemble counterpart (dashed blue and black line for ITO and AZO, 

respectively).59 

 

†Reprinted with permission from (Wang, T.; Radovanovic, P. V., J. Phys. Chem. C 2010, 115, 406-

413). Copyright (2010) American Chemical Society.      
‡Adapted with permission from (Crockett, B. M.; Jansons, A. W.; Koskela, K. M.; Sharps, M. C.; 

Johnson, D. W.; Hutchison, J. E., Chem. Mater. 2019, 31, 3370-3380). Copyright (2010) American 

Chemical Society. 
‡‡Reprinted with permission from (Lounis, S. D.; Runnerstrom, E. L.; Bergerud, A.; Nordlund, D.; 

Milliron, D. J., J. Am. Chem. Soc. 2014, 136, 7110-7116). Copyright (2014) American Chemical 

Society.   
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1.1.4 Dynamic Modulation of LSPR in Semiconductor NCs 

The aforementioned reversible tuning of LSPR in Cu2-xSe NCs by chemical redox reactions is one of 

the typical examples of dynamic modulation of LSPR in semiconductor NCs. Post-synthetic tuning of 

LSPR by oxidation/reduction were also attempted using plasmonic metal oxide NCs. Kim et al. 

synthesized hexagonal Cs-doped WO3 nanoplatelets and observed the quenching and red shift of its 

LSPR upon air exposure due to the oxidation of NCs (Figure 1.4a).60 The oxidized NCs could be 

reduced by the addition of hydrazine and the LSPR peak will restore the original peak position. The 

similar studies were conducted by Hu et al. in which they demonstrated, upon annealing in O2 and N2, 

LSPR of ITO NCs red-shifts upon oxidation in O2 and blue-shifts to its original position upon reduction 

in N2.61 It is worth noting that the well-controlled reduction of LSPR by oxidants have been employed 

to quantitatively calculate the free carriers in plasmonic semiconductor NCs. There are two oxidants 

commonly used in the oxidative titration experiments. One is [FeCp*2]+, which is effective for 

removing the photo-doped electrons on NCs.62 However, it is relatively weak and has negligible effect 

on the electrons generated by aliovalent or vacancy doping. Stronger oxidants such as Ce4+, [NO]+, or 

[N(C6H4Br-4)3]•+ can be used to remove more stable free electrons.62 NOBF4 was used to as oxidants 

to titrate the free electrons in InN NCs.38 

Photochemical charging has also been employed to dynamically tune the LSPR of semiconductor 

NCs. The additional free electrons in NC conduction band are generated by illumination with UV light 

(above band gap energy) and stabilized in anaerobic conditions with the presence of a hole scavenger. 

Schimpf et al. systematically investigated the IR absorption spectra of photochemically charged ZnO 

NCs with different sizes varying from 1.5 nm to 6 nm.63 They performed the magnetic circular 

dichroism (MCD) measurements on the IR feature of the small NCs and observed the similar behavior 

as reported for LSPR absorption of Au NPs. Thus the IR absorption was assigned to LSPR instead of 

the intra-conduction-band single-electron transitions which was originally interpreted for the photo-

charged NCs.64 By using different hole quenchers, they demonstrated that photochemically induced 

free electrons can be further increased.65 Schimpf et al. manipulated the LSPR of colloidal In2O3 and 

ITO NCs by photochemical charging and demonstrated that the presence of Sn dopants has negligible 

effect on the photochemically added free electrons (Figure 1.4 b).62 They proposed that the maximum 

photodoping level is mainly determined by the thermodynamic factors relating to the hole quencher 

and the chemical potential of photochemically generated carriers. 
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One of the common approaches to tune the carrier concentration and thus the optical properties of 

semiconductor NCs is through the electrochemical charging/discharging in the battery-type cell with 

electrolyte. The electrochemically injected electrons are stabilized by electrolyte cations via 

intercalation (Li+ or H+) or capacitive effect.66-67 Electrochemical modulation of LSPR in TCO NCs 

have received broad attention in the development of electrochromic smart windows.68-69 Garcia et al. 

demonstrated the dynamic and reversible tuning of the LSPR in ITO NCs thin film in which the free 

electron concentration can be changed by a factor of three.70 In order to achieve efficient 

charging/discharging upon applied voltages, the surface ligand on the ITO NCs has to been removed to 

form a conducting network. The similar studies also were performed on p-type Cu2Se NCs. Llorente et 

al. achieved reversible tuning of LSPR in Cu2-xSe NCs by capacitive charging/discharging, indicating 

the free hole concentration in the valence band can also be effectively tuned electrochemically.71 In 

contrast, under the same experiment condition, LSPR of CuS NCs can merely be tuned to a small extent 

which was attributed to the metallic electronic structure of CuS. As mentioned above, Zandi et al. 

systematically investigated electrochemical modulation of the ITO NCs with different sizes and Sn 

doping concentrations.58 They observed the significant shift of LSPR frequency for small ITO NCs 

with low doping concentrations during the electrochemical charging/discharging (Figure 1.4 c). In 

contrast, the LSPR frequency of large ITO NCs with high doping concentration exhibit much smaller 

shift. Using optical modelling, they correlated the experimental results to the different extent of surface 

depletion associated with different ITO NCs, which dictates the charge accumulation and distribution 

across the NCs and thus determine the LSPR properties of ITO NCs. 

 

 

 

§Reprinted with permission from (Kim, J.; Agrawal, A.; Krieg, F.; Bergerud, A.; Milliron, D. J., Nano 

Lett. 2016, 16, 3879-3884). Copyright (2016) American Chemical Society. 
§§Adapted with permission from (Schimpf, A. M.; Lounis, S. D.; Runnerstrom, E. L.; Milliron, D. J.; 

Gamelin, D. R., J. Am. Chem. Soc. 2015, 137, 518-524). Copyright (2015) American Chemical Society. 
§§§Adapted by permission from Macmillan Publishers Ltd: [Nat. Mater.] (Zandi, O.; Agrawal, A.; 

Shearer, A. B.; Reimnitz, L. C.; Dahlman, C. J.; Staller, C. M.; Milliron, D. J., 2018, 17, 710-717) 

Copyright (2018). 
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Figure 1.4 Examples of dynamic tuning of LSPR spectra using different methods. (a) Absorption of 

dynamic optical absorption spectra of h-Cs:WO3 platelets undergoing oxidation by exposure to air for 

up to 24 h. The arrows indicate increasing time of exposure.60§ (b) absorption spectra before and 

following various extents of photodoping of In2O3 (right, ∼0.4 eV) and 9.0% Sn-doped In2O3 (left, ∼0.8 eV) NCs. The arrows show the direction of increasing photodoping.62§§ (c) In-situ FTIR 

spectroelectrochemistry spectra of 7.4 nm-1%ITO NC thin film collected at various applied potentials 

relative to that at 2V. The color code for different potentials are indicated on the left side of the panel. 

The blank region corresponds to the absorption saturation associated with the electrolyte.58§§§  

 

1.2 Physical Model of LSPR in Semiconductor NCs 

The theoretical framework of LSPR in semiconductor NCs is developed on the basis of light-matter 

interaction involving semiconductor NCs uniformly dispersed in a matrix with dielectric constant m
 . 

Considering the light as a propagating transverse electromagnetic wave, the optical properties of non-

magnetic NCs (absorption and scattering) are determined by electric field inside and outside the NCs 

which can be calculated through solving Maxwell’s equations. For simplicity, we will focus on the case 

in which the semiconductor NCs have a spherical shape and isotropic dielectric constant D
 , and thus 

the Mie theory can be applied to solve Maxwell’s equations. For the NCs with other geometries, 

Maxwell’s equations usually need to be solved numerically by computational methods. 

1.2.1 Mie Theory 

Mie theory was proposed by Gustav Mie at the beginning of 20th century in order to describe the 

interaction between an electromagnetic plane wave and a sphere characterized by its diameter and its 

complex refractive index.72 It was first developed to study the scattering effect of spherical Au NPs, 
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and later extended to simulate the optical properties of semiconductor NCs. Using Mie theory, the 

absorption and scattering cross sections can be solved as equation (1.1) and (1.2). 

3 ( )
( ) 4 Im

( ) 2
D m

ext m

D m

C R k
    
  

 −
=  + 

           (Equation 1.1) 

2

6 ( )
( ) 4 Im

( ) 2
D m

sca m

D m

C R k
    
  

−
=

+
            (Equation 1.2) 

Here, /k c= is the wavevector of the light, R is the radius of NCs. Based on equation (1.1) and (1.2), 

the optical properties are dictated by the dielectric function of NCs. When the dielectric function is 

complex ( 1 2( ) ( ) ( )
D

i     = + ) with a negative real part ( 1( ) 0   ), the maximum extinction 

is reached when 1( ) 2
m

  = −  based on eq. (1). This condition indicates the absorption is maximized 

at a resonant incident light frequency which is the physical basis of LSPR. The dielectric function with 

a negative real part is often exhibited by the materials with a large concentration of free carriers such 

as metals or heavily doped semiconductors. 

1.2.2 Free Carrier Contribution to the Dielectric Function 

The dielectric function of degenerately doped semiconductors can be constructed from Drude-Lorentz 

model in which free carriers were treated as damped harmonically oscillating particles around the lattice 

atoms in the external electric field ( E ) of an electromagnetic wave. In this classical theory, the electric 

displacement field ( D ) is defined as:73 

2

0 2( )opt

Ne

m i
 

 = −
+
E

D E                (Equation 1.3) 

where 
opt  is the dielectric constant measured in the transparent region of the spectrum of an undoped 

semiconductor ( 2
opt

n  , where n  is the refractive index), 0  is the permittivity of the free space,   

is the frequency of light, m
 is the effective electron mass, e  is the electron charge, N  is the free 

electron concentration, and  is the damping constant. The dielectric function ( )
D
   is related to D  

through the following equation:  
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2

2( ) 1 p
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
  

 
 

= −  + 
             (Equation 1.4) 

where
p is plasma frequency. In some literature, 

opt is noted by the high frequency dielectric constant 

 . By equation (1.4), the plasma frequency has a square root dependence on the free electron 

concentration: 

1/2
2

0
p

opt

Ne

m


  

 
=   
 

                             (Equation 1.5) 

The absorption coefficient ( ) has a linear relationship with the free electron concentration: 

2 2

2 2
0

opt p Ne

nc m nc

 


   = =                (Equation 1.6) 

where c  is the speed of light and   is the damping time. The Drude-Lorentz model has been 

successfully applied to predict the conductivity of semiconductor materials and the optical properties 

of plasmonic semiconductor NCs. Based on the Drude-Lorentz model, degenerately doped 

semiconductor NCs, with the carrier concentration ranging from 1019 cm-3 to 1022 cm-3, the LSPR 

absorption should occur in the NIR and MIR region, perhaps even at far IR region as shown in Figure 

1.5. 

In addition to free electron concentration, another important parameter in Drude-Lorentz model is 

the damping constant ( ) which quantifies the optical loss of the LSPR and dictates the broadening of 

absorption spectrum. The damping of carrier oscillations can arise from different scattering processes 

in semiconductors and can be described as:74-75 

i e e e ph e ion s ib
      − − −= = + + + + +          (Equation 1.7) 

Where e e
 − represents the electron-electron scattering; 

e ph − , the electron-phonon scattering; e ion
 − , 

the electron-ionized impurity scattering; s
 , the surface scattering; ib

 , the interband scattering. 

 
¶Reprinted by permission from Macmillan Publishers Ltd: [Nat. Mater.] (Luther, J. M.; Jain, P. K.; 

Ewers, T.; Alivisatos, A. P. 2011, 10, 361-366), Copyright (2011). 
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Figure 1.5 Calculated localized surface plasmon resonance (LSPR) frequency dependence on free 

carrier density based on Drude model (bottom panel); and calculated number of dopant atoms required 

for nanoparticle sizes ranging from 2 nm to 12nm to achieve free carrier density between 1017 and 1023 

cm-3 (top panel).8¶  

1.2.3 Limitations of Drude-Lorentz Model 

Although Drude-Lorentz model has been proved to be valid for many plasmonic semiconductor NCs, 

there are several exceptions in which the experimental results do not agree with the Drude-Lorentz 

model. One of the discrepancies comes from the band structure dispersion. As indicated in Equation 

1.5, the Drude-Lorentz model assumes the effective mass of electron does not change with the carrier 

concentration which is plausible for material with a parabolic conduction band. However, for the 

material with non-parabolic conduction band, the effective mass [ *( )
l

m k ] depends strongly on the value 

of the wavevector (
l

k ) associated with each electron:38 

2

0( )
/
l l

l

CB g

k k
m k m

dE dk v

 = =           (Equation 1.8) 

Where 0m is the electron rest mass, is Planck’s constant, 
CB

E is the specific energy state for a given 

wavevector, and gv is the electron group velocity. In the linear dispersion regime, gv  is constant and 

thus the effective mass of the electron linearly depends on l
k . With increasing free carrier 

concentration, the free carrier occupies the energy state with high wavevector will have large effective 
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mass. As a result, the plasmon frequency dependence on the free electron concentration will become 

less pronounced which has been demonstrated in InN NCs for which the LSPR frequency almost 

remains unchanged when the carrier concentration is tuned by the redox titration.38 Similar behavior of 

LSPR was also observed in oxygen-deficient TiO2 NCs.76 

The other discrepancy is related to the quantum confinement associated with small sized NCs. As 

mentioned above, Schimpf et al. observed a blue shift of LSPR in ZnO NCs with decreasing sizes in 

the quantum confinement regime.63 In contrast, based on Drude-Lorentz model, the LSPR frequency 

should red shift as the NCs size decreases due to the higher damping associated with surface scattering. 

In order to model LSPR in quantum confined ZnO NCs, quantum confinement was introduced, in 

addition to incident electric field, to the restoring force acting on electrons, resulting in a set of available 

transition frequencies, 
if ,where i and f are designations for the initial and final quantum states, 

contributing to the total dielectric function. The modified dielectric function was defined as: 

2
2 2

,

( ) ( ) if

IB p

i f if

s

i
    

  
= −

− +                    (Equation 1.9) 

Where IB
 is contributions from interband transitions, 

p is bulk plasma frequency, 
ifs  is the 

oscillator strength, γ is the size-dependent scattering frequency. Using this modified dielectric function, 

the calculated optical properties agree well with experimental data. Jain developed the “plasmon-in-a-

box” model to study the evolution of optical transitions in quantum confined NCs with increasing 

number of free electrons.77 At low density regime (several electrons per NC), intraband transition is 

dominant. Adding more electrons leads to the coexistence of individual intraband excitation and the 

LSPR transitions. With even higher electron concentration, the individual electrons can overcome the 

confinement and participate fully in LSPR excitation. The conclusion was later experimentally 

demonstrated using HgS QDs by Shen et al.39  

1.3 Magnetic Circular Dichroism of LSPR 

The active control of optical and electronic properties of semiconductor materials by external magnetic 

field is attractive for many potential computing and data storage technologies.78 Plasmonic 

semiconductors with diverse optical and electronic properties are very intriguing candidates for the 

magneto-optical investigations. The magnetoplasmonic effect was first demonstrated in noble 

metal/ferromagnetic metal heterostructures through the optical Kerr effect.79-80 Pineider et al. extended 
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the magneto-optical measurement to MCD spectroscopy and observed the magnetoplasmonic modes 

on colloidal Au NPs.81 Schimpf et al. performed the MCD measurement on photocharged ZnO NCs 

and used the MCD spectra as the signature to assign the IR absorption to LSPR.63 Later, they reported 

large MCD signals of ITO NCs demonstrating the generality of magneto-optical response of LSPR.62  

When excited by circularly polarized light, cyclotron LSPR modes are generated, with the rotation 

direction determined by the light polarization. In the absence of an external magnetic field, the two 

cyclotron plasmonic modes, corresponding to excitation by left and right circularly polarized light, are 

degenerate. However, in an external magnetic field applied parallel to the light propagation direction, 

the degeneration is lifted resulting from the total force ( F ) acting on the electrons that collectively 

oscillate in cyclotron motion:  

              ( )e e= − − F E v B                (Equation 1.10) 

where e  and v  are the charge and velocity of the electron, respectively, and E  and B  are external 

electric and magnetic field, respectively. 

The difference between the absorption of left and right circularly polarized light by these 

magnetoplasmonic modes results in derivative-shaped MCD signal (Figure 1.6). The shift in frequency 

of the magnetoplasmonic modes (   ) for a given magnetic field strength ( B ) relative to zero-field 

LSPR frequency ( 0 ) is given as:  

              0 0( )
B

g B    = − =             (Equation 1.11) 

where  B
  is the frequency of the magnetoplasmonic mode ( 

B
− ,

B
+  ) and 0( ) / 2g e m = −   is the 

proportionality constant. It follows from the equation (11) that the universal behaviors of LSPR MCD 

signal are linearly dependent on the magnetic field and independent on temperature.  

Using MCD spectroscopy, Hartstein et al. accurately predicted the intrinsic NC electronic structure 

parameters, such as the type of free carriers and their effective mass.82 

 

 

⁑Reprinted with permission from (Yin, P.; Hegde, M.; Garnet, N. S.; Tan, Y.; Radovanovic, P. V., Nano 

Lett. 2019, 19, 6695-6702). Copyright (2019) American Chemical Society. 
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Figure 1.6 Schematic representation of the origin of LSPR MCD of plasmonic NCs. The derivative-

shaped MCD intensity (yellow line) is a result of the difference between the absorption of left circularly 

polarized light (LCP, blue line) and right circularly polarized light (RCP, red line) having ρ- and ρ+ 

helicity, respectively, for magnetic field ( B ) oriented parallel to the light propagation direction. In an 

external magnetic field the two degenerate LSPR modes having frequency 0  split, giving rise to 

modes with resonance frequencies.76⁑ 

1.4 Interaction between Plasmon and Quasiparticles 

From the quantum mechanical point of view, a plasmon is quantization of plasma oscillation of free 

electron gas density and can be viewed as a quasiparticle.83 Thus, within the energetic proximity, a 

plasmon can interact with other quasiparticles which offers exciting opportunities for new scientific 

discoveries and technological applications.  

1.4.1 Plasmon-Phonon Interaction 

The plasmon-phonon coupling has received broad attention in 1960s as it saw the surge of research 

interest in Ⅲ-Ⅴ semiconductors.84-87 The heavily doped Ⅲ-Ⅴ semiconductors could possess free 

electron density on the order of 1018 cm-3 which is capable of generating the plasmon resonance in the 

THz regime.87 The optical phonons also locate in the same regime. The interaction between plasmon 

and phonon mediates the carrier lattice energy exchanges and thus plays a very important role in the 

transport properties of Ⅲ-Ⅴ semiconductors.88 Resonant Raman spectroscopy studies of heavily doped 

Ⅲ-Ⅴ semiconductors,85,88 such as GaAs and InN, thin film suggest that the electrostatic coupling of 

polarized longitudinal optical (LO) phonons with the surrounding charge carriers (plasmons) result in 

the formation of the so-called L+ and L− coupled phonon-plasmon modes. The plasmon-phonon 

coupling is maximized when the LO phonons resonate with the plasmons. At high doping levels, the 
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frequency of both L+ and L− modes depend on the free carrier concentration (Figure 1.7). With 

increasing carrier concentration, the L+ mode eventually converges to the plasmon mode, while the L− 

mode approaches to the transverse optical (TO) phonons. Recently, Faust et al. performed the resonant 

Raman spectroscopy studies of Cu doped InAs NCs and observed similar results.89 The phenomena 

were also reported in metal oxides, such as CdO,90 ZnO,91 and CeO2,92 in which the plasmon mode can 

couple with multiple LO phonon modes and even the surface phonon modes. With the recent discovery 

on the chiral phonon and its associated angular momentum,93-94 the plasmon-phonon coupling could 

have more profound impact in the next generation electronic devices. 

 

Figure 1.7 Calculated Raman shift of the coupled phonon−plasmon L+ (blue solid line) and L− (green 

solid line) modes versus the square root of the free electron concentrations for InAs NCs. The LO and 

TO phonon frequencies are indicated by horizontal blue and green dashed lines, respectively. The 

dashed red line represents the dependence of free plasmon energy on the square root of carrier 

concentration. The carrier concentrations equivalent to 0.1 and 1 electrons per NC are indicated by the 

vertical black lines.89⁂ 

 

 

 
⁂Reprinted with permission from (Faust, A.; Amit, Y.; Banin, U., J. Phys. Chem. Lett. 2017, 8, 2519-

2525). Copyright (2017) American Chemical Society. 
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1.4.2 Plasmon-Exciton Interaction 

Plasmon-exciton interaction has attracted broad attention after the demonstration of enhanced photon 

absorption/emission of dye molecules by adjacent metal NPs.95 For extensively studied organic 

molecules and semiconductor materials, the excitonic transitions often lie in the visible spectrum 

regime which requires the LSPR in the same energy range for the resonant plasmon-exciton coupling. 

Thus, the plasmon-exciton interaction is primarily investigated using heterostructures with metal NPs 

or thin films as plasmonic components.96-98 The interaction can be classified as a weak or strong 

coupling depending on the perturbation between exciton wavefunction and the plasmonic 

electromagnetic modes.97 

In the weak coupling regime, the plasmon-exciton coupling was described as the interaction between 

the strong electromagnetic field of LSPR and the exciton dipole which could potentially lead to the 

enhanced absorption cross-section,99 increased radiative rate,100-101 as well as energy transfer between 

exciton and plasmon.102 Within the close proximity, the enhanced electromagnetic field in the surface 

vicinity of metallic nanostructures can be absorbed by the adjacent semiconductor materials or organic 

molecules, and thus effectively increase the absorption cross section of dye molecules or 

semiconductors.103 This phenomenon has been utilized to improve the performance of photodetector 

and photovoltaics.3,104 Wang et al. studied the angle- and polarization-dependent photoluminescence 

decay dynamics of CdSe NCs dispersed in the Au disk array and observed that the emission decay of 

CdSe NCs was accelerated under the resonant conditions.100 They attributed the radiative rate 

enhancement to the locally enhanced radiation fields in the vicinity of the Au nanodisks. With the 

spectral overlap between emission of photo emitter (dye molecules or QDs) and the plasmon absorption 

of metallic NPs, the nonradiative energy transfer from the exciton to the surface plasmon could lead to 

the reduction of emission intensity and significant shortening of the emission lifetime.105-107 The 

exciton-plasmon energy transfer is strongly affected by the distance between photo emitters and the 

plasmonic nanostructure.102 

In the strong coupling regime, the strong perturbation between wave functions will lead to the 

formation of mixed plasmon-exciton states similar to the aforementioned plasmon-phonon coupling.97 

The excitation energy is shared and oscillates between the plasmonic and excitonic systems. Gómez et 

al. demonstrated the strong coupling between a surface plasmon propagating on a planar silver thin 

film and the lowest excited state of CdSe NCs.108 Using the attenuated total reflection measurement, 

they directly observed two plasmon-exciton mixed states which have a Rabi splitting of ∼112 meV at 

room temperature. Liu et al. performed the angle-resolved reflectance microscopy spectra on the 
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monolayer MoS2 integrated on the silver nanodisk arrays and observed strong exciton-plasmon 

coupling with the coupling strength up to 58 meV at 77 K.109 Recently, Lee et al. demonstrated dynamic 

tuning of exciton-plasmon coupling strength between the strong and weak coupling limits in monolayer 

MoS2 with plasmonic nanodisk array assembled in a field-effect transistor. 110  

In addition, using Au/CdSe core-shell nanostructures, Zhang et al. demonstrated the plasmon-exciton 

coupling leads to enhanced optical Stark effect which exhibits polarization dependence and enables the 

spin manipulation of CdSe NCs.111 Zhou et al. recently probed spin-forbidden dark exciton state in 

monolayer WSe2 integrated on single-crystal silver film by using the surface plasmon-assisted near- 

field spectroscopy based on the near field coupling to the surface plasmon polariton.112 These examples 

indicate that the plasmon-exciton coupling in conjunction with other degrees of freedom could open 

avenues for new optoelectronics that can be used for controlling quantum states in different quantum 

technologies. 

1.5 Multifunctional Materials with Correlating Degrees of Freedom 

Semiconductor technology is the main driving force for many scientific and technological breakthrough 

in 20th century. However, with the advancement of semiconductor industry, Moore’s law is 

approaching its limit and the size of transistors approaching to its physical limitations. A fundamentally 

new technology is urgently needed in order to keep improving the processing power of semiconductor 

chips. One of the viable options is utilizing multiple degrees of freedom to process and transfer 

information,113  in contrast to relying on charge alone, which is exploited in conventional semiconductor 

devices. Recently, spintronic and valleytronics emerged as two of the promising candidates for next 

generation electronic devices.114-115 

1.5.1 Spintronics 

Spintronics studies the active control and manipulation of electron spin electronic property in addition 

to the charge property in semiconductor devices, which could lead to drastic improvement of the device 

performance in terms of processing speeds and lower electrical power consumption.114,116-118 The 

discovery of giant magnetoresistance (GMR) effect in 1988 brought broad attention to the field of 

spintronics.119 GMR was first observed in thin film structures with conductive ferromagnetic layers 

separated by the nonmagnetic interlayer of which the electrical resistance was low when magnetic 

moments of the ferromagnetic layers were aligned in parallel, and at maximum when the magnetic 

moments were antiparallel.120 Based on the GMR effect, spin valve and magnetic tunnel junction were 
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developed and incorporated into the electronic devices such as magnetic field sensors, read heads for 

hard discs, galvanic insulators, and magnetoresistive random-access memory (MRAM).117 MRAM uses 

the magnetic hysteresis (coupling between two ferromagnetic layer) to store the data and 

magnetoresistance to read the data.121 Compare to traditional electrically erasable programmable read-

only memory, the MRAM possesses much fast writing speed, better data retention, as well as much 

lower power consumption. In addition, other prototype spintronic devices have been designed including 

the spin polarized light-emitting diode122 and spin field effect transistor.123 One of the essential 

components toward realization of these spintronic devices is finding the suitable semiconductor 

materials with long range magnetic ordering which catalyzed the research field of diluted magnetic 

semiconductors. 

1.5.2 Diluted Magnetic Semiconductors 

Diluted magnetic semiconductors (DMS) refers to the non-magnetic semiconductors doped with a small 

percentage of magnetic ions, normally transition-metal elements, which induces magnetic ordering, 

preferable ferromagnetism, in the semiconductor.124-125 At the early stages, DMSs have been 

extensively studied using II-VI (CdSe and HgTe),125 III-V (GaAs and GaN)126-128 semiconductors as 

host lattices and Mn as magnetic dopants. In these systems, the magnetic ordering of the host lattice is 

attributed to the exchange interaction between the s or p electrons of the host lattice and the d-electrons 

from the magnetic impurities.125 For the practical use, DMS with Curie temperature (TC) above room 

temperature was the focus of the research field. The observed room-temperature ferromagnetism in Co-

doped TiO2 thin films stimulated the wide search of transition metal doped TCO as the candidates for 

high-TC DMSs.129 Wide-bandgap metal oxides, including ZnO, TiO2, SnO2, and In2O3, have been used 

as a host lattice for the investigations of diluted magnetic semiconductor oxides (DMSOs).124,130-134  In 

DMSOs, the concentration of the magnetic cations is usually very low and well below the limit required 

for the conventional exchange interaction which traditionally is used to explain magnetic ordering in 

oxides. Coey et al. discussed the ferromagnetic exchange coupling in DMSOs by using a new model 

of indirect exchange via shallow donors (Figure 1.8).135 In this model, the shallow donor electrons 

originated from oxygen vacancies form magnetic polarons which can mediate the magnetic ordering. 

At low concentration of donors, their hydrogenic orbitals overlap to form the impurity band with 

localized electrons. As donor concentration increases above the critical concentration, the impurity 

band states become delocalized. The donor impurity band will become spin-split due to the overlap of 



 

 21 

the magnetic polarons. Interaction between the electronic states of the localized 3d impurity band and 

delocalized donor states lead to an extended hybridized state which result in the high TC. 

Figure 1.8 Representation of magnetic polarons. A donor electron in its hydrogenic orbit couples with 

its spin antiparallel to impurities with a 3d shell that is half-full or more than half-full. The figure is 

drawn for x (concentration of magnetic cations) = 0.1, γ (ratio of hydrogenic radius to Bohr radius) = 

12. Cation sites are represented by small circles. Oxygen is not shown; the unoccupied oxygen sites are 

represented by squares.135⁑⁑ 

1.5.3 Valleytronics 

Valleytronics is an emerging electronic technology which exploits valley degree of freedom in 

conjunction with electron spin and/or charger for information processing.136 The valleys, with respect 

to electronic band structure of semiconductors, are the energy-degenerate conduction band minima 

which possess different crystal momenta depending on the orientation of crystal axes.137 The electrons, 

holes or excitons present in different valleys will be associated with different discrete values of the 

crystal momentum and thus possess an additional degree of freedom. Many periodic solids have energy-

degenerate valleys.138-140 The active control of valley degree of freedom requires selective populating 

of certain valley and strong coupling between valley index and the external electric or magnetic field.136  

 
⁑⁑Reprinted by permission from Macmillan Publishers Ltd: [Nat. Mater.] (Coey, J. M.; Venkatesan, M.; 

Fitzgerald, C. B. 2005, 4, 173-179), Copyright (2005). 
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Thus, the choice of valleytronic materials is significantly limited. The emerging two-dimensional 

materials such as graphene and monolayer transition metal dichalcogenides (MoS2, MoSe2, and WSe2) 

stimulated the research field of valleytronics.136 Two dimensional materials normally possess valleys 

at the inequivalent K and K′ points in the first Brillouin zone due to the broken spatial inversion 

symmetry (Figure 1.9).141 In addition, the valleys also exhibit strong valley-selective interactions with 

applied electric and magnetic fields that arise from the nonequivalent Berry curvature and orbital 

magnetic moment at K and K′ points.142-144 The finite orbital magnetic moment possessed by carriers at 

nonequivalent valleys will result in optical circular dichroism, and thus these carriers can be selectively 

excited through photons with opposite helicity.145-147 Currently, the research field of valleytronics is 

still at its early stage and focus on the valleytronic material growth and characterization. The practical 

use of valleytronic material in the integrated electronic devices remains a formidable challenge. 

 

Figure 1.9 (a) The unit cell of bulk MoS2 with hexagonal symmetry (2H-MoS2). It contains two unit 

cells of MoS2 monolayers, which lacks an inversion center. (b) Top view of the MoS2 monolayer. (c) 

Schematic drawing of the band structure at the band edges located at the K points showing parabolic 

lowest conduction band and spin-orbit split valence band.141※  

 

 

 ※ Reprinted with permission from: Xiao, D.; Liu, G. B.; Feng, W.; Xu, X.; Yao, W., Phys. Rev. Lett., 

108, 196802, 2012. Copyright (2012) by the American Physical Society. 
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1.6 Motivation and Scope of the Thesis 

In addition to electron spin and valleys, there are also collective properties of electrons in 

semiconductor nanostructures that potentially could be exploited in multifunctional quantum devices. 

Specifically, plasmonic semiconductor NCs offer an opportunity for interface-free coupling between a 

plasmon and an exciton. However, non-resonant nature of LSPR and exciton in semiconductor NCs 

has been a major obstacle toward realizing this opportunity. The possibility of intrinsic (non-resonant) 

coupling between plasmon and exciton in reduced dimensions is much less explored. After introducing 

the experimental and theoretical methodologies in Chapter 2, in first part of the thesis, using MCD 

spectroscopy, we demonstrate a robust electron polarization in degenerately doped In2O3 NCs, enabled 

by non-resonant coupling of cyclotron magnetoplasmonic modes with the exciton at the Fermi level. 

We performed detailed structural and optical characterizations on In2O3 NCs synthesized under 

different conditions and with varying Sn4+ doping concentration, including transmission electron 

microscopy (TEM), X-ray diffraction (XRD), Raman spectroscopy, UV-vis-NIR absorption 

spectroscopy and Fourier transform infrared (FTIR) spectroscopy. Furthermore, we used variable-field 

and variable-temperature MCD spectroscopy to explore the excitonic splitting in In2O3 NCs. We show 

that band splitting has a temperature-independent and a temperature-dependent component, whose ratio 

that can be controlled by the formation of oxygen vacancies or aliovalent doping of In2O3 NCs. 

Temperature-independent component is associated with splitting of the conduction band states near the 

Fermi level, caused by the angular momentum of the magnetoplasmonic modes with the opposite 

helicity. The magnitude of this conduction-band-state splitting is correlated with the LSPR intensity 

and is predominantly determined by the number of free carriers. However, electron localization on point 

defect sites results in temperature-dependent spin-induced splitting of the NC band states as the 

fundamentally different carrier-polarization mechanism. 

   In Chapter 4, we report the synthesis and the direct comparison of the plasmonic properties of Mo 

and W-doped In2O3 (IMO and IWO, respectively) NCs. Molybdenum and tungsten belong to the same 

group of the periodic table of elements, have almost identical ionic radii for a given oxidation state, and 

tend to form the same oxidation states, leading to a similar impact on the NC host lattice. However, 

they have a different dopant activation in In2O3 NC allowing for tuning of LSPR energy, intensity, and 

coherence as demonstrated by a combination of structural and spectroscopic methods, including XRD, 

TEM, electron dispersive spectroscopy (EDX), X-ray photoelectron spectroscopy (XPS), as well as X-

ray absorption spectroscopy (XAS). Comparison of the excitonic MCD spectra of IMO and IWO NCs 
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having different doping concentrations demonstrates that the excitonic splitting of the NC host lattice 

increases with increasing LSPR intensity (oscillator strength) and decreasing spectral broadening 

(dephasing). The results of this work provide additional evidence that excitonic splitting is caused by 

the magnetoplasmonic modes and give a guideline for the design and optimization of this new class of 

multifunctional materials. 

  In Chapter 5, we use MCD spectroscopy to demonstrate unique excitonic splitting patterns in 

oxygen-deficient TiO2 NCs enabled by simultaneous control of their faceting and the degree of electron 

delocalization. The excitonic MCD signal arising from plasmon−exciton coupling has the opposite sign 

for TiO2 NCs relative to aliovalently doped In2O3 NCs, suggesting the dependence of the plasmon-I 

induced carrier polarization on the NC electronic structure. Furthermore, controlled reduction of Ti(IV) 

by oxygen vacancies leads to the formation of Ti(III) sites, which can undergo exchange-coupling 

processes with the host lattice or neighboring Ti(III) sites. The formation of these Ti(III)-based species 

by different degree of spatial delocalization of vacancy originated electrons can be controlled by NC 

morphology together with the LSPR associated with fully delocalized electrons. 

In the last chapter (Chapter 6), I summarize our results and provide outlook on the future research 

directions and prospect of this work. To demonstrate the role of phonon in non-resonant plasmon-

exciton coupling, nonstoichiometric InN NCs could be one of the intriguing systems for investigations 

of the possible plasmon-phonon coupling and its impact on the magnetoplasmon-induced excitonic 

splitting. In addition, electrochemical tuning of magnetoplasmonic properties and the subsequent 

carrier polarization will also be important for both comprehensive understanding of the plasmon-

exciton interaction in semiconductors and the practical use of plasmonic semiconductor NCs in the 

optoelectronic devices. 
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Chapter 2   
Experimental Section 

2.1 Materials 

Indium(III) acetylacetonate (In(acac)3, 98%), tin(IV) chloride pentahydrate (SnCl4·5H2O, 98%)  and 

tungsten hexacarbonyl (W(CO)6) were purchased from Strem Chemicals. 

Bis(acetylacetonato)dioxomolybdenum(VI) (MoO2(acac)2), Titanium(Ⅳ) fluoride (TiF4), titanium(Ⅳ) 

chloride (TiCl4, 99.9%), Oleylamine (70 %), and oleic acid (90 %), 1-octadecence (ODE, 90%) 1-

octadecanol (ODOL, 95%), Toluene (99.9%) and hexane (98.5%) were purchased from Sigma-Aldrich. 

All chemicals are used as received without further purification. 

2.2 Synthesis and sample preparation 

2.2.1 Synthesis of In2O3 and Sn4+-Doped In2O3 (ITO) NCs 

Colloidal In2O3 and ITO NCs were synthesized using previously reported procedure.15,148-149 In(acac)3 

(2.2 mmol; 0.9 g) and oleylamine (27 mmol; 7.2 g) were mixed together. The reaction mixture was 

heated to 250 °C within 1 h and then allowed to react for 1 h in argon or air with continuous stirring. 

Different atmosphere was used to control the concentrations of oxygen vacancies in synthesized In2O3 

NCs. The mixture was then slowly cooled to room temperature. After centrifugation at 3000 rpm for 

10 min, the precipitate was collected and washed with ethanol three times. The washed precipitate was 

mixed with 1.5 mL oleic acid and stirred at 90 °C for 30 min. The nanocrystal samples were 

subsequently precipitated again and washed with ethanol three times. The final product was dispersed 

in a non-polar solvent, such as hexane or toluene, for further characterization. For the synthesis of Sn4+-

doped In2O3 NCs, the same experimental procedure was applied in argon atmosphere, but with the 

addition of varying amount of SnCl4·5H2O as a doping precursor. 

2.2.2 Synthesis of Mo-Doped and W-Doped In2O3 NCs 

Synthesis of Mo- and W-doped In2O3 NCs followed a procedure similar to that described for the ITO 

NCs. For Mo-doped In2O3 (IMO) NCs, all the experimental conditions were kept identical except using 

MoO2(acac)2 as dopant precursor. The W-doped In2O3 (IWO) NCs were synthesized by using W(CO)6 

as dopant precursor with the reaction temperature of 300 °C, while keeping other experimental 

conditions the same. 
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2.2.3 Synthesis of TiO2 NCs 

The TiO2 NCs were synthesized using a modified procedure based on the seeded growth method 

developed by Gordon et al.27 In a typical synthesis, precursor solution was prepared by dissolving 2 

mmol titanium halide (TiF4 (F), TiCl4 (Cl), or their 1:1 mixture (M)) together with 10 mmol OLAC in 

6.8 mL ODE in a glove box. The synthesis was conducted under argon atmosphere using a Schlenk 

line. In a separate 100 mL three-neck round bottom flask, 30 mmol coordinating ligand (OLAM or 

ODOL) was mixed with 0.48 mL OLAC and 10.2 mL ODE. The mixture was degassed by heating to 

120 °C within 20 minutes and keeping it at that temperature for 1 hour. After degassing, the mixture 

was cooled to 60 °C before injecting 1.5 mL titanium halide precursor solution. The mixture was then 

quickly heated to 290 °C and held for 10 min for the crystal seeds to nucleate. The remaining 8.5 mL 

titanium halide solution was injected into the flask at the rate of about 0.3 mL/min at 290 °C. After that, 

the mixture was allowed to cool down to room temperature naturally. The product was collected by 

centrifugation at 3000 rpm for 5 min and redispersed in a small amount of toluene. To purify the 

product, NCs were precipitated by adding ethanol to the suspension. The washing was repeated three 

times and the NCs were finally dispersed in hexane, toluene, or chloroform for further characterizations. 

For notation of different samples, we adopted the designation previously used for these samples, which 

specifies the precursor and coordinating ligand using the following abbreviations: F-OLAM, M-

OLAM, and Cl-ODOL. 

2.3 Measurement and Data Analysis 

2.3.1 Powder X-ray Diffraction 

Powder X-ray diffraction (XRD) is a common characterization method for crystal structure of materials. 

In addition to the lattice parameter, the crystallite size can also be estimated through the Debye-Scherrer 

equation: 




cosB

C
T =                                    (Equation 2.1)    

where T is the crystallite thickness, C is the dimensionless shape factor with the value close to 1, λ is 

the wavelength of the X-rays (1.54 Å), θ is the diffraction angle in radians, and B is the full-width at 

half-maximum (FWHM). 
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The measurements were performed with an INEL XRD diffractometer in Dr. Holger Kleinke’s group 

in Department of Chemistry at the University of Waterloo. The diffractometer is equipped with a 

position-sensitive detector, utilizing monochromatic Cu-Kα radiation (λ = 1.5406 Å). 

2.3.2 Dynamic Light Scattering 

The TiO2 NC sizes were analyzed by dynamic light scattering (DLS). DLS measurements were 

performed at 25 °C by utilizing a Zetasizer Nano-S90 system (Malvern Instruments) with a laser 

wavelength of 633 nm positioned at the fixed angle of 90 degrees. 

2.3.3 Raman Spectroscopy 

Raman spectroscopy was performed at room temperature with a Renishaw 1000 spectrometer using 

He-Ne laser with the excitation wavelength of 632.8 nm. The radiation source employed was 10% of 

the total output power (40mW). Prior to the measurement, the spectrometer was calibrated using a 

silicon foil. 

2.3.4 Transmission Electron Microscopy 

Transmission electron microscopy (TEM) specimens were prepared by depositing diluted colloidal 

suspensions of NCs onto copper grids with lacey Formvar/carbon support films purchased from Ted 

Pella, Inc. TEM imaging and energy dispersive X-ray spectroscopy (EDX) elemental analysis were 

performed with a JEOL-2010F microscope operating at 200 kV. 

2.3.5 UV-Vis-NIR absorption Spectroscopy 

Optical absorption spectra were recorded using a Varian Cary 5000 UV-Vis-NIR spectrophotometer in 

the range of 200 nm to 3300 nm. The measurements were carried out on thin films prepared by drop-

casting the NC suspensions onto quartz substrates. 

2.3.6 FTIR Spectroscopy 

Fourier transform infrared (FTIR) spectra were recorded using a FTIR Bruker Tensor 37 spectrometer. 

Powder samples were mixed with KBr in approximately 1:50 weight ratio and pressed into pellets for 

the FTIR measurement. 
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2.3.7 X-ray Photoemission Spectroscopy 

X-ray photoelectron spectroscopy measurements were performed using a Thermo-VG Scientific 

ESCALab 250 microprobe equipped with a monochromatic Al Kα radiation source (1486.6 eV). 

Powder samples for XPS measurements were prepared in the same way as for XRD measurements. 

The XPS spectra were calibrated against the C 1s peak (284.8 eV) of adventitious carbon. Voigt 

functions and Shirley backgrounds were used for the peak deconvolution. 

2.3.8 X-ray Absorption Spectroscopy 

X-ray absorption spectroscopy (XAS) data were collected at Sector 20BM of the Advanced Photon 

Source (APS).150 

2.3.8.1  Measurement of Mo K-edge XAS Measurement  

The spectra of all IMO NC samples were recorded in the fluorescence detection mode, while the 

standards (MoO2 and MoO3) were recorded in the transmission mode.  For measurements at the Mo K-

edge, a Rh coated harmonic rejection mirror was set at ~2.5 mrad which implies a high energy cutoff 

of ~26.8 keV. The Si (111) monochromator was detuned 15% CCW at 20.3 keV. Ultrahigh purity (UHP 

5.0) argon was used as the ionization gas in all ion chambers (I0, It, and Iref), and Mo metal foil was 

used for energy calibration. The samples were made into pellets by mixing ~60-120 mg of sample with 

~160-220 mg of boron nitride powder, and subsequently encapsulated in a thin layer of Kapton tape. 

Fluorescence signal was detected in a standard geometry with the samples oriented 45° relative to the 

incident X-ray beam, using a 13-element liquid-nitrogen-cooled germanium detector which was 

positioned 90° to the incident X-ray beam propagation direction. 

2.3.8.2 Measurement of W L-edge XAS measurement 

The spectra of all IWO NC samples were also recorded in the fluorescence detection mode, and the 

standards (WO2 and WO3) were recorded in the transmission mode. For W L-edge spectra, a Rh coated 

harmonic rejection mirror was set at 4 mrad. The Si (111) monochromator was detuned 15% at 10.2 

keV. A mixture of 50% N2 gas with 50% He gas was used as the ionization gas in the ion chambers. 

Gallium metal foil was used for energy calibration. Samples weighing ca. 2mg were prepared by 

pressing the powder into Teflon washer which was then sealed with Kapton tape. Fluorescence signal 

was collected as described above. 
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2.3.8.3 Measurement of Ti K-edge XAS measurement 

Titanium K-edge XAS spectra were collected in transmission mode using a gaseous ionization 

detector filled with nitrogen. A titanium foil was used to internally calibrate the energy of the Ti K-

edge (6966 eV).  

2.3.9 Magnetic Circular Dichroism 

2.3.9.1 MCD Experimental Set up 

MCD spectroscopy measures the difference in absorption of left and right circularly polarized light. 

The experimental set up are shown in Figure 2.1. 

Figure 2.1 MCD experimental set up. A light from a broad-band emitting source is passed through a 

monochromator and polarizer to generate a monochromatic linearly polarized beam. A portion of this 

beam is passed through a photoelastic modulator creating left circularly polarized (LCP) and right 

circularly polarized (RCP) light. A sample is mounted in a superconducting magneto-optical cryostat 

with the lines of the magnetic field oriented parallel to the light propagation direction. Upon passing 

through the sample LCP and RCP light are absorbed to a different degree. Different intensities of left 

and right circularly polarized light (IL and IR, respectively) are combined to form an elliptically 

polarized beam. The ellipticity, θ, is defined as the angle between the long and short axes of the ellipse, 

and is converted to a differential absorption using eq. (2.3) in section 2.3.9.3. 

2.3.9.2 Correlation between Excitonic Splitting and MCD Terms 

MCD intensity for a transition from the ground state |A  to an excited state |J is defined as151:    

  ( )
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1 0
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     (Equation 2.2) 
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where A is the differential absorption between left and right circular polarized light, E = ,  is 

the electric permeability, C is the concentration, l  is the path length, n  is the index of refraction, 
B

  

is the Bohr magneton, and B  is the applied magnetic field. 1A , 0B , and 0C  are known as the MCD A, 

B, and C term, respectively, ( )f E  is the absorption spectrum band shape, and ( )f E E    is its first 

derivative. Under external magnetic field along the light propagation direction (z), the ground and/or 

excited states are split due to a Zeeman perturbation with a magnitude ( )ˆˆ
z B L z S z
B g L g S B − = +  , 

where ˆ
z

L  and ˆ
z

S  are the orbital and spin angular momentum operators, respectively, and 1
L

g =  and 

2.002
S

g =  are the corresponding gyromagnetic ratios. The overall electron angular momentum 

responsible for electron polarization is J L S= + , with the MCD selection rule 1
J

M =  (+1 for left 

circularly polarized light and -1 for right circularly polarized light). 

One of the most reliable ways to experimentally differentiate between different terms is the 

temperature-dependence of the MCD intensity. A term MCD occurs in the system which has degenerate 

excited states. Under magnetic field, the excited states are split due to the Zeeman effect. Since the 

Zeeman splitting is usually only a few wavenumbers, the two oppositely signed absorption bands will 

sum to a derivative shape MCD signal, as shown in Figure 2.2a. On the contrary, C term MCD requires 

degenerate ground states which undergo Zeeman splitting in the external magnetic field. At low 

temperatures, kT  is comparable to or smaller than the magnitude of the Zeeman splitting in the 

presence of a strong magnetic field, causing the Boltzmann population of the lower ground state 

sublevel to be larger than that of the higher-energy sublevel. Hence, two oppositely signed absorption 

bands will have different intensities, resulting in mostly absorption band shape as shown in Figure 2.2b. 

C term MCD is generally associated with the Zeeman splitting due to ground state paramagnetism, and 

therefore follows temperature dependence characteristic for the Curie law (Figure 2.2c). C term 

intensity is generally observed for MCD spectra of diluted magnetic semiconductors.133,152 
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Figure 2.2 Schematic representation of magnetic circular dichroism (MCD) terms. MCD signal (top) 

and Zeeman splitting (bottom) for A-term (a) and C-term (b) MCD. (c) Comparison of the temperature-

dependent A-term and C-term MCD intensity. 

2.3.9.3 MCD Measurement and Spectra Analysis 

MCD spectroscopic measurements were carried out in Faraday configuration using a Jasco J-815 

spectropolarimeter for generating circularly polarized light and signal detection (Figure 2.1). Samples 

were housed in an Oxford SM 4000 magneto-optical cryostat which allows for variable temperature 

(1.5 to 300 K) and variable field (0 to 7 T) operation. The NCs were deposited on strain-free quartz 

substrates by drop-casting the colloidal suspensions in toluene. The MCD intensity (the difference in 

absorption of left and right circularly polarized light) was expressed as ellipticity (θ, millidegree) of the 

transmitted light. 

The circular polarization of light was defined according to the “optics” convention (i.e., referenced 

to the detector or looking toward the source). The corresponding MCD spectra were represented as 

outlined elsewhere.151,153 MCD intensity is defined as ΔA = AL − AR, where AL and AR are the 

absorption of left (ρ-) and right (ρ+) circularly polarized light, and represented as a degree of ellipticity 

(Figure 2.1). The MCD intensities were converted to ΔA/A from ellipticity (θ) using the relationship: 

32982
A

A A


=


                   (Equation 2.3) 

where θ is in millidegree, and A is the band gap absorbance determined from the absorption spectrum 

simultaneously collected by the CD detector. 

Magnetic field dependence of the exciton MCD intensity was obtained from the high-resolution 

MCD spectra collected at different fields from 1 to 7 T, after the baseline subtraction using the spectrum 
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collected at 0 T. The corrected field-dependent intensities at the MCD band maximum were fitted to a 

linear function in B to compare with the field dependence of the MCD intensity for LSPR (Figure 2b, 

black line). In addition, to clearly distinguish it from the Curie behavior, the magnetic field dependence 

of the intensity of MCD spectra at band edge energy was also fitted with the spin-only Brillouin 

function: 

( ) ( )1
2 1 coth 2 1 coth

2 2 2
S B S B

S S B

B B

g B g B
M Ng S S

k T k T

 
    

= + + −    
    

     (Equation 2.4) 

where S is the spin quantum number, 
S

g  is the corresponding Landé g-factor, B is the external 

magnetic field, 
B

   is the Bohr magneton, 
B

k  is the Boltzmann constant, and T is the temperature. For 

the fitting, N was treated as the fitting parameter. 

For the temperature-dependent MCD intensity measurements, the spectra collected in the absence of 

magnetic field were used as baselines for correcting the MCD spectra measured at different 

temperatures from 5 to 300K. The fitting of temperature-dependent MCD intensities for IMO NCs 

involves the deconvolution of A term and C terms from the overall MCD intensity (see the following 

section for more detailed discussion about A and C terms). The C term MCD intensity vanishes almost 

completely at high temperatures, and the MCD intensity measured at room temperature was taken as 

the A term contribution only. The maximum exciton MCD intensity at 300 K was subtracted from the 

maximum intensities measured at all other temperatures to obtain the temperature dependence of the C 

term which was fitted with the Curie-type relationship: 

C

C

T T
 =

−
         (Equation 2.5) 

where   is magnetic susceptibility, C
T  is the Curie temperature, T  is temperature ranging from 5 

to 300 K, and C  is the material-specific Curie constant. Adding A term intensity (300 K) to the fitting 

curve for C term intensity reproduces very well the temperature dependence of the overall MCD 

intensity. 

For deconvolution of the MCD peaks of M-OLAM sample, a Voigt function was used to fit the 7 T 

MCD spectrum collected at 300 K to obtain the peak profile for the excitonic transition. The peak 

position and band width obtained from this fitting were kept unchanged for fitting the spectra at 
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different magnetic field strengths and temperatures. The second Voigt function was added to achieve 

the best fitting of the negative band in the range from 2.26 to 4.5 eV. Practically unchanged peak 

position and band width of the second Voigt function indicated that peak devolution was reasonable. 

The different profile of the deconvoluted peaks can be attributed to different characteristics of the 

excitonic and charge transfer transitions. 

2.3.10 Magnetization Measurement 

Magnetization measurements were performed using a Physical Property Measurement System (PPMS, 

Quantum Design Model 6000). For the measurement of free-standing NCs, the colloidal samples were 

precipitated with ethanol, dried, and loaded into the sample capsules. The measurements were made at 

2 K with magnetic field ranging from 0 to 9 T. 

2.3.11 Electron Paramagnetic Resonance Measurement 

Electron paramagnetic resonance (EPR) spectra were collected for powder samples using a Bruker X-

band EMXmicro spectrometer equipped with EMX standard resonator and ESR900 continuous flow 

cryostat (Oxford Instruments) for temperature control. The EPR spectra were obtained at 80 K with the 

incident microwave frequency of 9.39 GHz, power of 0.63 mW, and modulation amplitude of 4 Gauss 

by averaging 4 scans. 

For the analysis of EPR spectrum of M-OLAM sample, a Lorentzian function (red dashed line in 

Figure 5.14a) was used to simulate the broad background associated with mutually interacting Ti3+ ions, 

and subtracted from the spectrum to obtain the EPR signal associated with isolated Ti3+ ions (blue 

dashed line in Figure 5.14a). 

2.3.12 Density Functional Theory (DFT) Calculations 

2.3.12.1 DFT Calculations of Stoichiometric and Oxygen-Deficient In2O3 and ITO 

The DFT electronic structure calculations were performed within the plane wave self-consistent field 

approximation using Quantum Espresso code.31 The generalized gradient approximation (GGA) 

contained in the Perdew-Burke-Ernzerhof (PBE) exchange correlation functional was used in the 

calculations. Norm-conserving pseudopotentials were used, with the energy cut-off value of 80 Ry and 

semicore In 4d states included in the valence electrons. As a first step of the calculation, geometric 

optimization of the 80 atom In2O3 supercell was performed in such a way that the total energy of the 

system is less than 10-4 Ryd and total force on each atom less than 10-3 Ryd/a.u. For geometric 
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optimization Brillouin zone sampling was done using 2×2×2 Monkhorst-Pack (MP) grid.  For 

simulation of the ITO band structure, a Sn dopant was placed in an In b-site (doping concentration 

~3.125 %). The electronic structures of In2O3 and ITO containing oxygen vacancies were performed 

by removing one of the O atoms from the supercell to create a defective cell. For both pure and doped 

In2O3, equilibrium lattice parameter obtained from the geometric optimization procedure was used for 

self-consistent field (SCF) calculations. For SCF calculations, a MP grid of 4×4×4 was used. 

2.3.12.2 DFT Calculations of IMO and IWO 

The DFT calculations were performed for an In2O3 supercell consisting of 80 atoms with the functional 

forms mentioned above. In order to overcome a problem with band gap underestimation within the 

PBE-GGA approximation, Hubbard correction parameter (U) was used. Hubbard corrections of U=7.0 

eV for In 4d electrons and U=5.9 eV for O 2p electrons were used, respectively. As the first step of 

calculation, In2O3 supercell was fully relaxed using 2×2×2 MP k-point mesh. Fully optimized cell was 

used for further calculations. Mo- and W-doped In2O3 were simulated by replacing one of the In atoms 

residing in the b-site. Self-consistent field (SCF) calculations were performed using 4×4×4 k-point 

mesh. A denser grid of 6×6×6 k-point grid was used for non-self-consistent filed calculations.   

2.3.12.3 DFT Calculations of Stoichiometric and Oxygen-Deficient Anatase TiO2 

The electronic structure of oxygen vacancies in anatase TiO2 was simulated using the plane-wave 

density functional theory within GGA+U (Hubbard U correction) approximation as developed in 

Quantum-ESPRESSO package.154 The anatase TiO2 supercell of 108 atoms (3×3×1) was constructed 

for the calculations. Norm-conserving pseudopotential along with U-corrected PBE exchange-

correlation functional with plane-wave cutoff energy of 80 Ry was used in calculations.155 The Hubbard 

U correction of 3.2 eV on Ti 3d electrons and 2.0 eV on O 2p electrons were used to overcome strong 

Ti 3d and O 2p coupling.156 The 108 atoms supercell was relaxed in such a way that total force on each 

atom is less than 10-3 Ry/a.u. and total energy of the system less than 10-4 Ry. The O vacancy was 

created by removing one of the oxygen atoms from the supercell. For geometrical optimization total 

energy was calculated using 1×1×1 MP k-point mesh (from Γ point). The equilibrium lattice parameters 

obtained from the geometrical optimization procedure were used for further calculations. For self-

consistent and non-self-consistent calculations, a denser MP grid of 2×2×2 was used.  
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Chapter 3  
Plasmon-Induced Carrier Polarization in Sn doped In2O3 

Nanocrystals 

In this part of my thesis I demonstrate a robust electron polarization in degenerately doped In2O3 NCs. 

This chapter presentsdetailed structural, optical, and magneto-optical characterizations of In2O3 NCs 

synthesized under different conditions and with varying Sn4+ doping concentrations, including XRD, 

TEM, absorption spectroscopy (UV-vis-NIR and FTIR) and MCD spectroscopy investigations. The 

results show that band splitting of In2O3 NCs has a temperature-independent and a temperature-

dependent component, whose ratio that can be controlled by the formation of oxygen vacancies or 

aliovalent doping of In2O3 NCs. This chapter is adapted from the following publications: 

Yin, P.; Tan, Y.; Fang, H.; Hegde, M.; Radovanovic, P.V. “Plasmon-Induced Carrier Polarization in 

Semiconductor Nanocrystals” Nat. Nanotechnol. 2018, 13, 463-467. Copyright © 2018, Macmillan 

Publishers Limited. 

Yin, P.; Hegde, M.; Tan, Y.; Chen, S.; Garnet, N.; Radovanovic, P. V. “Controlling the Mechanism of 

Excitonic Splitting in In2O3 Nanocrystals by Carrier Delocalization” Copyright © 2018, American 

Chemical Society. 

3.1 Structural Information of In2O3 and ITO NCs 

The synthesis of colloidal In2O3 NCs was performed by non-injection method in an inert atmosphere 

(argon gas) and under oxidizing conditions (in air) to control the oxygen deficiency in the NC lattice 

(see Experimental Section 2.2.1 for details). For the synthesis of indium tin oxide (ITO) NCs, varying 

amounts of SnCl4 (1-15 mol%) were added to the reaction mixture, and the reaction was allowed to 

proceed under the flow of argon. As shown in Figure 3.1, the In2O3 NCs synthesized in air have a 

smaller average size and larger size distribution than those synthesized in argon, implying that the 

oxidizing environment tends to inhibit the NC growth. This process might be associated with the 

adsorption of byproducts obtained by partial oxidation of oleylamine as a coordinating solvent. On the 

other hand, the growth of NCs in the presence of Sn4+ as an impurity ion, does not significantly 

influence the NC growth, at least for moderate doping concentrations relevant for this work. All NC 

samples, undoped and doped, obtained under described conditions exhibit cubic crystal structure 

characteristic for bixbyite-type In2O3 (Figure 3.2a). A notable increase in the broadening of the XRD 
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peaks for air-synthesized In2O3 NCs is consistent with their smaller average size relative to other 

samples. The compositions of ITO NCs, determined by X-ray photoelectron spectroscopy (XPS), are 

very similar to those we reported previously for the same starting precursor concentrations, and I use 

their nominal composition throughout this Chapter. Figure 3.2b shows Raman spectra of different In2O3 

and ITO NC samples from this study. The spectra for In2O3 NCs show four phonon peaks characteristic 

for bcc-In2O3 (307, 366, 497, and 630 cm-1).148,157 These peaks are somewhat sharper and better defined 

for NCs synthesized in argon, indicating larger surface area to volume ratio and NC size distribution of 

air-synthesized NCs. Upon doping with Sn4+ ions the peaks broaden and decrease in intensity, 

completely disappearing for doping concentrations above ca. 10 %. This phenomenon has been 

associated with the local crystal lattice distortion due to the incorporation of Sn4+ dopants into In2O3 

NCs.15 Similar findings were made by FTIR spectroscopic measurements (Figure 3.3). 
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Figure 3.1 (a-d) TEM images of In2O3 NCs synthesized in air (a) and argon (b) and ITO NCs having 1 

% (c) and 5 % (d) Sn4+ doping concentration. (e-h) Corresponding NC size distribution histograms. The 

average NC sizes are shown as insets. 

 

 

Figure 3.2 (a) XRD patterns and (b) Raman spectra of In2O3 NCs synthesized in air (black trace) and 

argon (green trace) and ITO NCs having different compositions, as indicated in the graph. Vertical lines 

in Panel (a) indicate the bulk XRD pattern of cubic bixbyite-type In2O3.    

Figure 3.3 Fourier-transform infrared spectra of In2O3 NCs synthesized in air (black trace) and argon 

(light blue trace) and ITO NCs having different Sn4+ doping concentrations as indicated in the graph. 

The observed spectral features correspond to the In−O phonon modes characteristic of cubic In2O3. 
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These peaks broaden and decrease in intensity, similarly to Raman spectra, indicating increased local 

lattice distortion with increasing doping concentration. 

3.2 Optical Properties of In2O3 and ITO NCs   

The absorption spectra of NCs in Figure 3.2 are shown in Figure 3.4. In the NIR range all ITO NCs 

exhibit a broad LSPR band that shifts to higher energy with increasing doping concentration (Figure 

3.4a). As summarized in Table 3.1, the carrier density in these NCs can be calculated from the plasma 

frequency, estimated as the LSPR band maximum, using Drude-Lorentz model (Eq. 1.5). 

Table 3.1 Free carrier concentrations for four representative samples calculated from LSPR peak 

energy using Drude-Lorentz model. 

 

All LSPR spectra of ITO NCs are broad and asymmetric, suggesting homogeneous distribution of 

Sn4+ ions throughout the NCs.57 Surprisingly, the undoped In2O3 NCs synthesized in argon also show a 

small but clearly observable LSPR band in the MIR, centered at 0.136 eV (light blue trace in Figure 

3.4a and Appendix A). The carrier density in these NCs, determined using eq. 1.5, is 1.6×1019 cm-3, 

which corresponds to about 15 extra electrons per NC with an average size of ca. 12 nm. Unlike dopant-

originated conduction band electrons in case of ITO NCs,158 the most likely source of these extra 

electrons is oxygen vacancies, which are readily formed in bulk and on surface of transparent metal 

oxides.21,159-160 However, to our knowledge, LSPR in non-stoichiometric In2O3 NCs has not been 

reported. To confirm this hypothesis, we measured the absorption spectrum of In2O3 NCs prepared 

under oxidizing conditions to reduce the probability of oxygen vacancy formation and minimize their 

concentration (black trace in Figure 3.4a). Besides the sharp vibrational overtones associated with the 

solvent molecules and/or coordinating ligands,161 no LSPR can be detected, confirming the absence of 

multiple free electrons. It has been shown that as few as 3-4 delocalized carriers can undergo collective 

oscillation and give rise to LSPR in In2O3 NCs of similar size,12 suggesting that any electrons associated 
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with oxygen vacancies in these NCs are highly localized. An increase in the concentration of free 

electrons due to NC synthesis in an inert atmosphere and introduction of Sn4+ aliovalent dopants is also 

evident from the blue shift of the apparent band edge absorption in Figure 3.4b (Burstein-Moss shift).   

Figure 3.4 (a) LSPR absorption spectra of In2O3 NCs synthesized in air (black trace) and argon (light 

blue trace) and ITO NCs having different doping concentrations, as indicated in the graph. (b) Tauc 

plots of NCs in (a) used to determine optical band gaps.   

 

3.3 Carrier polarization in ITO NCs 

We used MCD spectroscopy in Faraday configuration to examine the excitonic properties of ITO NCs 

(see Experimental section 2.3.9). Figure 3.5a (blue trace) shows 300 K absorption spectrum of ITO 

NCs containing 10 mol% Sn4+ in the visible range. MCD spectrum of In2O3 NCs synthesized under 

similar conditions and collected at 300 K and 7 T (red trace) shows no measurable intensity. However, 

variable-field MCD spectra of ITO NCs (black and dashed traces) are dominated by negative bands 

that coincide with the nanocrystal band edge absorption. The intensity of the MCD band maximum at 

ca. 4.34 eV is plotted as a function of magnetic field in Figure 3.5b (black squares). The band gap MCD 

intensity is linearly dependent on the magnetic field, as evident from the best linear fit to the 

experimental data (blue line), identically to the MCD intensity of LSPR. The Brillouin function fit to 

the same data for the spin state S =1/2 and the electron spin Landé g-factor S
g =2.002 (red dashed 

line) shows significant deviation from the experimental data confirming that the observed field 

dependence is not associated with the Curie-type paramagnetism. Another unusual signature behavior 

of the cyclotron magnetoplasmonic modes is the temperature independence of their MCD intensity   ̶ it 

has been found that the LSPR MCD intensity remains temperature independent at least up to 30 K.62-63 
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Figure 3.5c shows 7 T MCD spectra of ITO NCs in the optical band gap region collected at various 

temperatures from 5 to 300 K. All spectra are essentially identical attesting to the temperature 

independence of the excitonic MCD intensity. The field and temperature behaviors of MCD signal are 

specific to cyclotron motion of free electrons. Individual free or weakly bound carriers in an external 

magnetic field give rise to spin-split Landau levels, owing to their cyclotron oscillations. However, the 

absorption and MCD spectra involving quantized Landau levels are generally observed at low 

temperatures and high magnetic fields and, in contrast to our observations, have a specific oscillatory 

pattern (see Appendix B). The results of Figure 3.5 imply that exciton MCD spectra of ITO NCs are 

associated with the cyclotron magnetoplasmonic oscillations as a collective electronic property, and 

involve electronic band state splitting rather than intraband sublevels. This is a surprising result because 

plasmon and exciton are non-resonant, and LSPR is not directly excited in these measurements. 

Furthermore, unlike classically treated plasmon oscillations, the excitonic absorption involves 

transition between discrete quantum levels, suggesting the magnetoplasmonic-mode-induced splitting 

of the nanocrystal band states.  

Variable-temperature MCD measurements are very helpful in addressing the nature of band splitting 

in semiconductor NCs. Specifically, the temperature independence of MCD intensity, characteristic for 

the A term, is associated with the lack of ground state splitting (see Experimental section 2.3.9 ).153 

Zeeman perturbation, represented as ˆˆ( 2 )
B

L S + B  , where L̂   and Ŝ  are the orbital and spin angular 

momentum operators, respectively, leads to splitting of the lowest unoccupied conduction band states.  

In the absence of any source of paramagnetism, the total angular momentum is due to the orbital angular 

momentum (i.e., 1J L= = ), with the Zeeman energy of the split states given by 
Zeeman B J

E M B= , 

where 1
J

M =  . Taken together, the field and temperature dependent measurements suggest that the 

cyclotron magnetoplasmonic modes impart significant orbital angular momentum to the nanocrystal 

excited state, leading to the formation of oppositely polarized electronic states around the Fermi level 

(Figure 3.5d). Importantly, the appearance of MCD signal with a singular sign (in this case negative) 

indicates complete polarization of the carriers by the magnetoplasmonic modes. 

In analogy to emerging electronic technologies that rely on different degrees of freedom for achieving 

the polarization of charge carriers, including spintronics (electron spin) and valleytronics (discrete 

values of crystal momentum), we refer to harnessing the cyclotron plasmonic modes for information 

processing, transmittal, and storage as plasmontronics. The mechanism of this plasmon-induced carrier 

polarization in degenerate semiconductor NCs is an intriguing and challenging problem. We 
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hypothesize that optical phonons play a particularly important role in this mechanism, because they 

couple with both excitons and plasmons in semiconductors. Exciton-phonon coupling is governed by 

specific matrix elements of the coupling operator.162 On the other hand, free electrons associated with 

LSPR can also couple with optical phonons in metal oxide NCs,92 which is the basis of a well-known 

polaron effect. Importantly for this work, the phonons can transfer an angular momentum allowing for 

both the generation of the magnetoplasmonic modes and splitting of the semiconductor band states in 

the external magnetic field.163 

 

 

Figure 3.5 (a) Absorption (solid blue line) and MCD (solid black and colored dashed lines) spectra of 

ITO NCs (containing 10 % Sn4+) collected at 300 K. MCD spectra were recorded at different external 

magnetic field strengths, as indicated in the graph. 300 K MCD spectrum of In2O3 NCs (collected at 7 

T) is shown for comparison (solid red line); (b) Magnetic field dependence of MCD intensity at 4.34 

eV for ITO NCs in a as function of the magnetic field strength. The linear and Brillouin fits to the 
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experimental data are shown with blue and dashed red line, respectively; (c) 7 T MCD spectra of NCs 

in a collected at different temperatures (5-300 K); (d) Schematic representation of the splitting of the 

conduction band states, induced by angular momentum of the cyclotron magnetoplasmonic modes. 

Upon excitation with LCP and RCP light in a magnetic field cyclotron magnetoplasmonic modes with 

helicity ρ- (curved dashed blue line) and ρ+ (curved dashed red line), respectively, are formed. These 

modes couple with the exciton and transfer angular momentum (blue and red curved arrows) to the 

conduction band excited states, causing their splitting ( 1
J

M =  ) and difference in absorption of LCP 

(vertical blue arrow) and RCP(vertical red arrow) light. 

3.4 Effect of Localized Electrons 

Figure 3.6a (top panel) shows 5 K MCD spectra of In2O3 NCs synthesized in oxygen-rich conditions, 

for different magnetic fields. Surprisingly, a strong derivative-shaped signal coinciding with the band 

gap absorption transition is observed, indicating robust excitonic splitting in these NCs. The integrated 

MCD intensity is plotted with respect to the magnetic field in Figure 3.6 (top panel). The MCD intensity 

clearly begins to saturate at high magnetic fields, which is characteristic for a paramagnetic behavior. 

Assuming that this splitting is due to localized unpaired electrons associated with point defects, that 

could be oxygen vacancies and other internal or surface defects, we fitted the data in Figure 3.6b (top) 

with the Brillouin function (Eq. 2.4) for the spin state S=1/2 and Lande g-factor S
g =2.002,164 using 

the carrier concentration (N) as the only fitting parameter (red line). An excellent fit to the experimental 

data points suggests that native defects containing localized unpaired electrons can spin-split the NC 

band states in analogy to transition metal dopants in diluted magnetic semiconductors.165 The MCD 

spectra of In2O3 NCs synthesized under inert atmosphere show qualitatively similar trend with 

increasing magnetic field (middle panel in Figure 3.6a), although fitting to the MCD intensities (Figure 

3.6b, middle panel) shows deviation from S=1/2 Brillouin function dependence (red line) toward linear 

behavior (blue line). Upon incorporation of the sufficiently high concentration of Sn4+, the MCD 

intensity becomes completely linearly dependent on the magnetic field (Figure 3.6a, bottom panel). 

This reversal of the functional form from saturation to linearity suggests a change in the origin of the 

excitonic splitting, which is well-correlated with the evolution of LSPR from Figure 3.4a. As discussed 

above, cyclotron magnetoplasmonic modes, induced by the excitation of plasmonic In2O3 NCs with 

circularly polarized light in an external magnetic field, transfer angular momentum to the excitonic 

states leading to their Zeeman splitting. Broadening of the excitonic MCD spectrum of ITO NCs is 
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associated with a range of the number of free electrons in NCs due to variation in doping concentrations 

as well as the NC size distribution.166-167   

Figure 3.6 (a) MCD spectra of In2O3 NCs synthesized in air (top panel), In2O3 NCs synthesized in 

argon atmosphere (middle panel), and 10 % ITO NCs (bottom panel). MCD spectra were recorded at 5 

K and different external magnetic field strengths (1-7 T), as indicated in the graph. (b) Magnetic field 

dependence of integrated MCD intensity for In2O3 NCs synthesized in air (top panel), In2O3 NCs 

synthesized in argon (middle panel), and 10 % ITO NCs (bottom panel). The linear and Brillouin fits 

to the experimental data are shown with blue and red line, respectively.  

We also investigated the temperature dependence of the MCD intensity for undoped In2O3 and ITO 

NCs. For In2O3 NCs prepared in air, the MCD signal initially drops sharply with temperature (from 5 

to 100 K), followed by a more gradual decrease until it completely disappears at room temperature 

(Figure 3.7a, top panel and Figure 3.7b, black symbols). The MCD intensity is inversely proportional 

to temperature according to the Curie’s law (Figure 3.7b, black line), and indicates the presence of 

paramagnetic centers in In2O3 NCs prepared in oxidizing atmosphere. In spite of the steep decrease in 

MCD intensity with temperature, a significant signal with negative sign remains at room temperature 

in argon-synthesized In2O3 NCs (Figure 3.7a, middle panel). The reduction of the initial intensity with 

temperature follows the same dependence as for under oxidizing conditions (light blue symbols and the 

associated Curie’s law fitting in Figure 3.7b). In contrast to undoped In2O3 NCs, the MCD spectra of 

ITO NCs experience much smaller change with temperature. Specifically, the MCD intensity for 5% 

ITO NCs diminishes by only 4 % from 5 K to 300 K (red symbols in Figure 3.7b), with the decrease 
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obeying the Curie-type behavior, as described above. For ITO NCs containing higher doping levels 

(i.e., 10 % or more) MCD spectra remain virtually unchanged up to room temperature (Figure 3.7a 

bottom panel, and green and blue symbols in Figure 3.7b). MCD intensity decrease with temperature 

for ITO NCs evidently becomes less pronounced with increasing doping concentration, suggesting 

decreased contribution of paramagnetism associated with delocalized unpaired electrons. A comparison 

of the MCD spectra (given as ΔA/A) of undoped In2O3 and ITO NCs collected at 300 K are shown in 

Figure 3.7c. In addition to the blue shift and increased spectral broadening (vide supra), we observed 

an increase in excitonic MCD intensity with increasing carrier concentration. Together with the results 

from Figure 3.6, these data and analysis suggest the coexistence of two exciton splitting mechanisms 

in In2O3 NCs; one that dominates in the absence of free electrons and is temperature dependent (related 

to the presence of localized unpaired electrons), and the other that becomes relevant at higher doping 

levels and is temperature independent (induced by the cyclotron magnetoplasmonic modes).31 It should 

also be noted that this robust temperature-independent excitonic MCD signal cannot be associated with 

internal asymmetries (e.g., local lattice distortions due to the presence of oxygen vacancy sites). If local 

symmetry distortions contributed to excitonic Zeeman splitting at room temperature, the excitonic 

MCD signal would appear in the spectra of air-synthesized NCs (which to some extent also contain 

localized oxygen vacancies and/or other point defects), and gradually increase in intensity with 

increasing defect concentration. However, excitonic MCD signal is detected only when LSPR is 

actually formed in NCs, suggesting the sensitivity of the temperature-independent exciton Zeeman 

splitting to plasmon oscillations. Furthermore, in argon-synthesized In2O3 NCs that contain other 

dopant impurity traps and lack free electrons,168-169 there is no evidence of excitonic MCD signal even 

though the local lattice distortions should be even stronger.        
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Figure 3.7 (a) 7 T MCD spectra of In2O3 NCs synthesized in air (top panel), In2O3 NCs synthesized in 

argon atmosphere (middle panel), and 10 % ITO NCs (bottom panel) collected at different temperatures 

(5-300 K), as indicated in the graph. (b) Temperature dependence of the normalized integrated MCD 

intensity for In2O3 NCs synthesized in air (black symbols), In2O3 NCs synthesized in argon atmosphere 

(light blue symbols), and ITO NCs having different doping concentration as indicated in the graph. The 

data are fit to Curie’s law (solid lines). (c) MCD spectra (collected at 300 K) of NCs in (b) in the exciton 

region. The MCD intensity is converted to ΔA/A to enable comparison between different samples. 

The results of this work reveal important and unique new properties of plasmonic semiconductor 

NCs. Unlike diluted magnetic semiconductors, the In2O3 and ITO NCs studied in this work contain no 

magnetic dopants but still exhibit exciton splitting associated with both individual and collective 

electronic properties. At low concentration of oxygen vacancies, the number of free carriers is too small 

to generate collective oscillatory behavior,170 and the NC band splitting is associated with localized 

spin as an intrinsic electronic property. An increase in the concentration of vacancy defects results in 

the increased density of free electrons171 and their resonant cyclotron motion induced by circularly 

polarized light. In the external magnetic field, the ensuing magnetoplasmonic modes induce conduction 

band splitting around the Fermi level (vide supra). Given that LSPR has been reported for only a few 

free electrons in In2O3 NCs,12 the individual electrons that lead to spin-splitting of the band states must 

be highly localized on native defect sites. Increase in the carrier density by aliovalent doping leads to 

higher oscillator strength of LSPR and cyclotron plasmon resonance, and consequently to an increase 

in the contribution of magnetoplasmon-induced band splitting. MCD can therefore serve as a sensitive 

probe of the carrier delocalization. The observed change in excitonic splitting pattern with increasing 
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concentration of defects and/or dopants in Figure 3.7b is a signature of the evolution of electron 

delocalization in this material.  

Low-temperature magnetic susceptibility measurements show excellent agreement with the MCD 

data for In2O3 NCs (Figure 3.8a). Importantly, the saturation magnetization for ITO NCs increases with 

Sn4+ doping concentration (Figure 3.8b), suggesting that the density of localized charge carriers also 

increases with aliovalent doping. Similarly, the saturation magnetization of In2O3 NCs synthesized in 

non-oxidizing atmosphere is higher than that of In2O3 NCs synthesized in air (Figure 3.8b). The 

conclusion that arises from these results is that the density of both localized and delocalized electrons 

increases with increasing concentration of aliovalent dopants or oxygen vacancies. However, an 

increase in the overall carrier density leads to enhanced excitonic Zeeman splitting associated with 

cyclotron magnetoplasmonic modes, while the anomalous spin-induced Zeeman splitting associated 

with localized charge carriers subsides. 

Figure 3.8(a) Comparison between the magnetic susceptibility data and integrated MCD signal 

intensity for In2O3 NCs synthesized in oxidizing conditions as a function of the magnetic field (B). The 

data were fit to the Brillouin function (Eq. 2.4), and are in excellent agreement. (b) Magnetic 

susceptibility data for In2O3 NCs synthesized in air (black symbols) and argon (red symbols) and ITO 

NCs having different Sn4+ doping concentrations, as indicated in the graph. 
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Figure 3.9 (a,b) Calculated band structure diagrams of (a) oxygen-deficient In2O3 and (b) 3.125 % 

Sn4+:In2O3 (ITO) NCs. (c) Schematic representation of the band splitting with increasing free electron 

concentration: splitting induced by localized electron spins in the absence of LSPR (left), splitting 

induced by the coexistence of localized spins and angular momentum of the magnetoplasmonic modes 

due to delocalized electrons (middle), and by angular momentum of the cyclotron magnetoplasmonic 

modes alone at high conduction band occupancy (right) in In2O3. The increase of the concentration of 

free electrons is indicated by the arrow. 

To understand this phenomenon, we performed density functional theory (DFT) calculations using 

generalized gradient approximation (GGA) for In2O3 and ITO (See Experimental Section 2.3.12). 

Comparison of the band structure diagrams for ideal In2O3 and ITO lattices demonstrates aliovalent-

dopant-induced filling of the conduction band with free electrons (see Appendix C), consistent with the 

observed Burstein-Moss shift, as well as the previously reported calculations.158,172 Similar calculations 

performed by introducing oxygen vacancies (VO) to mimic the electronic structure of the NCs in this 

study suggest the formation of new states within the band gap which can act as double donors (Figure 

3.9a and b).173 Unpaired electrons localized in these states (and possibly other sub-band-gap states 

associated with surface defects) are responsible for the observed paramagnetism with saturation 

magnetization corresponding to S=1/2. Increasing concentration of oxygen vacancies and/or Sn4+ 

dopants (Figure 3.9b) leads to an increased number of electrons in the conduction band, raising the 

position of the Fermi level and the energy separation between the NC excited states and the localized 

defect states. A key feature responsible for indirect exchange interaction between localized defect states 

and unoccupied conduction band states, and the subsequent spin-induced band splitting of the NC host 
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lattice, is their mixing. In the simplified description, this mixing can be parametrized by the mixing 

coefficient ( D E
C − ) according to the perturbation theory:  

    
D DE E

D-E
D-E

Ĥ
C

E

 
=


                                  (Equation 3.1)  

where  D DE EĤ   is a wavefunction mixing integral describing the strength of mixing 

interaction, and  D E
E −  is the energy difference between native or surface defect states and conduction 

band excited states. In the absence of free electrons, the band splitting is governed only by anomalous 

Zeeman splitting induced by electron spins in shallow localized defect states (Figure 3.9c, left). For 

relatively low conduction band occupancy, localized-electron-spin-induced band splitting coexists with 

magnetoplasmon-induced splitting due to relatively small value of D E
E −  (Figure 3.9c, middle).  The 

anomalous spin-induced Zeeman splitting can be described similarly to exchange interactions in 

DMSs,160 with dominant s-d like interactions between localized donor spins and delocalized 

electrons.174 At high concentration of free electrons, large D E
E −  prevents the exchange interaction 

between native defect states and conduction band excited states (Figure 3.9c, right). Therefore, with 

increasing free carrier concentration the probability of anomalous Zeeman splitting of the NC band 

structure is reduced, while coupling between magnetoplasmonic modes and exciton is enhanced, 

leading to controlled polarization of charge carriers. 

3.5 Conclusion 

In this chapter, the field and temperature dependent MCD measurements on degenerately doped 

In2O3 NCs suggest that the cyclotron magnetoplasmonic modes impart significant orbital angular 

momentum to the nanocrystal excited state, leading to the formation of oppositely polarized electronic 

states around the Fermi level. The MCD measurements on In2O3 NCs synthesized under different 

atmosphere show that, at low carrier concentration regime, the excitonic splitting can also be induced 

by the localized unpaired electrons on native defects. The magnetization susceptibility measurements 

indicate that increase in aliovalent doping concentration also induces the formation of additional lattice 

defects due to charge compensation, leading to an increase in the number of localized carriers trapped 

in these sites. This is on contrary to the MCD results of heavily doped In2O3 NCs in which the excitonic 

splitting has negligible contribution from the localized electrons. Combing with DFT calculations, the 
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observed phenomenon can be explained in the context of perturbation theory. With increasing free 

carrier concentration, energy difference between native or surface defect states and conduction band 

excited states enlarges and reduces the probability of anomalous Zeeman splitting of the NC band 

structure. This work demonstrate the ability to control carrier polarization using both individual and 

collective electronic properties. 
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Chapter 4  
Effect of Dopant Activation and Plasmon Damping on Carrier 

Polarization in In2O3 Nanocrystals 

This chapter presents a study of the synthesis and direct comparison of the plasmonic properties of IMO 

and IWO NCs. Using a combination of structural and spectroscopic methods, including XRD, TEM, 

EDX, XPS, as well as XAS, we demonstrated that molybdenum and tungsten donor states in In2O3 NCs 

have different activation energy, allowing for tuning of LSPR energy, intensity, and coherence of  NCs 

without introducing a significant structural difference. Comparison of the excitonic MCD spectra of 

IMO and IWO NCs having different doping concentrations demonstrates that the excitonic splitting of 

the NC band structure increases with increasing LSPR intensity and decreasing LSPR damping. This 

chapter is partly adapted from: 

Yin, P.; Tan, Y.; Fang, H.; Hegde, M.; Radovanovic, P.V. “Plasmon-Induced Carrier Polarization in 

Semiconductor Nanocrystals” Nat. Nanotechnol. 2018, 13, 463-467. Copyright © 2018, Macmillan 

Publishers Limited. 

Yin, P.; Tan, Y.; Ward, M.J.; Hegde, M.; Radovanovic P. V. “Effect of Dopant Activation and Plasmon 

Damping on Carrier Polarization in Molybdenum and Tungsten-Doped In2O3 Nanocrystals” J. Phys. 

Chem. C 2019, 123, 29829-29837. Copyright © 2019, American Chemical Society. 

4.1 Structural Characterization of IMO and IWO NCs 

The synthesis of colloidal IMO and IWO NCs having different compositions was performed by non-

injection method in an inert atmosphere, as described in the Experimental section 2.2.2. An overview 

TEM image of typical IMO NCs synthesized with Mo/In molar precursor ratio of 0.1 is shown in Figure 

4.1a. These NCs have truncated square bipyramidal morphology with an average height (i.e., the 

longest dimension) of 13.5 ± 2.7 nm (Figure 4.1b). The average doping concentration was determined 

by EDX elemental analysis to be 9.2%. The summary of the characterization results for IMO NCs 

synthesized with different Mo6+ starting concentration in the reaction mixture is given in Table 4.1. For 

all NCs there is a tendency of a slight increase in the NC size and the extent of dopant incorporation 

with increasing dopant precursor concentration. Similar NCs were obtained in the presence of the same 

amount of tungsten ([W]/[In]=0.1), as the dopant precursor. The size of IWO NCs is somewhat smaller 

than that of IMO NCs, with an average bipyramid height of 9.1 ± 1.7 nm (Figure 4.1 c and d). The 
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amount of tungsten incorporated in NCs also appears to be reduced at higher dopant precursor 

concentration, indicating a lower rate of dopant incorporation. Importantly, Mo(VI) and W(VI) have 

nearly the same ionic radii in six-coordinate environment (0.59 Å and 0.60 Å for Mo(VI) and W(VI), 

respectively), suggesting that the difference in dopant size is not the cause for lower incorporation rate 

of tungsten. Instead, the actual doping concentration is likely associated with the stability of the two 

metal ions in the corresponding precursors relative to substitutional doping sites in NCs. Both high-

resolution TEM images (Figure 4.1a,b insets) and powder XRD patterns (Figure 4.1e) demonstrate that 

the samples are highly crystalline and have cubic crystal structure characteristic for bixbyite-type In2O3. 

The XRD peak broadening generally decreases with increasing doping concentration for both IMO and 

IWO NCs (See Appendix D), consistent with an increase in the average NC size. Figure 4.1f compares 

the Raman spectra of IMO and IWO NCs in Figure 4.1e. The peaks for both NC samples show 

significant broadening and decrease in intensity relative to those for In2O3 NCs, suggesting an increased 

long range lattice disorder associated with the difference in size between In3+ (0.80 Å) and dopant ions, 

as well as possible presence of accompanying native defects (e.g., oxygen vacancies). 

Figure 4.1 (a) TEM image of 9.2% IMO NCs. (b) Size distribution histogram for 9.2% IMO NCs 

determined from TEM images. (c) TEM image of 6.1% IWO NCs. (d) Size distribution histogram for 



 

 52 

6.1% IWO NCs determined from TEM images. (e) XRD patterns of In2O3 NCs (black line), 9.2% IMO 

NCs (blue line), and 6.1% IWO NCs (green line). Red sticks represent XRD pattern of bulk In2O3. (f) 

Raman spectra of NCs in (e), as labeled in the graph. Insets in panel (a) and (b) are typical lattice-

resolved TEM images of individual 9.2% IMO and 6.1% IWO NC, respectively. 

 

 

Table 4.1 Actual doping concentrations and average sizes of IMO and IWO NCs. 

Nominal 

[Mo]/[In] 

(%) 

Actual 

[Mo]/[In] 

(%) 

Average 

size 

(nm) 

Nominal 

[W]/[In] 

(%) 

Actual 

[W]/[In] 

(%) 

Average 

size 

(nm) 

1 0.3 10.3 1 0.4 7.5 

3 1.4 11.1 3 1.2 9.2 

5 4.2 12.7 5 1.5 11.8 

10 9.2 13.5 10 6.1 9.1 

 

4.2 Electronic Structure of Mo and W dopants 

The electronic structure of Mo and W dopant ions were investigated using XPS and X-ray absorption 

spectroscopies. Molybdenum 3d XPS spectrum of 4.2% IMO NCs is shown in Figure 4.2a. The 

observed splitting pattern suggests the presence of molybdenum ions in at least two oxidation states, 

which were identified by fitting the Shirley-background-corrected spectrum with Voigt functions. An 

excellent fit was achieved for two spin−orbit doublets corresponding to Mo 3d5/2 and Mo 3d3/2 states 

(Figure 4.2a, red line). The higher energy doublet with Mo 3d5/2 component at 232.4 eV and Mo 3d3/2 

component at 235.6 eV (blue shaded area) is assigned to Mo6+, based on the values characteristic for 

MoO3 (232.5 eV and 235.6 eV for Mo 3d5/2 and Mo 3d3/2, respectively).175-176 The components of the 

lower-lying doublet at 231.0 eV and 234.1 eV (orange shaded area) are close to the binding energies of 

Mo 3d5/2 (231.2 eV) and Mo 3d3/2 (234.3 eV), respectively, reported for Mo5+.175-176 On the basis of the 

integrated intensities of Mo 3d5/2 peaks we estimate that that ca. 30% of Mo dopant ions is in 5+ and 

70% in 6+ oxidation state. This is in contrast with IMO thin films prepared by aerosol-assisted chemical 
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vapor deposition, in which the main oxidation state of Mo is suggested to be 4+.177 XPS spectra of IMO 

NCs having different doping concentrations confirm the presence of Mo5+ (Figure 4.2b). One of the 

reasons for the coexistence of Mo5+ with Mo6+ is the coordinating solvent (oleylamine). Oleylamine 

acts as a reducing agent,178-179 allowing for a reduction of a significant fraction of Mo6+ to Mo5+ which 

is then incorporated into the NC host lattice.   

The electronic structure of Mo dopants was further investigated by X-ray absorption spectroscopy. 

Figure 4.2c shows the XANES spectra of IMO NCs having different doping concentrations together 

with commercial MoO2 and MoO3 powders as standards. The most notable differences observed from 

the XANES spectra are changes in the intensity of the pre-edge feature and a slight shift in energy of 

the primary absorption edge. The pre-edge intensity arises from dipole-forbidden Mo 1s→4d 

transitions, which become allowed via Mo 4d-5p orbital mixing. This mixing increases with the 

reduction of Mo site symmetry.180 A unit cell of bixbyite-type In2O3 consists of 16 formula units, with 

In3+ distributed between two non-equivalent six-coordinated sites. Eight In3+ ions reside in a trigonally-

compressed octahedral coordination of 6 equidistant oxygen ions (denoted as In(1) or b sites). The 

remaining 24 cations are located in the centers of the tetragonally-distorted polyhedra having three 

different In-O bond distances [denoted as In(2) of d sites]. It has been suggested that molybdenum ions 

preferentially occupy b sites in In2O3,181 similarly to Sn4+ dopants in indium tin oxide (ITO) NCs.182 

The pre-edge band is observed in all IMO NC samples, but increases in intensity with increasing doping 

concentration. These observations indicate a change in dopant speciation with increasing doping 

concentration. As the doping level increases fewer In(1) sites are available, forcing additional Mo ions 

to begin to occupy other available sites, including In(2).     

In contrast to molybdenum, tungsten dopants in In2O3 NCs prepared under described conditions 

predominantly reside in 6+ oxidation states, based on XPS spectra (Figure 4.2d and e). No definitive 

evidence of the presence of lower oxidation states was found. Although W K-edge lies in an energy 

range that is inaccessible at the 20BM beamline at APS (> 69.5 keV), L3-edge has been shown to be a 

useful alternative for assessing the tungsten oxidation state and geometry.183 Tungsten L3-edge XANES 

spectra of IWO NCs are very similar to that of WO3 and show negligible shift for different doping 

concentrations (Figure 4.2f), confirming insignificant changes in the dopant oxidation state. A small 

but of noticeable shift to lower energy has been observed for more reduced tungsten (Figure 4.3).183 A 

slight increase in the amplitude of the white line with increasing doping concentration is mostly related 

to an increase in local distortion of WO6 octahedra, as expected.184 
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Figure 4.2 (a,b) Molybdenum 3d XPS spectrum of 4.2% (a) and 9.2% (b) IMO NCs (black lines). Spin-

orbit components obtained by Voigt fitting are shown with blue and orange shaded areas for Mo6+ and 

Mo5+, respectively, as indicated in the graph. The overall fits to the experimental spectrum are shown 

with red lines. (c) Molybdenum K-edge XANES spectra of IMO NCs having different doping 

concentrations and molybdenum oxide standards (MoO2 and MoO3), as indicated in the graph. (d,e) 

Tungsten 4f XPS spectrum of 1.5% (d) and 6.1% (e) IWO NCs (black lines). Spin-orbit components 

corresponding to W6+ obtained by Voigt fitting are shown with blue shaded area. The overall fits to the 

experimental spectrum are shown with red lines. (d) Tungsten L-edge XANES spectra of IWO NCs 

having different doping concentrations and WO3, as indicated in the graph. 

    

Figure 4.3 W L3-edge XANES spectra of WO3 and WO2, demonstrating a shift of the main absorption 

band (white line) to lower energy with decreasing oxidation state. 
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Absorption spectra of IMO and IWO NCs are shown in Figure 4.4. The spectra of IMO NCs in the 

MIR region display a characteristic LSPR band, which increases in intensity and shifts to higher energy 

with increasing doping concentration (Figure 4.4a). This trend is associated with an increase in the free 

electron density, and is accompanied by a blue shift of the NC band edge absorption (Figure 4.4b) due 

to an increased occupancy of the conduction band states (Burstein-Moss shift).15 Qualitatively similar 

behavior is observed for IWO NCs at low doping levels (Figure 4.4c and d). However, in contrast to 

the spectra of IMO NCs, the maximum LSPR energy and intensity are attained at starting tungsten 

precursor concentration of 5%. Further increase in the doping concentration leads to a decrease in the 

absorption intensity and the red shift of LSPR band (Figure 4.4c). The same reversal is observed for 

IWO band edge absorption (Figure 4.4d).  The effective free electron concentration responsible for 

plasmonic properties of semiconductor NCs is a result of two opposing effects by aliovalent dopants - 

free electron generation and electron scattering effects.15 The maximum carrier density is evidently 

achieved for significantly lower doping concentration in IWO than in IMO NCs, suggesting a higher 

tungsten dopant activation. 

  

Figure 4.4 (a) LSPR absorption spectra of IMO NCs having different doping concentrations, as 

indicated in the graph. (b) Tauc plots for IMO NCs from panel (a) used to determine optical band gaps. 

(c) LSPR absorption spectra of IWO NCs having different doping concentrations, as indicated in the 

graph. (d) Tauc plots for IWO NCs from panel (c) used to determine optical band gaps.  



 

 56 

To investigate the origin of this difference we performed comparative DFT calculations for Mo and 

W-doped In2O3 by replacing one In atom sitting in the b site of a 80 atom In2O3 unit cell with Mo or 

W, which corresponds to the doping concentration of 3.125%. The optimized lattice parameters were 

found to be very similar, consistent with the negligible difference in ionic radii of Mo and W (Table 

4.2). The calculated density of states for IMO and IWO are plotted in Figure 4.5a and b, respectively. 

The total density of states diagrams for IMO and IWO (top panels) show nearly identical features 

suggesting a similar electronic structure of the two systems. The conduction band is comprised of In 5s 

and 5p states, as previously reported,12,158 and both dopants have localized d states at the Fermi level, 

suggesting their relatively weak overlap with the oxygen orbitals. Furthermore, conduction band width 

and dispersion are similar for both IMO and IWO (Figure 4.6), implying a similar effect of both Mo 

and W dopants on the host lattice electronic structure and carrier mobility. Given the analogous effect 

of molybdenum and tungsten dopants on the electronic structure of In2O3, the difference in dopant 

activation can be at least partly associated with a different ratio of dopant ions in 5+ and 6+ oxidation 

states. As discussed above, a significant fraction of molybdenum dopants is in 5+ oxidation states, 

while tungsten exists predominantly, if not exclusively, as W6+. Taken together, the theoretical and 

spectroscopic results suggest that Mo5+ is electrically inactive, requiring larger doping concentration to 

achieve the same free carrier density. 

  

Figure 4.5 Projected density of states diagrams for (a) 3.125% IMO, and (b) 3.125% IWO calculated 

by DFT. Fermi levels are indicated with the dashed lines. Contributions from specific orbitals of Mo, 

In, and O atoms to the total density of states (TDOS) are labeled in the graphs.  
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Figure 4.6 Band structure diagram of (a) 3.125% Mo-doped In2O3 (IMO) and (b) 3.125% W-doped 

In2O3 (IWO) calculated by DFT as described in Experimental section 2.3.12.2. 

Table 4.2 Structural parameters from DFT calculations 

System Lattice Parameter (Å) 

In2O3 10.116 

Mo:In2O3 (IMO) 10.114 

W:In2O3 (IWO) 10.128 

 

4.3 Carrier Polarization in IMO and IWO NCs 

Figure 4.7a (bottom panel) shows MCD spectra of 9.2% IMO NCs in the UV-visible region, collected 

at 7 T. The negative MCD bands with a maximum intensity at ca. 4.05 eV coincide with the band gap 

absorption (top panel), confirming their excitonic origin. The MCD intensity exhibits a linear increase 

with magnetic field strength (inset in Figure 4.7a). This linearity uniquely reflects the magnetic field 

dependence of the MCD intensity of cyclotron magnetoplasmonic modes, as described before (see also 

MCD data for another representative IMO NC sample in Figure 4.8).63,81 The fact that the excitonic 

signal with identical magnetic field dependence was observed without direct excitation of LSPR, attests 

to non-resonant plasmon-exciton coupling as a means of excitonic splitting and carrier polarization. 

This coupling enables not only the formation of magnetoplasmonic modes upon band gap excitation 

with circularly polarized light in a magnetic field, but also the transfer of the angular momentum from 

the magnetoplasmons to the conduction band states.31 The temperature dependence of the excitonic 
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MCD band for IMO NCs having different doping concentrations is shown in Figure 4.7b. All samples 

show a decrease in MCD intensity on warming up the samples from 5 to 100 K, that obeys the Curie-

Weiss law. However, the majority of the excitonic MCD intensity is temperature independent and 

remains unchanged up to 100 K. The extent of the temperature-induced depletion of MCD intensity 

decreases with increasing doping concentration; for 0.3% IMO NCs the MCD signal drops by ca. 35% 

from 5 to 100 K, while for 9.2% IMO NCs the reduction in MCD intensity in the same temperature 

range is only 12%. This difference in MCD temperature dependence is consistent with the increased C-

term MCD contribution for lower doping concentrations,31,151 due to the interactions involving 

paramagnetic species in the ground state. Comparable data were obtained for IWO NCs (Figure 4.9). 

 

Figure 4.7 (a) Optical absorption (top panel) and 7 T MCD (bottom panel) spectra of 9.2% IMO NCs 

collected at 5 K. Inset: magnetic field dependence of the excitonic MCD intensity maximum. (b) 

Normalized 7 T excitonic MCD intensity as a function of temperature for IMO NCs having different 

doping concentrations, as indicated in the graph. (c) Dependence of the integrated 7 T excitonic MCD 

signal intensity at 300 K on carrier concentration for IMO NCs.  
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Figure 4.8 (a) 5 K MCD spectra of 4.2% IMO NCs collected at different magnetic fields from 1 to 7 

T, as indicated in the graph. (b) Magnetic field dependence of the integrated excitonic MCD intensity 

for the spectra in (a). 

 

Figure 4.9 (a) Optical absorption (top panel) and variable-field MCD (bottom panel) spectra of 6.1% 

IWO NCs in the band gap region collected at 5 K. Magnetic fields corresponding the spectra in the 

bottom panel are indicated in the graph. (b) Magnetic field dependence of the integrated excitonic MCD 

intensity in (a). (c) Normalized 7 T excitonic MCD intensity as a function of temperature for IWO NCs 

having different doping concentrations, as indicated in the graph. 

 



 

 60 

As we have shown in the Chapter 3, the spin-splitting (anomalous Zeeman splitting) of excitonic 

states in plasmonic metal oxide NCs can arise not only from coupling of the conduction band states 

with unpaired d electrons on aliovalent transition metal dopant ions, but also with localized electrons 

on oxygen vacancy sites.26 In this study, dopant-induced spin-splitting would require the molybdenum 

or tungsten to exist in NCs in a reduced form relative to their precursors (Mo6+ or W6+). The appreciable 

amount of reduced dopants is found only in IMO NCs. Given a similar Curie-type temperature 

dependence of the excitonic MCD intensity for IMO and IWO NCs, it can be concluded that the NC 

excited state splitting is predominantly due to exchange interactions of the conduction band states with 

electrons trapped on native defect sites (e.g., oxygen vacancies) rather than with unpaired d electrons 

on dopant ions. The A-term excitonic MCD intensity for IMO NCs, expressed as a relative difference 

in absorption of LCP and RCP light at 300 K,31,151 is plotted as a function of carrier density in Figure 

4.7c. The magnitude of magnetoplasmon-induced excitonic splitting increases linearly with carrier 

concentration, suggesting that free carriers are directly correlated with the degree of excitonic spitting.  

To independently test the effects of specific plasmonic properties on the excitonic Zeeman splitting, 

we compared the results of room-temperature MCD measurements for IMO and IWO NCs. Although 

molybdenum and tungsten have similar chemical behavior and ionic radii, they exhibit different average 

oxidation states and activation energies in In2O3 NCs, allowing for concurrent modulation of the 

plasmonic properties (LSPR frequency and intensity, and the carrier mobility and scattering). Figure 

4.10a shows LSPR absorption spectra of IMO and IWO NCs having low doping concentrations, 

normalized to the band gap absorbance. The band energy and broadening for these two samples are 

similar, but the maximum intensity is nearly two-fold higher for IMO NCs. The difference in excitonic 

MCD intensities (Figure 4.10b) follows the difference in LSPR intensity, consistent with the results in 

Figure 4.7c. Similar effect of the LSPR intensity on excitonic MCD was consistently observed for all 

available IMO and IWO NC samples (Figure 4.11). On the other hand, Figure 4.10c compares the LSPR 

spectra of IMO and IWO NCs having high doping concentrations. These samples also have nearly 

identical LSPR peak energy and intensity, but show noticeable difference in spectral broadening. The 

LSPR absorption band width is determined by electron damping (Γ), which typically arises from 

impurity-related electron scattering (ionized impurity scattering).73 Based on the modified Drude-

Lorentz model, Γ is related to the frequency-dependent dielectric function of the material ( ( )   ) via 

following expression:67                                                                             
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where   is the high-frequency dielectric constant (≈4 based on ITO).185 The frequency-dependent 

dielectric function in Eq. 4.1 is related to the LSPR absorbance through Mie approximation, as shown 

in Appendix E.185 Fitting the spectra in Figure 4.10c (see Figure E.1) allows us to extract the values of 

Γ as a free parameter. The damping of plasmon oscillations is ca. 15% larger, while the excitonic MCD 

intensity is ca. 10 % lower for IMO relative to IWO NCs (Figure 4.10d), implying that the plasmon 

dephasing and carrier polarization are also well correlated. 

  

Figure 4.10. (a,b) LSPR absorption spectra (a) and 7 T excitonic MCD spectra (b) of IMO and IWO 

NCs having different LSPR band intensity but nearly identical broadening (carrier damping). (c,d) 

LSPR absorption spectra (c) and 7 T excitonic MCD spectra (d) of IMO and IWO NCs having similar 

LSPR band maximum energy and intensity but different broadening. The damping constant (Γ) was 

determined from the LSPR spectral broadening by fitting the spectra to the Drude-Lorentz model. The 

LSPR spectra were normalized to the band gap absorption intensity. All MCD spectra were collected 

at 300 K. 
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Figure 4.11 (a) LSPR absorption spectra and (b) 7 T excitonic MCD spectra of 4.2% IMO and 6.1% 

IWO NCs having different LSPR band intensity but nearly identical broadening (carrier damping). The 

LSPR spectra were normalized to the band gap absorption intensity. MCD spectra were collected at 

300 K. The MCD intensities are well-correlated with LSPR intensities, similarly to the data from Figure 

4.10, reflecting the role of plasmon oscillator strength in magnetoplasmon-induced excitonic splitting.   

Taken together, the results of Figures 4.7 and 4.10 demonstrate that the magnitude of the observed 

magnetoplasmon-induced excitonic splitting in In2O3 NCs is determined by a complex interplay 

between the NC electronic and structural parameters. The sensitivity of the excitonic MCD signal to 

LSPR intensity indicates that the increased carrier density promotes the angular momentum transfer to 

the conduction band excited states, owing to the increased magnetoplasmonic oscillator strength. By 

contrast, increased dephasing of LSPR oscillations due to ionized impurity scattering reduces the ability 

of the magnetoplasmonic modes to transfer angular momentum to the conduction band electrons. 

4.4 Conclusions 

In this chapter, I report the synthesis of colloidal plasmonic IMO and IWO NCs. Despite the similar 

chemical properties of Mo and W, the XPS and XANES results indicate a significant fraction of 

molybdenum dopants is in 5+ oxidation states, while tungsten exists predominantly as W6+. Both IMO 

and IWO NCs exhibit tunable LSPR absorption in the MIR range. However, for IWO NCs, the highest 

LSPR energy (maximum carrier density) is achieved for significantly lower doping concentration 

compared to that of IMO NCs, suggesting a higher tungsten dopant activation. DFT calculations show 

similar effect of molybdenum and tungsten dopants on the electronic structure of In2O3, thus the 

difference in dopant activation can be at least partly associated with a different ratio of dopant ions in 

5+ and 6+ oxidation states. The different activation energy of molybdenum and tungsten allowing us 

to obtain structurally similar NCs with different LSPR properties. Comparative MCD measurements 
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suggest the excitonic splitting of the NC host lattice is correlated with the LSPR intensity, suggesting 

the key role of the oscillator strength of the magnetoplasmonic modes in imparting angular momentum 

to the conduction band states. Furthermore, LSPR damping lead to the dephasing of the 

magnetoplasmonic oscillations and reduce the magnitude of the angular momentum transfer to the 

excitonic states.  
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Chapter 5  

Faceting Controlled Carrier Polarization in TiO2 Nanocrystals 

In previous Chapters, we demonstrated the magnetic-field-mediated plasmon-induced carrier 

polarization in aliovalently doped In2O3 NCs. LSPR also can be generated in vacancy-doped TiO2 NCs. 

Additionally, the formation of oxygen vacancies in TiO2 is accompanied by the formation of Ti3+, which 

is responsible for the generation of new energy states with the band gap.186 Thus it is intriguing to study 

the plasmon-induced carrier polarization in oxygen-deficient TiO2 NCs. In this chapter, using MCD 

spectroscopy, we demonstrated unique excitonic splitting patterns in plasmonic TiO2 NCs enabled by 

simultaneous control of their faceting and the degree of electron delocalization. This work has been 

published as: Yin, P.; Hegde, M.; Garnet, N.S.; Tan, Y.; Radovanovic, P.V. “Faceting-Controlled 

Zeeman Splitting in Plasmonic TiO2 Nanocrystals” Nano Lett. 2019, 19, 6695-6702. Copyright © 2019, 

American Chemical Society.  

5.1 Structural and Optical Properties of TiO2 NCs 

The TiO2 NC morphology and faceting, as well as the defect formation in the NCs were controlled 

by the selection of titanium(IV) halide precursor [TiF4 (F), TiCl4 (Cl), or their mixture (M)] and the 

coordinating ligand [oleylamine (OLAM) or 1-octadecanol (ODOL)]. We adopted the designation 

previously used for these types of samples, which specifies the precursor and coordinating ligand using 

the above abbreviations (F-OLAM, M-OLAM, and Cl-ODOL).27 All NC samples exhibit tetragonal 

anatase crystal structure, as evident from the XRD patterns shown in Figure 5.1a. The shifting and 

broadening of (004) and (200) peaks, and the ratio of (105) to (211) peaks have been associated with 

the degree of truncation of tetragonal bipyramidal anatase NCs perpendicular to <001> direction.27 In 

case of TiF4 precursor, F⁻ ions can selectively bind to facets of the nucleated anatase TiO2 NCs and act 

as a morphology-controlling agent,187 allowing F-OLAM TiO2 NCs to adopt strongly truncated 

bipyramidal morphology with a dominant fraction of {001}  facets. Such a high degree of truncation 

effectively gives rise to the formation of nanoplatelets, as shown in the inset of Figure 5.1a (top panel). 

On the other hand, M-OLAM and Cl-ODOL samples have reduced {001} faceting and dominant {101} 

faceting (insets in Figure 5.1a). The morphology of the NCs from these samples was confirmed by 

TEM imaging (Figure 1b and Figures F.1-F.3 in Appendix F). Additional discussion about the NC 

formation mechanism and morphology is also given in Appendix F. As expected based on the XRD 



 

 65 

peak broadening, which is particularly evident for 2θ ≈ 38° and 55°, the average size of NCs of Cl-

ODOL sample is larger than that of M-OLAM sample by a factor of 2 (Figure 5.2).  

The absorption spectra of TiO2 NC samples in the UV-visible and IR range, normalized to the band 

gap absorbance (i.e., NC volume), are shown in Figure 5.1c and d, respectively. In contrast to Cl-ODOL 

NCs, a strong broad band in the MIR range is observed for F-OLAM and M-OLAM NCs (Figure 5.1c). 

This band is characteristic for LSPR and gives F-OLAM and M-OLAM colloidal suspensions 

characteristic blue-green color (inset in Figure 5.1c). The intensity of LSPR is nearly two times higher 

for M-OLAM than for F-OLAM sample, indicating a higher density of free conduction band electrons 

in the former. This increase in electron density is accompanied only by a relatively small blue shift of 

the LSPR band maximum.19 A low sensitivity of plasma frequency (
p ) on carrier density could arise 

from nonparabolicity of the conduction band in anatase TiO2,188 similarly to degenerately-doped InN.38 

It is generally accepted that extra electrons in TiO2 arise from oxygen vacancies, which are responsible 

for high conductivity of TiO2 bulk samples,189 thin films,190 or nanostructures.191 While the redox 

titration method38,192-193 for counting free electrons in these NCs proved to be challenging, based on 

Drude model fitting of the LSPR spectra we estimate that the free electron densities of F-OLAM and 

M-OLAM NCs are on the order of 1020 cm-3.67 The concentration of localized electrons is expected to 

be only a fraction of this value (see below). The increase in the LSPR intensity is accompanied by a 

blue shift in the band edge absorption (Figure 5.1d) due to increased filling of the conduction band 

states (Burstein-Moss shift). It is relevant to note that the band edge absorption of M-OLAM lies at a 

higher energy relative to that of F-OLAM sample, in spite of F-OLAM NCs being significantly smaller 

in one dimension (truncated bipyramid height), confirming that the blue shift is not due to quantum 

confinement. Given the absence of LSPR in Cl-ODOL NCs, this sample will serve as a control 

experiment in the magneto-optical measurements (see below). 
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Figure 5.1 (a) XRD patterns of F-OLAM, M-OLAM and Cl-ODOL TiO2 NCs described in the text. 

The corresponding NC shapes are shown as insets. (b) Overview (left) and lattice-resolved (right) TEM 

images of F-OLAM (top panels), M-OLAM (middle panels) and Cl-ODOL (bottom panels) NC 

samples in (a). The relevant lattice planes are indicated in the lattice-resolved images in the right hand 

side panels. (c,d) Optical absorption spectra of the same NC samples in the MIR range (c) and UV-

visible range (d), showing LSPR and band gap absorption, respectively. The absorption spectra are 

normalized to the NC volume. The photographs of the colloidal suspensions of NCs are shown in the 

inset in (c). 
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Figure 5.2 Size distribution histograms for F-OLAM (top), M-OLAM (middle) and Cl-ODOL (bottom) 

TiO2 NCs determined from dynamic light scattering measurements on toluene suspensions. The 

average nanocrystal sizes and standard deviations are shown in the corresponding graphs. 

5.2 Electronic Structure of TiO2 NCs 

To investigate the local electronic structure of TiO2 NCs we performed comparative X-ray 

photoelectron spectroscopy (XPS) and X-ray absorption near-edge spectroscopy (XANES) 

investigations. Figure 5.3a shows Ti 2p XPS spectra of M-OLAM (bottom), F-OLAM (middle), and 

Cl-ODOL (top) TiO2 NCs. The two peaks centered at 458.5 eV and 464.3 eV in the spectra of Cl-

ODOL and F-OLAM samples are readily assigned to the 2p3/2 and 2p1/2 doublet transition, respectively, 

characteristic for Ti4+. However, in contrast to the spectra of F-OLAM and Cl-ODOL, M-OLAM 

spectrum clearly shows asymmetric structure and broadening at the low energy side of both spectral 

bands. Multiple peak fitting reveals the presence of additional peaks at 457.7 eV and 462.6 eV, which 

are characteristic for Ti3+ 2p3/2 and 2p1/2, respectively. We further investigated the coordination number 

and local symmetry of Ti sites using XANES (Figure 5.4). The pre-edge features of XANES spectra 

are particularly sensitive to the Ti coordination environment, because the local symmetry affects the 

degree of p-d orbital mixing.194 The pre-edge spectrum of Cl-ODOL (Figure 5.3b, top panel) shows 

four characteristic peaks with relative intensities similar to the spectra reported for anatase TiO2.195-196 
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On the basis of an empirical correlation between the A2/A3 peak ratio and the particle size, the 

increased A2 peak intensity has been attributed to the increased contribution from five-coordinate Ti 

centers mostly residing in the surface vicinity.195 Similar trend is observed in Figure 5.3b. The A2/A3 

peak ratio for F-OLAM (middle panel) and M-OLAM (bottom panel) increases noticeably compared 

to that for Cl-ODOL sample, consistent with their smaller sizes and larger surface-to-volume ratios. 

Importantly, although F-OLAM NCs have larger surface area to volume ratio than M-OLAM NCs, 

owing to their platelet-like morphology, the A2/A3 peak ratios are similar. This observation suggests 

that the additional Ti sites with a lower coordination number reside in the interior of M-OLAM NCs, 

which can be associated with internal oxygen vacancies. 

 

Figure 5.3 (a) Ti 2p XPS spectra of Cl-ODOL (top panel), F-OLAM (middle panel) and M-OLAM 

(bottom panel) TiO2 NC samples. Best fits to the experimental data (black squares) are shown with red 

lines and the shaded areas represent deconvoluted Ti4+ (blue) and Ti3+ (orange) 2p doublets. (b) Pre-

edge XANES spectra of Cl-ODOL (top panel), F-OLAM (middle panel) and M-OLAM (bottom panel) 

samples. Best fits to the experimental data (black squares) are shown with red lines and the shaded 

areas represent deconvoluted characteristic peaks indicated in the top panel. Light blue line is the fit to 

the leading edge of the shoulder feature in the XANES spectrum located at ca. 4980 eV. 
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Figure 5.4 Overview XANES spectra of F-OLAM, M-OLAM, and Cl-ODOL nanocrystal samples, as 

indicated in the graph. Spectrum of commercial anatase TiO2 powder (black trace) is shown for 

comparison.    

To examine the electronic states of plasmonic TiO2 NCs we performed density functional theory 

(DFT) calculations of ideal and vacancy-containing TiO2. The calculated electronic structure of the 

ideal and vacancy-doped TiO2 supercell is shown in Figure 5.5. Figure 5.5a plots the projected density 

of states of ideal anatase TiO2. The valence and conduction bands have mostly oxygen 2p and titanium 

3d character, respectively, as expected. The calculated band gap energy is 2.33 eV, which is in 

reasonable agreement with the experimental value of the optical band gap (3.2 eV), given the well-

documented propensity of DFT methods to underestimate the band gap energy of semiconductors. 

Introduction of a single oxygen vacancy in the supercell leads to the formation of sub-band-gap states 

ca. 0.22 eV below the conduction band (Figure 5.5b and c). These states have Ti 3d character, and are 

associated with the formation of Ti3+. These results are consistent with the premise that oxygen 

vacancies can act as trap states which foster the reduction of the Ti4+ host lattice cations and the 

subsequent Ti3+ self-doping. The introduction of oxygen vacancy also shifts the Fermi level to higher 

energies, associated with the formation of electron donor states. The formation of shallow Ti3+ states 

near the conduction band edge can explain that the individual Ti3+ centers and complexes involving 

exchange-coupled Ti3+ contribute to the observed band splitting in addition to magnetoplasmonic 

modes. (See below) 
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Figure 5.5 Density functional theory calculations for TiO2 NCs. (a-c) Projected density of states for Ti 

(bottom panels) and O (middle panels), and total projected density of states (top panels) for (a) ideal 

TiO2 supercell, (b) vacancy-containing TiO2 supercell, and (c) vacancy-containing TiO2 supercell near 

the conduction band edge. The Fermi levels are shown with dashed lines. The valence and conduction 

bands have mostly oxygen 2p and titanium 3d character, respectively. (d) Titanium d-orbital 

contribution to the Ti projected density of states, indicating that the lower part of the conduction band 

is dominated by dxy orbitals.   

5.3 Magneto-optical properties of TiO2 NCs 

Figure 5.6 (lower panel) compares the MCD spectra of F-OLAM and M-OLAM samples in the UV-

visible range. The dominant feature in both spectra is the positive band that coincides with the 

corresponding band edge absorption (upper panel of Figure 5.6). In contrast to F-OLAM and M-

OLAM, no MCD signal is observed for non-plasmonic Cl-ODOL TiO2 NCs (dashed trace in Figure 

5.6) which is consistent with the previous magneto-optical studies on anatase TiO2 thin films.197-198 This 

comparison confirms that the LSPR is necessary for inducing band splitting in TiO2 NCs using magnetic 

field and circularly polarized light. Unlike LSPR MCD signal, which originates from cyclotron motion 

of free electrons,81-82 the excitonic MCD intensity involves Zeeman splitting of the excited electronic 

states. LSPR can be indirectly excited by circularly polarized light via coupling with the exciton, while 

the resulting magnetoplasmonic modes induced by an external magnetic field impart angular 

momentum to the excited states around the Fermi level.31 The mechanism by which cyclotron 

magnetoplasmonic modes are generated and coupled with exciton to produce aforementioned Zeeman 

splitting is a subject of an ongoing investigation. However, an important component of this mechanism 

could be lattice phonons, because they satisfy key requirements to mediate the process; phonons can 
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couple with both excitons162 and plasmons92 in semiconductors, and simultaneously transfer angular 

momentum,163 allowing for the formation of the magnetoplasmonic modes and splitting of the 

conduction band states in a magnetic field. Importantly, the sign of the excitonic MCD band is opposite 

from that observed for plasmonic In2O3 NCs (Figure 5.7),26,31 indicating reversed splitting pattern of 

the excited states. The ramification of these results is that plasmon-induced carrier polarization can be 

controlled by the electronic structure of the NC host lattice. While these considerations require further 

investigations and are beyond the scope of this work, one of the notable differences between In2O3 and 

TiO2 is that the nature of the conduction band states.12,199 Unlike the conduction band of In2O3, which 

has In s-orbital character, the conduction band of anatase TiO2 consists predominantly of symmetry-

sensitive Ti d-states (Figure 5.5).199 Specifically, the lower part of the TiO2 conduction band is 

dominated by dxy orbitals (Figure 5.5d). This hypothesis was confirmed for WO2.72 NCs (Appendix G), 

which also have the conduction band states made up of W 5d orbitals.200 

 

Figure 5.6 Optical absorption (top panel) and MCD (bottom panel) spectra of F-OLAM (blue trace) 

and M-OLAM (green trace) NCs in the UV-visible region. MCD spectrum of Cl-ODOL (black dashed 

trace) is shown for comparison. 
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Figure 5.7 Comparison between 300 K MCD spectra of M-OLAM TiO2 and 5 % Sn-doped In2O3 (ITO) 

NCs. The opposite sign of MCD bands attests to the role of the nanocrystal electronic structure on the 

magnetoplasmon-induced excitonic splitting (illustrated in the insets).   

 

Although the excitonic splitting is common for both M-OLAM and F-OLAM TiO2 NCs, there are 

some notable differences between the MCD spectra of these two samples. The spectrum of M-OLAM 

has a set of low-intensity spectral features around 1.8 eV (see also Figure 5.8), and a broad structureless 

band having a negative sign and a maximum intensity at ca. 3.1 eV (400 nm). We assign the low-energy 

spectral features from 1.6 to 2.1 eV to symmetry-split 2T2→2E transition, characteristic for six-

coordinate Ti3+, based on their energy and intensity.201 The energy range of the band centered at 3.1 eV 

appears to be too high for intra-ionic (d-d) ligand-field transitions. Instead, in d1 complexes, such as 

Ti(III) and V(IV), such strong broad bands lying above ~ 2.5 eV are generally assigned to interionic 

(charge transfer) transitions (see below).202-203 Another difference between M-OLAM and F-OLAM 

MCD spectra, which is particularly important for this work, is related to high-temperature excitonic 

MCD intensity (Figure 5.9). The signal intensity at 300 K is stronger for M-OLAM sample, and concurs 

with the trend of LSPR intensity in Figure 5.1c. This result is consistent with the conclusion that MCD 

spectra of the excitonic transitions gain intensity through coupling with the magnetoplasmonic modes.26 
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Figure 5.8 Ligand-field MCD spectra of M-OLAM TiO2 NCs in the low-energy region, assigned to 

symmetry-split 2T2→2E transitions characteristic for six-coordinate Ti3+. (a) Variable-magnetic-field 

MCD spectra showing saturation behaviour of MCD intensity with increasing magnetic field strength. 

(b) Variable-temperature MCD spectra showing decreased intensity with increasing temperature. Both 

magnetic field and temperature dependencies are consistent with paramagnetic behavior.    

 

Figure 5.9  300 K MCD spectra of F-OLAM (blue trace) and M-OLAM (green trace) NCs in the band 

gap region. The MCD intensities are shown normalized to band edge absorbance (ΔA/A), and thus are 

directly comparable. 

The MCD spectra of F-OLAM TiO2 NCs collected at 5 K and different magnetic fields from 1 to 7 

T are shown in Fig 5.10a. The integrated excitonic MCD intensity follows ideal linear dependence on 

the magnetic field (Figure 5.10b), reflecting the magneto-optical behavior of LSPR. The intensity of 

this MCD signal decreases with temperature from 5-300 K by ca. 20 % (Figure 5.10c). The excitonic 

MCD intensity decay with temperature can be fit to Curie-Weiss law (Eq. 2.5). The agreement of the 
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fit with the experimental data, as shown in Figure 5.10d, suggests that the decrease in the signal 

intensity with temperature is associated with paramagnetic Ti3+ centers formed by reducing a small 

fraction of Ti4+ host lattice cations.204 Importantly, these results suggest that excitonic splitting in self-

doped TiO2 NCs can be attained without the need for an external magnetic impurity.205  The component 

of the excitonic MCD signal that remains constant at high temperatures represents the contribution from 

the magnetoplasmon-induced carrier polarization, which is independent of temperature. 

  

Figure 5.10 (a) 5 K MCD spectra of F-OLAM TiO2 NCs in the band gap region collected for different 

magnetic field strengths (1-7 T). (b) Magnetic field dependence of integrated MCD intensities 

determined from the spectra in (a). (c) 7 T MCD spectra of F-OLAM TiO2 NCs in the band gap region 

collected for different temperatures (5-300 K). (d) Temperature dependence of the integrated MCD 

intensities determined from the spectra in (c). (e) Schematic representation of the excited state splitting 

in TiO2 NCs induced by angular momentum of the cyclotron magnetoplasmonic modes (dashed red 

and blue lines). The splitting causes the difference in absorption of LCP (vertical blue arrow) and RCP 

(vertical red arrow) light with selection rule 1
J

M =  .  

The field and temperature dependences are more complex for M-OLAM samples (Figure 5.11). The 

MCD spectra of this sample for different magnetic fields are shown in Figure 5.11a. The intensities of 
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symmetry-split ligand-field transitions at ~ 1.8 eV saturate with increasing magnetic field strength 

(Figure 5.8a), although they are too weak to accurately integrate. Even though the negative band at ca. 

3.1 eV and the excitonic transition overlap to some degree, their deconvolution through peak fitting 

(see Experimental Section 2.3.9.3) allows for extraction of the integrated intensities (Figure 5.12). The 

field dependencies of these integrated intensities are compared in Figure 5.11b. Surprisingly, the 

Brillouin function (Eq. 2.4) fits best to the intensities of the negative band (red diamonds in Figure 

5.11b) for the net spin state S=1 (rather than S=1/2 which would correspond to isolated non-interacting 

Ti3+ sites) and the Landé g-factor of 1.97 characteristic for six-coordinate Ti3+.206-207 This analysis 

further suggests that this band is not due to a ligand-field (d-d) transition, but rather charge transfer 

between a neighboring oxygen ion (as a ligand) and Ti3+ ion (as a metal) involved in a dinuclear 

complex consisting of two ferromagnetically-coupled Ti3+ centers. From the solid-state band structure 

perspective, ligand can also be viewed as a part of the valence band given its O 2p character (Figure 

5.5). This conclusion is consistent with the formation of a triplet ground state (S=1) involving exchange 

coupling of two Ti3+ ions, enabled by a bridging oxygen vacancy (Figure 5.11e).208 It has been proposed 

that two extra electrons trapped by initially ionized oxygen vacancy site ( ••
ΟV ) are localized on two 

individual nearest-neighbor cations, forming a pair of Ti3+ ions which are exchange-coupled to give the 

net spin state of 1.209 Even higher net spin states have been reported in some reduced anatase TiO2 NCs, 

with four ferromagnetically coupled Ti3+ ions having an effective spin state S=2.210 Based on the 

comparison with the absorption spectra of six-coordinate Ti3+ complexes and the observed magnetic 

field dependence, we assign the negative MCD band in Figure 5.11a to Ti3+-O ligand-to-metal change 

transfer transition involving exchange-coupled Ti3+ (Figure 5.11e).  

 

We were particularly interested in the magnetic field and temperature dependences of the excitonic 

MCD spectrum of M-OLAM relative to F-OLAM sample. Although the MCD dependence on the 

magnetic field for the excitonic transition of M-OLAM (Figure 5.11b, blue triangles) differs from that 

for the charge transfer band (Figure 5.11b, red diamonds), it also significantly deviates from linearity 

expected for magnetoplasmon-induced band splitting. The difference between the temperature 

dependences of these two transitions is even more pronounced (Figs. 5.11c and d). The charge transfer 

band decreases more strongly with temperature, and becomes undetectable at 300 K. On the other hand, 

excitonic band retains ca. 60 % of its 5 K intensity at room temperature. The decrease in both signals 

follows the Curie-Weiss law (Eq. 2.5), consistent with spin-induced Zeeman splitting (solid lines in 
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Figure 5.11d). These results suggest that excitonic splitting consists of two contributions, similarly to 

F-OLAM samples ─  magnetoplasmon-induced splitting which is temperature independent, and 

anomalous Zeeman splitting which decreases with temperature. However, the best fit for the field 

dependence of the excitonic MCD intensity is obtained for a combination of the linear fit and the 

Brillouin function for S=1 (solid blue line in Figure 5.11b and Figure 5.13). These results demonstrate 

not only that the oxygen vacancies serve a dual purpose (to mediate the formation of high-spin state 

complexes involving Ti3+ and to generate LSPR), but that the newly formed high-spin complexes can 

act as highly-selective spin polarizers in TiO2 NCs. To our knowledge, this is the first demonstration 

of a complex consisting of exchange-coupled impurity sites serving as an artificial quasi-molecular 

dopant that selectively induces splitting of the semiconductor band states. This result opens the door 

for using redox chemistry involving native defects to engineer and control quantum states. 

 

Figure 5.11 (a) 5 K MCD spectra of M-OLAM TiO2 NCs collected for different magnetic field 

strengths (1-7 T). (b) Magnetic field dependence of the integrated MCD intensities determined from 

the spectra in (a) for different transitions, as indicated with the corresponding symbols. Red line is the 

best fit of the integrated intensity of the negative band centered at ca. 3.1 eV with the Brillouin function 

(equation 2) for S=1. Blue line is the best fit of the integrated excitonic intensity with a combination of 

the linear dependence and Brillouin function for S=1. Dashed blue line designates ideal linear 
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dependence characteristic for magnetoplasmon-induced excited state splitting. (c) 7 T MCD spectra of 

M-OLAM TiO2 NCs collected for different temperatures (5-300 K). (d) Temperature dependence of 

the integrated MCD intensities determined from the spectra in (c) for different transitions, as indicated 

with the corresponding symbols. The lines are best fits of the Curie-Weiss law (equation 2.5) to the 

corresponding experimental data points. (e) Schematic representation of a complex involving two 

neighboring Ti ions (left) and their reduction and coupling induced by oxygen vacancy (right). Titanium 

sites are shown with light blue spheres, oxygen sites with red spheres, and oxygen vacancy with open 

dotted circle.  The two neighbouring titanium ions reduced by the oxygen vacancy are exchange-

coupled giving the net spin state S=1. Charge transfer transition involving exchange-coupled Ti3+ are 

indicated with the arrow. 

  

 

Figure 5.12  (a) Deconvoluted bands for charge transfer transition (negative band) and excitonic 

transition (positive band) for different magnetic field strengths. (b) Best overall fits (dashed lines) to 

the experimental spectra (solid lines) for different magnetic field strengths. (c) Deconvoluted bands for 

charge transfer transition and excitonic transition for different temperatures. (d) Best overall fits 

(dashed lines) to the experimental spectra (solid lines) for different temperatures. The overall fits are in 

excellent agreement with the experimental spectra in both (b) and (d).   
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Figure 5.13 Magnetic field dependence of the integrated excitonic MCD intensity for M-OLAM TiO2 

nanocrystal sample (black squares). Solid lines are best fits involving a combination of linear 

dependence (representing the magnetoplasmon-induced splitting) and Brillouin function (blue line 

corresponds to g=1.97 and S=1, and red line to g=1.93 and S=1/2). The best agreement is obtained for 

high net spin state (S=1).   

5.4 Magnetic Properties of TiO2 NCs 

The origin of Ti3+ formation and the correlation between oxygen vacancies and Ti3+ in different TiO2 

NC samples were further explored by EPR spectroscopy (Figure 5.14a). In the case of F-OLAM sample, 

a relatively strong signal at g≈1.93 and a weaker narrower signal at g≈2.00 were observed. The signal 

at g=2.00 can be associated with oxygen radical species (e.g., O¯  or O2 ̅  ) on TiO2 surfaces,211  while 

that at g≈1.93 to paramagnetic Ti3+ ions located on or near the surface of the NCs.186,211 These EPR 

features are also observed for M-OLAM sample, although they appear less pronounced owing to the 

reduced fraction of {001} facets relative to F-OLAM NCs. In addition, the EPR spectrum of M-OLAM 

sample shows a strong broad signal at g≈1.97. This signal, which has been attributed to the presence 

of internally-incorporated Ti3+, is frequently associated with the formation of bulk oxygen vacancies 

(see also Figure 5.5 and the associated discussion),207 and its broadening is indicative of Ti3+ 

interactions. Internal vacancy-enabled self-doping of TiO2 NCs with Ti3+ results in the formation of 

Ti3+ exchange-coupled pairs which generate high net spin state and contribute to the NC band splitting. 

To gain further insight into the mechanism of band splitting in TiO2 NCs, we compared the magneto-

optical results with those of the magnetization measurements. The saturation magnetization for M-

OLAM sample is ca. 60 times larger than that for F-OLAM, suggesting a higher concentration of 



 

 79 

paramagnetic centers (Figure 5.14b). The saturation magnetization for F-OLAM NCs is best fit with 

S=1/2 Brillouin function, assuming Landé g-factor characteristic for surface-bound Ti3+ (g=1.93). A 

small deviation from the ideal spin-only saturation behavior is likely related to site symmetry-induced 

spin-orbit coupling (Figure 5.14b, inset). The best fit to the magnetization data for M-OLAM sample, 

on the other hand, is achieved for S=1 spin state which corresponds to Ti3+ exchange-coupled pairs, as 

discussed above (see also Figure 5.15). From these and the results in Figure 5.1c, it is evident that both 

free electron concentration (responsible for LSPR intensity) and localized Ti3+ centers (responsible for 

saturation magnetization) increase in parallel, enabled by the formation of the oxygen vacancy defects. 

The main difference between Ti3+-induced band splitting in F-OLAM and M-OLAM samples is related 

to the NC dimensionality.  The concentration of internal oxygen vacancies and the resulting Ti3+-VO-

Ti3+ complexes, which are dominant in M-OLAM NC sample, are negligible in F-OLAM nanoplatelets 

because of the small fraction of bulk. The Ti3+-related band splitting in F-OLAM can, therefore, be 

associated only with non-coupled Ti3+ in the vicinity of the NC surfaces. 

 

Figure 5.14 (a) EPR spectra of F-OLAM (blue trace) and M-OLAM (green trace) nanocrystal samples. 

Red dashed line represents the Lorentzian fit to the broad signal arising from strongly interacting 

internal Ti3+, and dashed dark blue line is a spectrum of M-OLAM sample upon subtraction of the 

Lorentzian fitting curve. (b) Magnetization as a function of applied magnetic field for F-OLAM and 

M-OLAM nanocrystal samples. Best fits of the Brillouin function (Eq. 2.4 in the Experimental Section) 

to the experimental data are shown by corresponding lines. Based on the MCD and EPR results the 

fitting was performed using S=1/2 and g=1.93 for F-OLAM, and S=1 and g=1.97 for M-OLAM NCs. 

Inset shows zoomed-in data for F-OLAM sample (a relatively small deviation from ideal S=1/2 

behavior is due to coupling with the residual orbital magnetic moment associated with the Ti3+ site 

symmetry). 
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Figure 5.15 Comparison between the Brillouin fits (solid lines) to the experimental magnetization data 

for M-OLAM sample (green diamonds) for S=1/2 (black line) and S=1 (green line). The g-values used 

for fitting are the characteristic values for different Ti3+ species, as discussed in the main text. The best 

agreement between the fit and the experimental data is obtained for high spin state (S=1), which 

corresponds to Ti3+ exchange-coupled pairs. Minor deviation of the experimental data points from the 

S=1 Brillouin fit can be associated with the presence of a small fraction isolated Ti3+ (S=1/2).   

5.5 Conclusion 

TiO2 NCs with different morphologies were synthesized. The detailed XRD and TEM analysis 

demonstrates the correlation between the degree of truncation and a percentage of {001} plane, which 

is associated with plasmonic properties as shown by the absorption measurements. The structural 

analysis also indicates the existence of surface oxygen vacancies in F-OLAM, while M-OLAM has 

appreciable amount of bulk oxygen vacancies. The location of oxygen vacancies was associated with 

the formation of individual or exchanged-coupled Ti3+ pairs as implied by the EPR and magnetization 

measurements. The MCD measurement shows the room-temperature MCD splitting in plasmonic TiO2 

NCs enabled by the coupling between magnetoplasmonic modes and exciton which attests the 

generality of this phenomenon. In addition, at low temperature, both individual Ti3+ in F-OLAM, and 

exchanged coupled Ti3+ pairs in M-OLAM can induce the splitting of semiconductor band states.   
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Chapter 6 

Conclusions and Future Work 

6.1 Conclusion 

The studies performed as a part of this thesis focus on the plasmon-induced carrier polarization in 

plasmonic semiconductor NCs. I demonstrated a robust electron polarization in degenerately doped 

In2O3 NCs, enabled by non-resonant coupling of cyclotron magnetoplasmonic modes with the exciton 

at the Fermi level. We hypothesize that optical phonons play a particularly important role in this non-

resonant coupling, because they couple with both excitons and plasmons in semiconductor NCs. 

Importantly, the phonons can transfer angular momentum, which allows for both the generation of the 

magnetoplasmonic modes and the splitting of the band states in an external magnetic field. In addition, 

we studied the exciton splitting in In2O3 NCs synthesized under different conditions and different Sn4+ 

doping concentrations. The results demonstrated the control of the nature of band splitting in plasmonic 

semiconductor NCs that do not contain any magnetic dopants by controlling their electronic structure 

and the type and concentration of defects acting as electron donors and traps. The extent of carrier 

localization in point-defect states is determined by the defect configuration in the NC lattice having a 

particular crystal structure, and the sample preparation conditions. In addition to enhanced LSPR, 

increase in aliovalent doping concentration also induces the formation of additional lattice defects due 

to charge compensation, leading to an increase in the number of localized carriers trapped in these sites. 

The concentration of carriers in plasmonic semiconductor NCs can be effectively controlled either 

electrochemically or chemically via charge transfer-based electron injection, potentially enabling a 

dynamic control of carrier polarization in this class of materials. The ability to control exciton 

polarization in In2O3 NCs using both individual (localized) and collective (plasmonic) electronic 

properties asserts them as multifunctional materials with interacting degrees of freedom (charge, spin, 

and plasmon) and allows for the possibility of using these materials for spintronics and quantum 

information processing. 

To develop deeper understanding of the effects governing magnetoplasmon-induced excitonic 

splitting, I also reported the synthesis and comparative characterization of the electronic structure and 

plasmonic properties of IMO and IWO NCs. Although both Mo and W belong to group VI of the 

periodic table of elements and have very similar ionic radii and chemical behavior in a given oxidation 

state, they also exhibit some notable differences as aliovalent dopants in In2O3 NCs. Most notably, W 

exists predominantly in 6+ oxidation state, while Mo coexists as Mo5+ and Mo6+, with Mo5+ having 
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negligible contribution to the generation of free conduction band electrons. This difference in average 

oxidation states is responsible for lower dopant activation in IMO compared to IWO NCs. The ability 

to achieve different dopant activation in IMO and IWO NCs enabled us to modulate plasmonic 

properties of otherwise structurally and chemically similar systems and observe phenomena associated 

with non-resonant interactions between plasmon and exciton in an external magnetic field. Using MCD 

spectroscopy, this thesis demonstrates that that the excitonic splitting of the NC host lattice is correlated 

with the LSPR intensity, suggesting the key role of the oscillator strength of the magnetoplasmonic 

modes in imparting angular momentum to the conduction band states. However, in aliovalently doped 

semiconductor NCs dopant-related increase in the free electron density is accompanied by ionized 

impurity scattering and a decrease in carrier mobility. This phenomenon leads to dephasing of the 

magnetoplasmonic oscillations and reduces the magnitude of the angular momentum transfer to the 

excitonic states. The achieved excitonic splitting is a result of the trade-off between these two opposite 

effects - plasmon oscillator strength and electron damping. It is quite possible and even likely that other 

structural parameters (electronic and lattice) also play an important role, which is a subject of ongoing 

investigations. The results of this work provide a guideline for the rational design and optimization of 

plasmonic semiconductor NCs as multifunctional materials with correlated plasmon and charge degrees 

of freedom. 

I also demonstrated highly selective morphology-induced control of carrier polarization in oxygen-

deficient TiO2 NCs. Simultaneous generation of LSPR and self-doping in TiO2 NCs arise from the 

intrinsic redox chemistry involving oxygen vacancies, which can be controlled via surface ligation and 

NC morphology. The fluoride-induced oxygen vacancy electronic states are responsible for donating 

free electrons to the conduction band and the formation of cyclotron magnetoplasmonic modes upon 

excitation with circularly polarized light in a magnetic field. Free electrons arising from the presence 

of oxygen vacancies can also localize on titanium sites, reducing Ti(IV) to Ti(III) which acts as a self 

dopant. In F-OLAM TiO2 nanoplatelets having a large fraction of fluoride-stabilized {001} facets, 

oxygen vacancies are predominantly formed as near-surface defects, resulting in localized surface-

segregated Ti(III) sites with single unpaired electrons (S = 1/2). On the other hand, in truncated square 

bipyramidal M-OLAM NCs having a smaller percentage of {001}surface area and larger bulk volume 

oxygen vacancies can be stabilized internally, resulting in the formation of two adjacent vacancy-

bridged Ti(III) sites which are exchange-coupled to produce triplet state (S = 1). Surprisingly, all 

species (magnetoplasmon, individual and exchange-coupled Ti(III) centers) lead to distinct excitonic 

splitting pattern. Controlling the redox properties of specific vacancy sites allows for selective carrier 
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polarization and the formation of discrete quantum states. The main ramification in this work is that 

complex multifunctional materials with multiple interacting degrees of freedom (plasmon, spin, and 

charge), relevant for emerging quantum technology applications, can be designed by simple control of 

the morphology and faceting of colloidal plasmonic semiconductor NCs.    

 

6.2 Future Work 

We propose that the plasmon-induced carrier polarization in plasmonic semiconductor NCs is 

mediated by optical phonons. To shine more light on the mechanism, it is important to further expand 

the library of plasmonic samples of in which the phonon and magneto-optical properties will be 

thoroughly investigated. Nonstoichiometric InN NCs could be one of the intriguing systems because it 

is a more technologically relevant III-V semiconductor. In addition, as discussed in section 1.4.1, the 

plasmon-phonon interaction in III-V semiconductor thin films has been extensively studied which 

provides the base for our investigation of the possible plasmon-phonon coupling in InN NCs. The 

resonant Raman spectroscopy allows us to probe the coupled plasmon-phonon modes and in 

conjunction with the excitonic splitting measured by MCD spectroscopy, we could establish the 

correlation between the phonon and the carrier polarization in InN NCs. Furthermore, we could perform 

the time-resolved absorption experiments in which we will pump InN NCs using radiation above its 

band-gap energy and probe the plasmon absorption and possibly even the coupled phonon modes. This 

experiment can reveal the dynamics of exciton, plasmon, as well as phonon in InN NCs and provide 

more evidence of the interaction between these quasiparticles. It is also an intriguing possibility to use 

helicity-resolved Raman spectroscopy to investigate the interaction between optical phonons and 

photons with opposite helicity which could help us understand angular momentum transfer process 

associated with optical phonons and the resulting carrier polarization in plasmonic semiconductor NCs. 

Dynamic tuning of magnetoplasmonic properties and the subsequent carrier polarization will also be 

important for both comprehensive understanding of the plasmon-exciton interaction in semiconductors 

and the practical use of plasmonic semiconductor NCs in the optoelectronic devices. As mentioned 

before (see section 1.1.4), LSPR in semiconductor NCs can be readily tuned by electrochemical 

charging/discharging. Thus, it is highly relevant to perform in-situ MCD measurement of 

semiconductor NCs in the battery-type cell under different potentials. This would allow us to identify 

unambiguously the effect of carrier concentration on the magneto-plasmonic properties and the 
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plasmon-exciton coupling in semiconductor NCs without the interference of structural change 

associated with aliovalent doping or change in synthesis conditions.  
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Appendix A  

Low-Frequency Absorption Measurement of Oxygen Deficient In2O3 

NCs 

The absorption spectra of pure In2O3 nanoparticles synthesized under argon atmosphere at low energy 

range were confirmed by using the set-up illustrated in Figure A.1a. Black body radiator (Newport 

Oriel 67000 series) was set at 1000 K to generate the low-frequency emission as a source. After the 

beam passes through a KBr beam splitter and CsI substrate with deposited sample, the transmission 

spectrum is collected by the MIR detector (DTGS-PE, Bruker IFS 66v/S). The black trace in Figure A. 

1b shows the emission spectrum after passing the radiation beam through beam splitter and CsI pellet 

without a sample. With successive deposition of a NC suspension on the CsI substrate, the intensity of 

transmitted light decreased accordingly, indicating the absorption by In2O3 NCs. The absorption 

spectrum shown as black trace in Figure A.1c was obtained by taking the difference between the 

transmitted spectra before and after adding sample suspension. The result is in a good agreement with 

the spectrum acquired by FTIR measurement. 

Figure A. 1 (a) Schematic representation of the set-up for measurement of absorption spectra in MIR 

range using black body radiation source. (b) Raw transmission data for In2O3 NCs synthesized in argon 

for different amounts of sample deposited on CsI substrate. (c) Comparison of the absorption spectra 

obtained by FTIR spectrometer and using a set-up in (a). The LSPR spectra are essentially identical for 

both methods. 



 

 86 

Appendix B  

Landau Level Spectroscopy 

The cyclotron motion of a free electron in solid state materials caused by an external magnetic field can 

also give rise to the formation of Landau states, which are associated with the Landau diamagnetism. 

It is therefore instructive to briefly compare and contrast the spectroscopic properties of the Landau 

states with those of the magnetoplasmonic modes observed in this work. The Schrödinger equation for 

the cyclotron motion of free electrons in a magnetic field has a harmonic oscillator form212, with the 

characteristic angular rotation frequency ( c
 ) of the harmonic oscillator expressed as: 

c

eB

m c
 =


                                  (Equation B1) 

where m* is the effective mass of the carrier. The energy eigenvalues (known as Landau levels) for 

an electron in a parabolic band in a semiconductor are then given by: 
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          (Equation B2) 

where m  is the effective mass component along the magnetic field, z
k  is the wave vector in the 

direction of the magnetic field, N  is the Landau quantum number ( N =0, 1, 2,…), and S
m is the 

magnetic spin quantum number ( 1 2
S

m =  ). According to last term of eq. B2 each Landau level is 

split into two sublevels due to spin-orbit coupling determined by the Landé g factor (Figure B.1a). This 

quantization of the Landau levels gives rise to a variety of magneto-oscillatory phenomena. Importantly 

for this work, the interband (exciton) absorption transitions involving Landau levels obey the selection 

rule 0N = (Figure B.1a).213 The transition energies for the corresponding MCD spectra in Faraday 

configuration for left (
N

h − ) and right (
N

h + ) circularly polarized light are defined as: 
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           (Equation B3) 
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where 
gE  is the optical bandgap energy, 

r
m

  is the reduced effective mass of the bands and c
  is 

the associated cyclotron frequency, and g  is the combined g-factor of both bands. The dependence of 

transitions energies on N  results in the periodic oscillatory structure of both absorption and MCD 

spectra (Figure B.1b), which is a signature of the Landau level spectroscopy.213 Furthermore, the spin-

orbit splitting of the Landau states shown in Figure B.1a leads to both positive and negative MCD 

bands. As emphasized in the main text, in addition to robust MCD signal at high temperature (above 

300 K) and low field (below 1 T), the absence of any periodic variations in either absorption or MCD 

spectra and the presence of only negative MCD signal at high temperatures demonstrate that carrier 

polarization in plasmonic semiconductor NCs reported in this work is associated with circular 

magnetoplasmonic resonance as a collective behaviour of free electrons. 

Figure B. 1 (a) Schematic representation of the Landau levels for the valence band (VB) and the 

conduction band in an external magnetic field (B). Interband absorption and MCD transitions involving 

these Landau levels are shown with arrows; b, Exciton absorption (top part) and MCD (bottom part) 

spectra corresponding to the transitions indicated in (a) which result in the characteristic oscillatory 

patterns. 
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Appendix C  

Calculated Band Structure of In2O3 and ITO 

 

 

Figure C.1 Calculated band structures for (a) In2O3 and (b) 3.125 % Sn4+-doped In2O3 (ITO). The 

calculations were performed for the ideal lattices (left panels) and upon introduction of one oxygen 

vacancy per supercell (right panels). The electronic structures of In2O3 and ITO are in a very good 

agreement with the theoretical results reported in the literature. 
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Appendix D 

Additional Structural Information of IMO and IWO NCs 

 

Figure D.1 a-d, Overview TEM images of IMO NCs with (a) 0.3 %, (b) 1.4 %, (c) 4.2 %, and (d) 9.2 

% Mo doping concentrations, and corresponding high-resolution TEM images (e-h), andsize 

distribution histograms (i-l). 
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Figure D.2 XRD patterns of (a) IMO and (b) IWO NCs synthesized with different dopant to indium 

precursor ratio, as indicated in the graph.  Vertical lines indicate the bulk XRD pattern of cubic bixbyite-

type In2O3. 

 

 

Figure D.3 Raman Spectra of (a) IMO and (b) IWO NCs synthesized with different dopant to indium 

precursor ratio, as indicated in the graph.  Vertical lines indicate the position of Raman spectrum of 

bulk cubic bixbyite-type In2O3. 
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Appendix E 

Modelling of the LSPR Spectra Using Drude Model 

The extraction of the plasmonic parameters from LSPR absorption spectra can be performed starting 

with the fundamental expression for absorbance ( A ): 

NCA l =           (Equation E1) 

where NC
  is the NC density in a colloidal suspension (i.e., number of NCs/cm3), l  is the absorption 

path length, and   is the NC absorption cross section defined as: 

3 KBr

KBr

( )
4 Im

( ) 2
kR

   
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 −
=  + 

             (Equation E2) 

where ( )    is the frequency-dependent dielectric function for doped In2O3,  KBr
 is the dielectric 

constant of KBr as a matrix for infrared absorption measurements (2.36),214 KBr
k

c

 
=  , and R is the 

average NC radius. Using Eq. 4.1 in the main text for ,  the can be expressed in terms of plasmonic 

parameters ( p  and  ), allowing for fitting the absorption spectra in Figure E.1. 

 

Figure E.1 (a) Drude model analysis of the LSPR spectra of (a) 9.2% IMO and (b) 6.1% IWO NCs. 

Modeling of the LSPR spectra was performed as described in ref. 56 in the Chapter 4 (see details 

above). The plasmonic parameters ( p  and  ) indicated in the graph were obtained as free parameters 

from the best fits to the experimental spectra.  
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Appendix F 

Origin of the Difference in Morphology of TiO2 NCs 

In case of TiF4 precursor, F⁻ ions, formed in situ during the coordination of oleic acid to dissolved Ti4+, 

can selectively bind to {001} facets of nucleated anatase TiO2 NCs and act as a morphology-controlling 

agent (ref. 185 in the main text). This selective coordination of fluoride ions hinders nanocrystal growth 

along <001> direction, and results in the formation of platelet-like NCs. When TiF4 and TiCl4 mixture 

is used, the amount of HF generated during the synthesis is significantly reduced, which leads to the 

formation of truncated bipyramidal NCs with a relatively small surface area percentage of {001} facets, 

and a large percentage of {101} facets. Correspondingly, by using TiCl4 precursor alone, the fraction 

of the {001} facets is expected to be the smallest among the three samples shown in Figure 5.1. It has 

been reported that ODOL could be used as the provider of the hydroxyl groups in non-aqueous colloidal 

synthesis of metal oxide NCs.215 The presence of ODOL as a coordinating ligand (or co-surfactant) in 

this synthesis can therefore accelerate the hydroxylation of Ti4+ in solution and the ensuing 

polymerization, resulting in the faster NC growth, as evident from the results in Figure 5.1 and Figure 

5.2. By using a specific combination of precursors and coordinating ligands, one can systematically 

control the morphology and size of the TiO2 NCs, and ultimately the formation of native defect states 

(see the discussion in the main text).  

We note that majority of F-OLAM and M-OLAM NCs in Figures F.2 and F.3 appear relatively 

similar. The main reason for that similarity is that most F-OLAM and M-OLAM NCs are oriented along 

<001> direction (i.e., they rest on a {001} facet formed by truncation of the square bipyramidal NCs 

during their growth in solution), resulting in square projections when viewed along [001] zone axis. 

However, M-OLAM NCs have a significantly higher contrast, indicating a higher thickness due to 

lower degree of NC truncation, consistent with the nanocrystal drawing in Figure 5.1a (inset).  

The average thickness of F-OLAM NCs is measured to be ca. 5 nm for nanoplatelets oriented 

perpendicular to the square base (Figure F.2). On the other hand, M-OLAM samples do not show any 

“rod-like” features expected for nanoplatelets rotated 90 degrees relative to the square base (Figure 

F.3). A different orientation of these non-spherical M-OLAM NCs is the reason why some NCs appear 

to have a different shape in TEM images. Nevertheless, based on the large overview image (Figure 

F.3), it is clear that these M-OLAM NCs are highly uniform in size. Importantly, using CrysTBox 

program analysis, we performed a detailed analysis of high resolution TEM images and the 

corresponding electron diffraction patterns, which allowed us to elucidate the orientation and faceting 
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of the representative NCs (Figure 5.1b and Figure F.1), as discussed in the manuscript. Specifically, a 

lower degree of truncation implies smaller fraction of {001} faceting in M-OLAM relative to F-OLAM 

NCs which is also well-correlated with the concentration of free electrons. Similar analysis for Cl-

ODOL NCs (Figure 5.1b and Figure F.1) revealed somewhat more complex NC faceting, but most 

importantly confirmed a much lower degree of truncation along <001> direction. This faceting results 

in elongated “rice-like” morphology of Cl-ODOL NCs, which is one of the common morphologies of 

TiO2 NCs.216 This elongated “nanorice” morphology is also evident from the overview TEM images in 

Figure 5.1b (bottom panels), despite varying NC orientation, similarly to M-OLAM NCs. Importantly 

for this study, the fraction of {001} faceting is well-correlated with the concentration of charge carriers, 

which is ultimately enabled by fluoride ions, as discussed above. This analysis unambiguously 

demonstrates the correlation between the degree of truncation and a percentage of {001} plane, which 

is associated with plasmonic properties. 
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Figure F.1 Lattice-resolved TEM images (left panels), their Fourier transform (middle panels), and 

atomic simulation of the corresponding crystal lattice orientation (right panels) for (a) F-OLAM NCs, 

(b) M-OLAM NCs, and (c) Cl-ODOL NCs. Orange lines in TEM images designate the lattice planes, 

as indicated. Red spheres in right hand side panels indicate titanium and yellow spheres oxygen atoms. 
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Figure F.2 Overview TEM image of F-OLAM NCs showing different NC orientations. Side view of a 

typical nanoplatelet oriented perpendicular to the square base is indicated with an arrow. Inset: high-

resolution TEM image of a nanoplatelet oriented perpendicular to the square base, indicating relevant 

lattice planes.   
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Figure F.3 Overview TEM image of M-OLAM NCs showing NC uniformity throughout the sample. 

Inset: zoom-in of the overview image showing different NC orientations. Typical truncated square 

bipyramidal NCs oriented perpendicular to the square base are indicated with an arrow. High-resolution 

TEM of a M-OLAM NC oriented perpendicular to the NC square base is shown in Figure 5.1b (middle). 

Additional discussion about NC faceting, including the difference between F-OLAM and M-OLAM 

NCs is given the text above.   
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Appendix G 

Characterization and Magneto-Optical Properties of WO2.72 NCs 

 

Figure G.1 Characterization and magneto-optical properties of WO2.72 NCs. (a) XRD pattern of WO2.72 

NCs, prepared by modifying a procedure used for the synthesis of tungsten nanoparticles.217 The XRD 

pattern of the nanocrystal sample agrees well with that reported for WO2.72 phase (red sticks, JCPDS-

084-1516). (b) TEM image of WO2.72 sample in (a) demonstrating the formation of nanorods. (c) 300 

K absorption (top panel) and MCD (bottom panel) spectra of the same WO2.72 nanorods. In addition to 

the excitonic absorption with the onset at ca. 400 nm, a broad feature extending into NIR range 

corresponds to LSPR, consistent with the previously reported results for similar NCs. Importantly, a 

positive sign of the excitonic MCD band with the maximum at ca. 300 nm is observed, similar to TiO2 

NCs.   
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