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David Bates and Nima Bassiri

Preface

T H E  E S S A Y S  C O L L E C T E D  here were presented at the workshop Plasticity 

and Pathology: History and Theory of Neural Subjects at the Doreen 

B. Townsend Center for the Humanities at the University of Cali-

fornia, Berkeley. As co-organizers of this event, we were trying to 

put together several different strands of scholarship that have taken 

up the challenge of critically engaging with contemporary neuro-

science research. As the neurosciences have gained considerable 

popular interest in the past decade or so, the impact of this work on 

the humanities and social sciences has been less clear. While some 

have embraced with great enthusiasm the findings of neuroscience 

and used them in their own research, others willfully ignore the 

field altogether despite the obvious relevance to anyone working on 

the way human beings think, act, and are fashioned in the world. 

This volume is an effort to explore how scholars in the humanities 

and social sciences might begin to think critically about the histori-

cal and conceptual (not to mention institutional) development of 

the human subject in the age of neural science, as a way of raising 

questions about who we are and who we might be.
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We have chosen the intertwined fields of plasticity and pathol-

ogy as our starting point because they reveal most clearly that the 

history of neuroscience is hardly one of strict reductionism. Both 

of these conceptual fields are and have been highly ambivalent, 

suggesting in their own way the degree to which the nervous 

system—and especially its central organ, the brain—has often 

been considered an ever-evolving, dynamic, and transformative 

space. Plasticity is essential to, for example, the developmental 

potential of the infant brain and therefore an essential dimen-

sion of the human self. Plasticity also marks the possibility of a 

radical change. It is precisely this flexibility that helps the ner-

vous system respond to injury and pathological conditions. And 

yet to transform the brain so radically—in reaction to injury or 

through internal transformations—is to transform the subject 

itself, to make in a way a new human being. Therefore, rather 

than trying to stabilize the concepts of plasticity and pathology as 

definitive categories, we actually want to emphasize the under-

lying fluidity at the heart of these concepts—not just according 

to their contemporary prominence in neuroscience but because 

they also index a set of important conceptual developments and 

possibilities in the history, anthropology, and philosophy of mind 

and brain medicine.

The scholars collected here represent different ways of 

approaching the question of the neural foundations of a human 

subject. The essays range from anthropological accounts of sub-

ject formation, investigations of contemporary neuroscientific 

research, and historical analyses of key theoretical debates in the 

formative decades of neuroscience to forays into artificial nervous 

systems with their own artificial forms of plasticity, narrative 

interpretations of neural subjects, and philosophical reflection on 

the nature of the mind. They are intended to display the con-

ceptual variability of these terms and to indicate a way of think-

ing about their varied historical development and their continued 

transformation in the present and into the future. Plasticity and 
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pathology, as neurological concepts, point to complicated phe-

nomena in the history and theory of the human sciences. To 

grasp the significance of these phenomena we need an open and 

multidisciplinary approach.

W E  W O U L D  L I K E  to thank Alan Tansman, director of the Townsend 

Center, for his intellectual and material support for this project, 

which is part of a broader initiative on “Thinking the Self.” We 

would also like to thank Anthony Cascardi, dean of arts and 

humanities, and Carla Hesse, dean of social science, as well as 

the Department of Rhetoric for generously funding the original 

workshop. We are indebted to Teresa Stojkov, associate director of 

the Townsend Center, for all her help making this edited collec-

tion a reality.
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Emily Martin

1 Toward an Ethnography  

of Experimental Psychology

A N  E N D U R I N G  Q U E S T I O N  in the history and philosophy of science is: 

What do we mean by objectivity and subjectivity?1 In their historical 

overview Lorraine Daston and Peter Galison set out three phases 

of scientific knowledge over the centuries, from “truth to nature,” 

to “mechanical objectivity,” to “trained judgment.” On the one 

hand, the epistemic virtue of “mechanical objectivity” strives to 

“capture nature” while eliminating any intervention on the part 

of the researcher. Exemplary photos of snowflakes show how they 

were deliberately presented to retain asymmetries that show the 

capture of nature with as little interference from the researcher 

as possible. The epistemic virtue of “trained judgment,” on the 

other hand, is one in which intuitive or aesthetic elements can 

enter into how a researcher interprets a brain image, for example. 

One of their examples of trained judgment is, in Daston’s words, 

an “image of the magnetic field of the sun [mixing] the output of 

sophisticated equipment with a ‘subjective’ smoothing of data—

the authors deemed the intervention necessary to remove instru-

mental artifacts.”2 Epistemic virtues are not rigidly separated into 
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different regimes as much as they are characteristic of them. In this 

paper I offer a modest engagement with the issue of “training” 

in relation to psychological experimentation as a way of under-

standing how experimental psychologists grapple with issues 

of subjectivity and objectivity. We will see that a basic goal of 

the experimental method in cognitive psychology is to keep the 

human subject stable in time and space. Since human beings are, 

in many other contexts in the history of neurology, understood 

as constitutively mobile, changeable, and profoundly plastic, this 

is a hard job. We should not be surprised if accomplishing such a 

hard, perhaps impossible job produces some contradictions.

In what follows I turn to the history of experimental psychol-

ogy, which was closely connected to anthropology at its begin-

ning, to understand what role subjectivity and objectivity were 

granted at an earlier time and to offer a partial solution to the 

puzzle I will introduce in due course. I will describe two incidents 

from my current fieldwork with experimental cognitive psychol-

ogists (ongoing in three labs in the United States) to present a 

puzzle about what role subjectivity has today in experimental 

psychology. I will relate what experimental cognitive psycholo-

gists explained to me as the ways they maintain objectivity in 

their experiments through various forms of control.

Incident #1

D U R I N G  T H E  T W O - Y E A R  wait I endured while trying to obtain per-

mission to do fieldwork in experimental psychology labs, I passed 

the time by volunteering to be a subject through public requests 

posted by academic psychology departments on the web or on 

bulletin boards. I was struck by how irrelevant my experience as 

a subject was to the experimenters. In one experiment, for exam-

ple, I was hooked up with electrodes used to measure small facial 

movements of which I was unaware. These would indicate my 

emotional responses to photographs presented on the computer 
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screen in front of me. I pressed keys on the keyboard to register 

my conscious responses to these photographs. A software pro-

gram tallied the results. My responses were produced, I was told, 

by specific parts of my brain. What the researchers sought were 

data about how my brain reacted to the photographs. Whatever 

was going on in my conscious experience could be ignored. For 

example, although the monitor I was to attend to and make my 

responses to was right in front of me, just on my left was another 

monitor, which would show the varying electrical impulses from 

my electrodes. I noted to the experimenter that I could easily see 

the read-out of my own responses, and she said, “That’s fine, it 

doesn’t matter.” It was as if the experimental setting were consid-

ered such a secure enclosure that it could render minor aspects 

of my environment insignificant, including even my ability to see 

the readout from my own facial electrodes.

Incident #2

A  G R A D  S T U D E N T  in a different lab told me about an experiment he 

was thinking of doing that would build on earlier research. He 

said, “The earlier experiment didn’t work, and one of the reasons 

that it didn’t work is they didn’t train people. They just put them 

immediately in the scanner and tried to do everything at that 

time.” Coincidentally, in the lab meeting for yet another lab that 

same week there was a long discussion of “test-enhanced learn-

ing.” I learned that researchers have found experimentally that 

any form of practice before a test improves outcomes. It does not 

matter whether the student gives wrong answers or is given no 

questions to answer at all but only told to mechanically fill in 

the answer bubbles: practice of any kind before a test improves 

performance.

At this moment, sitting in the lab meeting, I was shocked. 

The grad student had just told me that lack of practice before an 

experiment was a factor in the failure of an experiment, but in 
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the lab meeting I had just learned that psychological research had 

demonstrated the power of the “practice effect” in impinging on 

performance. Only then did I realize that in almost all the experi-

ments in which I had volunteered as a subject I was being trained 

before the experiment started. I certainly remembered the prac-

tice exercises. But I had thought of them as if I were a student 

who was being tested about whether I was an adequate subject, 

not as a form of training that would affect my performance in the 

experiment. After the practices I couldn’t help asking, “How did 

I do?” None of the experimenters ever answered that question 

except to say “Fine” with a smile, as if my question really didn’t 

have an answer. Nor were my experiences unusual: the dozens of 

textbooks on experimental method I have consulted recommend 

the use of practice trials to “stabilize the subjects” “before the 

experimental conditions of interest are introduced.”3

So the puzzle conveyed by these incidents is this: in the first 

case the experimental setting is held to be so powerful that it 

can render aspects of the subject’s experience irrelevant. In the 

second case the experimental setting actually includes training 

techniques that deliberately affect the subject’s experience. These 

aspects of the two settings seem to work in opposite directions. 

Another way to put this is this: in the first incident it is the sub-

ject’s experience that is at issue; in the second it is both the sub-

ject’s experience and the experimenter’s experience, in the sense 

that the experimenter’s goal of achieving an effect might be said to 

have intervened in the experiment.

Understanding why I was told that my experience of seeing 

the readout of my own responses didn’t matter comes fairly eas-

ily, thanks to historians of psychology (such as Betty Bayer, Kurt 

Danziger, and Jill Morawski) who have described how “intro-

spection”—the role of the subject’s own experience (his or her 

subjectivity)—largely came to be ruled out of experimental set-

tings by the mid-twentieth century. According to John Carson, 

by eliminating introspection, the human subject was thus “trans-
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formed into a usable experimental object.”4 Similarly historian 

Kurt Danziger has remarked on the progressive elimination of 

the subject’s own experience from psychology and pointed out that 

where the effort has been made to reintroduce it, the refusal has 

been absolutely relentless.5 Daston and Galison say that subjectiv-

ity has at times been a “fighting word.”6

So far so good. But if the subject’s experience can be ignored, 

how do we understand the need for training subjects? Psycholo-

gists generally certainly accept the virtue Daston and Galison 

describe as “mechanical objectivity,” “capturing nature” while 

avoiding interventions by the researcher. But one kind of inter-

vention is apparently an exception: experimenters design train-

ing for subjects that happens routinely as a part of the experimental 

protocol. We could ask whether another of Daston and Galison’s 

virtues—“trained judgment”—is playing a role here, but we 

would have to realize an important difference: for Daston and 

Galison, it is the experimenter whose judgment is trained; in my 

fieldwork labs it is the human subject who is trained. How can a 

subject who is trained by the experimenter play a part in producing 

(objective) scientific knowledge?

The Experiment

T O  M O V E  T O W A R D  the beginning of an answer, we might start with 

the concept and practice of the experiment in psychology labs. I 

have learned in my psychology classes and labs that good experi-

ments need to have the following characteristics. Dependent vari-

ables are distinguished from independent variables. All dependent 

variables should be clearly measurable. Dependent variables are 

commonly measured by reaction time, the interval between the 

time the stimulus is presented and the time the subject presses 

a key. Commonly these are behaviors in a task, such as distin-

guishing between different stimuli or remembering a stimulus 

from earlier in the experiment. The experimenter introduces 
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independent variables and controls them precisely. These are called 

manipulations because the independent variables are meant to 

cause a change in the dependent variables.

I have been told this is difficult to follow, and it is for me too. 

Imagine a simple scene in an experiment. The subject sits before 

a keyboard and monitor. Stimuli are flashed on the screen, and 

the subject presses designated keys to indicate her response: yes, 

it is a word, or no, it is not a word is a simple example. Then the 

numerical results are logged on a spreadsheet. The reaction time 

between stimulus and response is the dependent variable and a 

small number of conditions are the independent variables, cho-

sen by the researcher. These are the simple elements of a behav-

ioral experiment, but they are also the basis of experiments using 

more elaborate technological methods, such as EEG measure-

ments on the scalp or brain imaging in an fMRI machine. When 

all this is in place, the experimenter may see an effect. An effect is 

demonstrated when subjects produce statistically significant dif-

ferent reaction times under different conditions. Psychologists say 

some colleagues are especially good at “getting effects.” Others 

are not so lucky.

The subjective experience of those sitting in the subject’s chair 

is not supposed to be involved. The processes being measured 

(cognition) are not knowable to the subject—under ordinary cir-

cumstances we do not know what we remember best, what we 

react to most emotionally, or how we respond to a manipulation 

involving risk or failure. And we certainly do not know what 

parts of the brain may be processing these cognitive operations.

Stabilizing the Subject in Time and Space

Y O U  C A N  S E E  that control of variables plays an important role in an 

experiment. But so does control of the subject as a living, human 

person. A key part of a psychology experiment is stabilizing the 

subject in time and space. Historically a simple method of holding 
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the subject still in space was the bite bar, dating to experiments 

by the physicist Hermann von Helmholtz and reiterated in twenti-

eth-century American college psychology labs.7 Its contemporary 

descendant is the fixation point. The fixation point is an image of 

a cross, in the shape of a plus sign that appears on the computer 

monitor in an experiment, usually between trials. No one but me 

thinks it is interesting! When I ask about it, people say, “Oh, it is 

just to prevent subjects from looking around all over the place.”

In the dozens and dozens of experiments in which I have been 

a subject, I’ve noted that experimenters do not generally explic-

itly say to subjects, “Look at the fixation point when it appears.” 

(I heard something like this only once.) One time, in an ongoing 

experiment I was observing, I asked the graduate student what 

the fixation point was for. Only then did he tell the subject to look 

at the fixation point.

Perhaps one reason subjects don’t need to be told about the 

fixation point is that there is another way a living human being 

can be held steady in time and space so that comparable data can 

be extracted from him or her. This modest stabilizing technology, 

central to the psychological experiment, is the table. Obvious and 

overlooked, the table is nonetheless an essential accompaniment 

to civilized human life: the first thing Robinson Crusoe did after 

being shipwrecked on his island was build a table.

A table is a technology that stabilizes people and things in 

space for a time. The table, with its chair, enforces a posture of 

attention to what is on it. It permits display and use of other tools 

and enables precise recording on paper. It also allows the display 

of disparate materials on the same plane in space. Bruno Latour 

explained the effect of this as he watched botanists in the field 

arranging soil and plant samples on tables: “Specimens from dif-

ferent locations and times become contemporaries of one another 

on the flat table, all visible under the same unifying gaze.”8 The 

flat plane provided by the table enables the abstraction of dissimi-

lar specimens into categories.
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Open and inviting a table might seem, but once you are sitting 

at it, certain forms of courtesy might serve to hold you there. If 

the table can be thought of as a kind of trap (following Alfred 

Gell) to capture and contain a subject, it is a disarming one—it 

looks so placid and innocent for something that has the potential 

for powerful constraint.9 The table is so embedded in the experi-

mental context that it escapes notice, even though without it the 

stability of the subject in space and over time would be difficult 

if not impossible to achieve. Once it becomes evident that the 

table is an active artifact in the production of knowledge, new 

possibilities for opening up the nature of the experimental space 

in psychology abound. Latour was right to say that “laboratories 

are excellent sites in which to understand the production of cer-

tainty, [but] . . . they have the major disadvantage of relying on 

the indefinite sedimentation of other disciplines, instruments, 

languages, and practices. . . . In the laboratory there is always a 

pre-constructed universe that is miraculously similar to that of 

the sciences.”10 After a discussion of the table’s role in experi-

ments, one of my researcher interlocutors began puzzling about 

what it would take to conduct an experiment about, say, memory 

in a crowded coffee shop instead of an experimental setting. This 

was disconcerting to him because leaving the laboratory would 

mean leaving a world of tables, flat, one-dimensional, and still. 

But anthropologists should take note: even the busiest coffee shop 

has its tables too.

In my current project tables are ubiquitous. Tables, with their 

chairs, keep one’s body in place. In all the experiments I partici-

pated in, the experimenter made frequent and repeated requests 

concerning tables: Sit here at the table. Pull your chair closer to 

the table. Put your hand on the table. Rest your hand flat on the 

table. Arrange the keyboard conveniently on the table, etc. And 

of course tables hold computers, monitors, keyboards, and record-

ing equipment steady. In the contemporary lab the place of the 

psychological subject in relation to the equipment is not open for 
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debate. The subject sits at a table and yields data to the machines. 

You might say that the fixation point is ancillary to the table.

Today the psychological experiment seems governed by con-

trols that make human subjects into “data-emitting machines” 

whose experience beyond what is controlled is irrelevant. We still 

do not have a way to understand the logic of practice or training 

sessions right before the data are collected. Remember that Daston 

and Galison’s “mechanical objectivity” rules out intervention in 

the capture of nature on the part of the researcher. “Trained judg-

ment” (a more recent epistemological virtue) allows training of 

the researcher’s judgment, but this amounts to training in how to 

see “nature.” If “nature” takes the form of a subject’s psychologi-

cal processing, the subject’s experience falls through the cracks.

Wundt’s Lab

S O ,  I N  S E A R C H  of an answer, I now turn back in time, as I promised, 

to the history of experimental psychology to understand what 

role the experience of the subject had in the nineteenth and early 

twentieth century and to offer a partial solution to the puzzle I’ve 

raised. I begin with the psychological experiment in the German 

psychology lab of Wilhelm Wundt in Leipzig, the first of its kind 

in the world. Historians like Ruth Benschop and Deborah Coon 

helped me to understand the technologies that enabled precise 

measurement of time intervals in Wundt’s Leipzig laboratory. As 

Coon explains, laboratory hardware standardized and regulated 

the physical stimuli to which the subject would respond, and “it 

also gave quantified, standardized output [while using] the intro-

spective method.”11 The subject was to record both when he per-

ceived the stimulus and when he recognized its meaning. This was 

intended to capture conscious experience.

Measuring introspective responses did not imply vagueness! In 

the Leipzig lab, Benschop and Draaisma write, “a veritable cul-

ture of precision emerged, in particular in the area of the mea-
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surement of reaction times to sensory stimuli.”12 Immense effort 

went into the technology of precise and exact measurement of 

time. Of course this required new technology, which researchers 

produced by the cartload.13

Perhaps even more important, the subject himself had to be 

standardized. As Coon explains, even though, “in the early stages 

of psychology’s development, typical experimental subjects were 

professors and graduate students, not experimentally naive 

college sophomores and white rats,” there was still “too much 

individual variation among these flesh-and-bone introspecting 

instruments. In order to standardize themselves as experimental 

observers, therefore, psychologists resorted to long and rigorous 

introspective training periods. . . . Only if introspectors themselves 

were standardized could they become interchangeable parts in 

the production of scientific psychological knowledge.” Wundt 

“insisted no observer who had performed less than 10,000 of 

these introspectively controlled reactions was suitable to provide 

data for published research.”14 What made the reaction times they 

were measuring “introspective” is that the subject was instructed 

to consider his introspective experience in deciding when he 

had recognized the stimulus. The training, the practice sessions, 

were required to make sure everyone in the lab was introspecting 

in the same way and producing reaction times within a similar 

range.

Standardization also extended to “regularity outside the context 

of experimental practice.” James Cattell, a student of Wundt’s, 

relates that he followed a strict scheme of physical exercise, pre-

scribed by Wundt.15 He remarks in a letter to his parents that the 

students were required to walk three to six miles a day.16 Wundt 

and his collaborators aimed at measuring processes in what has 

been called “the generalized mind,” those parts of mental life 

shared by all human adults alike. As Benschop explains, “Being 

practised in appearing in experiments helped to make sure that 

the results were representative of the ‘universal features of adult 
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human mental life.’”17 Viewing the subject as having a general-

ized mind meant that experimenter and subject could switch roles 

between trials without affecting the format of the experiments.

In sum, as psychologist Edward Titchener explained in 1912, 

it was not that “the subject should be hooked up to machines”; it 

was that the subject had “virtually become the machine, capable of 

automatic introspection.”18 With training the subject could register 

the moment at which he had recognized a stimulus and thus reveal 

the reaction time between the appearance of the stimulus and the 

mind’s psychological, introspective recognition of the stimulus.

Torres Straits Islands: The “Generalized Mind”

T H E S E  I S S U E S  W E R E  also apparent in the Cambridge Anthropological 

Expedition to the Torres Straits Islands in 1898, an event in which 

understandings and practices sympathetic to Wundt’s introspec-

tion were continued, and an event that some have considered to 

be foundational for fieldwork in social anthropology. Since the 

expedition’s scientists assumed that the social and natural envi-

ronment determined the way the mind perceived the world, they 

also assumed that after they had immersed themselves in the 

daily life of villagers on the islands, they could serve as appropri-

ate experimental subjects comparable to the native inhabitants.19 

Their introspective reports of the time they took to react to a stim-

ulus were measured and compared to the reports of native Torres 

Straits Islanders in hand-drawn spread sheets, later published in 

their reports—another kind of “table” of course.

In the Cambridge Expedition, as in European labs of that time, 

experimenters and subjects could trade places. In a photograph of 

W. H. R. Rivers with the color wheel, Rivers and his companion 

(his name is Tom) are on the same side of the table: Rivers is not 

studying Tom but showing him how to use the color wheel.20

The assumption that informed Rivers’s work, according to Hen-

rika Kuklick, was that “a resident of the Torres Straits Islands was 
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no different from any of Rivers’s experimental subjects—includ-

ing Rivers himself.” His notion of a generalized mind (extended 

to these islands) entailed that the context in which such minds 

were trained determined their specific characteristics! Many 

do not realize that Rivers trained himself to participate with 

the “minds” of Torres Islanders: he imagined he could immerse 

himself in their lives and “faithfully follow their way of life.” 

He “would serve as a one-person research instrument because 

he would literally think and feel as they did.” I am suggesting 

that there is resonance between these ideas and the ideas behind 

Wundt’s laboratory training, aimed to make subjects comparable 

through experience of and training in the same regimen. In the 

Torres Straits the regimen entailed immersion in the environ-

ment and social life of the islanders.21

This led them to some important discoveries: at the time of the 

Torres Straits expedition, the psychologists on the team (Rivers and 

C. S. Myers) were haunted by the widely accepted evolutionary the-

ories of Herbert Spencer that “‘primitives’ surpassed ‘civilised’ peo-

ple in psychophysical performance because more energy remained 

devoted to this level in the former instead of being diverted to 

‘higher functions,’ a central tenet of late Victorian ‘scientific rac-

ism.’”22 The expedition reports refer to this theory, and their dis-

proof of it. Smell was shown to be less acute among the Islanders, 

and so was hearing. Their less acute hearing was put down to 

aspects of the social environment, namely the amount of time they 

spent diving for pearls—an activity they had been forced into by 

European (and increasingly Japanese) traders.23

C. S. Myers

T R A I N I N G  I N  T H E  Wundtian sense continued in Cambridge after the 

expedition. Myers’s studies in the Torres Straits Islands and later 

in the Cambridge Laboratory of Experimental Psychology focused 

on aural perception in music and rhythm.24 He founded the psy-
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chological laboratory at Cambridge in 1912, taught experimental 

psychology, and authored a two-volume textbook on the subject. 

He was interested not just in recording music, measuring its inter-

vals, and measuring reaction times in various sensory modalities 

but specifically in the subjective components of sensory experi-

ence. For example, using a Wundtian apparatus in Cambridge 

he could present sounds with various intervals in between; the 

subject would try to replicate the intervals, and these would be 

recorded on the smoked surface of a revolving drum: “The subject 

should carefully record the results of introspective analysis.”25

Throughout his career, well into the 1930s, Myers stressed 

that the aesthetic aspects of music and rhythm had to be under-

stood comparatively in different cultures.26 In “The Ethnological 

Study of Music” he summarizes, “Thus it comes about that many 

examples of primitive music are incomprehensible to us. . . . Our 

attention is continuously distracted, now by the strange features 

and changes of rhythm, now by the extraordinary colouring of 

strange instruments, now by the unwonted progression and char-

acter of intervals. . . . We have first to disregard our well-trained 

feelings towards consonances and dissonances. . . . Thus incom-

prehensibility will gradually give place to meaning, and dislike to 

some interesting emotion.”27

Whereas in Wundt’s lab and the Torres Straits expedition, 

training was instilled to make subjects comparable, in Myers’s lab 

previous training was extinguished to make music comprehen-

sible. But in both cases introspection was central.

Edward Titchener

T R A I N I N G  I N  T H E  Wundtian sense was vigorously championed in 

the United States by Edward Titchener, who wrote the textbooks 

and manuals used in American labs for decades in the early 

twentieth century and represented the apotheosis of introspec-

tion. He wrote that the validity of the experiment rested largely 
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with the subject (whom he called the Observer). (He explicitly 

directed the subject to observe his internal mental states.) If the 

subject was aware of relaxing his attention, of succumbing to 

intruding ideas, or of being affected by disturbances in the room, 

he must “note the departure from the norm, and throw out the 

[data that result].” The experimenter was to “sacrifice unques-

tioningly” such results, whether or not they seemed good to him. 

Under these assumptions it made sense that each portion of an 

experiment should begin with a “good number of practice series, 

the results of which are not counted,” to give the subject time 

to “warm up” or “get into swing.”28 What they called “practice 

effects” were a good thing, then.

As is well known, not long after Titchener wrote so emphati-

cally about introspective methods, behaviorism in American 

psychology rang the death knell for any such reliance on the sub-

ject’s introspective experience. Today in my fieldwork any men-

tion I might make of the role of subjectivity or introspection in 

an experimental model is roundly rejected. Individual differences 

are washed out by the normative variation across subjects, and 

subjects simply cannot know anything about the unconscious 

processes taking place in their cognition.

Summary

M Y  P A R T I A L  S O L U T I O N  to the puzzle I began with is that practices 

from a previous epistemic regime (when conscious introspec-

tion was central) persisted into a new one (when unconscious 

responses are central). Practice was required for Wundt’s students 

and the Cambridge anthropologists in order to make the intro-

spective experience of subjects comparable—but is submerged 

in today’s experiments alongside knowledge that practice of any 

kind dramatically affects the outcome of tests and alongside insis-

tence that interventions of the researcher in the process of cap-

turing nature are undesirable.
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Daston and Galison’s two epistemic regimes need to be slightly 

revised to fit experimental psychology as follows. In the earlier 

era, when introspection (conscious experience) mattered, sub-

jects had to be trained so their reactions would be comparable. 

Wundt’s and the Cambridge Expedition’s subjects (both European 

and otherwise) needed to have “trained judgment.” Meanwhile 

the structure of the experiment itself would keep researchers 

from intervening in the capture of nature. In the subsequent era, 

after introspection was ruled out of psychological experiments, 

you would think (logically) that subjects would no longer need 

“trained judgment” since only unconscious experience was being 

measured. In neither the earlier nor the later era would it be con-

sidered proper for the researcher to intervene in the structure 

of an experiment itself. Paradoxically, in the later era, including 

the present, subjects are still trained, risking the possibility that 

experimenters are intervening in the experiments because of the 

known effects of training on testing results.

My goal in thinking about this is certainly not to (as research-

ers fear) “make them look bad.” Our own fields are surely full of 

such paradoxes, and they are valuable wherever they occur as a 

wedge into anthropological understanding. The paradox here is 

that human perception can be treated as if it were not subjective.

It is as if the armory of techniques to hold subjects stable and 

thus comparable (bite bar, fixation point, tables, etc.) is insuf-

ficient. Perhaps just as the graphic form of the table places the 

variables in the experiment on a flat plane so they can be com-

pared in the same artificial space, so practice trials, taking place 

over time, bring the subjects up to a common base so their reac-

tion times can be compared during the experiment. This extra 

measure of control increases the chances of achieving the goal 

experimenters seek: a statistically significant objective “effect.”

The psychologist Martin Orne had it right when criticizing 

behaviorism in the 1960s. He argued that, claims among his 

contemporaries to the contrary, the subject is not entirely pas-
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sive in the “experimental setting.”29 Researchers unintentionally 

“demand” certain characteristics from their subjects, the way I felt 

the “demand” to be a good student during my training. The nar-

row concept of the experiment, with its controlled variables and 

techniques of stabilizing subjects, takes place in a larger setting: 

one could say the experiment is preceded by a foyer or entrance 

hall in which the subject is trained to be a good subject.

In the first fieldwork incident I described, I was told that my 

subjective experience had been left behind at the door, but it 

would be more accurate to say that inside the door was an ante-

room where training would take place and some elements of 

subjective experience would linger. These lingering elements of 

subjectivity are what Betty Bayer describes as the phantoms that 

have apparently been eliminated from psychological research but 

actually continue to haunt it.30 These phantoms are what make 

it seem necessary for the researcher to intervene in the “capture 

of nature” and harness training to the same kind of ends as the 

fixation point, the table, and the experimental model.
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2 “You Are (Not) Your Synapses”: Toward a Critical 

Approach to Neuroscience

Catherine Malabou

T W O  R E L A T I V E L Y  R E C E N T  and perfectly simultaneous intellectual 

encounters happened to be decisive for my philosophical trajec-

tory, changing its course and making any attempt at going back-

ward impossible: my encounter with current neuroscience, on 

the one hand, and my encounter with the thought of Michel 

Foucault, on the other. I had read Foucault before, of course, but 

my knowledge and experience of his philosophy had remained 

shallow until I started exploring neuroscientific literature and 

asked myself whether it was possible to constitute the brain as 

an object for continental, that is nonanalytical or noncognitivist, 

philosophy.

I would like to show here that the elaboration of the encounter 

between these two encounters might determine a new starting 

point for contemporary thought.

This in-between space remains improbable and difficult both 

to situate and clear though, to the extent that it appears at first 

sight more a battlefield or a war front than an exchange or a dis-

cussion platform.
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Let’s start with the war, then, and let’s gradually show how the 

conflict can be pacified. Isn’t this, after all, the task of critique?

Critique is precisely Foucault’s topic in a short but funda-

mental text from 1978, “What Is Critique?,” revised in 1984 and 

renamed “What Is Enlightenment?”: “In November 1784 a Ger-

man periodical, Berlinische Monatschrift, published a response to 

the question: ‘Was ist Aufklärung [What is Enlightenment]?’ And 

the respondent was Kant.” “Let us imagine,” Foucault goes on, 

“that the Berlinische Monatschrift still exists and that it is asking its 

readers the question: . . . what, then is this event that is called the 

Aufklärung and that has determined, at least in part, what we are, 

what we think, and what we do today?”1

Let us address this issue again in 2014: What is this event that 

might be called Aufklärung, Enlightenment, today?

Let us then try to imagine the most improbable of all answers, 

the worst answer, from a continental philosopher’s point of view. 

I borrow this terrible answer from the neurobiologist Joseph 

LeDoux, who, in his book Synaptic Self, writes, “You are your 

synapses.” To the question “What is Enlightenment today?” the 

answer would then be: Aufklärung is a synaptic process. “You are 

your synapses. They are who you are,” LeDoux goes on. “The key 

to human reason is to be found in the microscopic spaces between 

two nerve cells.”2

What? How might Aufklärung, thought, reason, freedom be 

rooted in the brain? How might critique—which Kant presents, 

as Foucault reminds us, as Aufklärung itself—how might critique 

emerge from our synapses?

“You are your synapses”: Isn’t this the most reductionist, 

obscure, and obscurantist of all answers? And isn’t that the rea-

son continental philosophers so often reject neurobiology as a 

possible interlocutor?

Let us now imagine a dialogue between a continental philoso-

pher and a cognitivist philosopher—a cognitician—as they dis-

cuss this same statement: “You are your synapses.” Foucault will 
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stand for the continental philosopher; Thomas Metzinger, the 

famous German cognitician, a great reader of LeDoux, will stand 

on the other side. The dialogue will examine every term of the 

statement: “you,” “are,” “your,” “synapses.”

You

AU FK L Ä R U N G   C O I N C I D E S ,  A S  Foucault demonstrates, with the consti-

tution of the self as an autonomous subject. To state that subjec-

tivity might depend upon empirical and biological data amounts 

to arguing that the self is, on the contrary, heteronomous, and 

this would represent an escape from the principles of rationality. 

The “you,” the subject, the identity, the self, that critique tries 

to bring to light and to emancipate is and can only be the free 

subject.

The situation is even worse than you think, the cognitician 

answers. There is no such thing as a subject. “You are your syn-

apses” simply means that there is no “you.” Such is the main thesis 

that Metzinger develops in his book called, very eloquently, Being 

No One.3 You are your synapses means you are no one, nobody. No 

subject. Consequently, also, autonomy is never yours.

Metzinger declares that “nobody ever was or had a self. . . . The 

phenomenal self is not a thing, but a process.”4

All right, the continental philosopher would reply, but Kant 

emphasized, centuries before you, the nonsubstantial character 

of the subject.

If this is the case, then, Metzinger would answer in his turn, 

how can you affirm that autonomy, from a critical point of view, 

stems from “three broad areas: relations of control over things, 

relations of action upon others, relations with oneself”?5 If we 

take for granted, after Kant, that the self is not substantial, what 

are “relations with oneself” supposed to mean? You still seem to 

believe that subjectivity is self-related, auto-affected. That subjec-

tivity, in other words, coincides with consciousness.
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Being no one, Metzinger pursues, means that consciousness, 

consequently also the idea of a relation with oneself, is an illusion. 

Such an illusion is created by specific neural processes, included 

in a structure that Metzinger calls neural transparency, or the 

transparent self-model. Commenting upon Being No One, Slavoj 

Žižek writes, “The self is its own appearance, [Metzinger] writes, 

since it is a model which cannot perceive itself as a model, and 

thus exists only insofar as it does not perceive itself as a model.”6 

Metzinger declares, “What in philosophy of mind is called the 

‘phenomenal self’ and what in scientific or folk-psychological 

contexts frequently is simply referred to as ‘the self’ is the con-

tent of a phenomenally transparent self model. The subjective 

experience of being someone emerges if a conscious information-

processing system operates under a transparent self-model. . . . It 

is transparent: you look right through it. You don’t see it. But you 

see with it. . . . You constantly confuse yourself with the content of 

the self-model currently activated by your brain.”7

The first-person perspective is not an origin but the result of 

a series of multiple progressive biological processes. These pro-

cesses are paradoxically doomed to disappear from the realm of 

consciousness. Some other processes in our brain “swallow” and 

“erase” all of the processing stages that were necessary for the con-

struction of consciousness and the first-person perspective. Such 

an erasure “is activated in such a fast and reliable way as to make 

any earlier processing stages inaccessible to introspection.” The 

experience of the immediacy of consciousness thus emerges as 

a “temporal fiction” that proceeds from the impossibility of con-

sciousness to have access to its own biological past.8 Neural pro-

cesses produce this effect of speed, which renders introspection 

impossible. We cannot turn back on ourselves. If we were able to 

do so and access the neural stages of consciousness’s formation, 

we would get caught in a maze, which would immediately inter-

rupt consciousness. The brain then has to find an efficient way 

to break the reflexive labyrinth, to make information available 
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without engaging the system in endless internal loops.9 Neural 

transparency and the invisibility of self-modeling thus coincide 

with the nonexistence of subjectivity: the erasure of presubjec-

tive processes creates a window through which we see while never 

seeing the glass of the window itself. In this sense “transparency is a 

special form of darkness.”10

Transparency is what renders critique impossible as a reflex-

ive kind of process. By definition, transparency cannot see itself. 

Which also means that consciousness cannot accurately perceive 

its own relation to the brain. As Žižek again notes in The Paral-

lax View, “It is in the nature of consciousness that it misperceives 

the gap which separates it from raw nature. That is to say, when 

I experience myself directly as a self, I by definition enact an epi-

stemically illegitimate short circuit, misperceiving a representa-

tional phenomenon for reality. As Lacan put it, with regards to 

the ego, every cognition is misrecognition.”11

The neuroscientific approach to subjectivity challenges critique 

to the extent that it raises the paradox of an entity that exists only 

insofar as it remains unknown, the paradox of an asubjective ori-

gin of subjectivity.

Are

N O W ,  R E S P O N D S  O U R  continental philosopher, what about Being, 

what about the ontological status of the formula “You are your 

synapses”? How could a biological miracle put an end to the 

meaning of Being? What about ontology, then?

The fact that critique, for Kant, cannot by any means be identified 

with any dogmatic ontology does not prevent Foucault from defin-

ing contemporary Aufklärung as a “historical ontology of ourselves” 

or a “critical ontology of ourselves.” Such an ontology, according 

to Foucault, has to provide answers to the following issues: “How 

are we constituted as subjects of our own knowledge? How are we 

constituted as subjects who exercise or submit to power relations? 
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How are we constituted as moral subjects of our own actions?”12 In 

other terms, how do we become what we are?

The historico-critical ontology of ourselves has to be considered 

not, certainly, as a theory, a doctrine, nor even a permanent body 

of knowledge but as a practical and political reelaboration of the 

concept of freedom. Ontology in that sense has to be understood 

as an art of existence, of becoming, not so much as a doctrine of 

being understood as a genealogy of ways of being. It “has to be 

conceived as an attitude, an ethos, a philosophical life in which 

the critique of what we are is at one and the same time . . . a work 

carried out by ourselves upon ourselves as free beings.”13

We can of course wonder what freedom and free will become 

within the strictly cognitive framework. How could there be any 

space for freedom in neurophilosophy if all our decisions are prede-

termined by transparent, that is obscure, objective brain processes? 

Biological determinism eliminates the very possibility of conferring 

an ontological status to our existence and mental acts. If there is 

something like an ontology, Metzinger argues, it can only be what 

he calls a “motor” or “functional ontology,”14 a new kind of mecha-

nism, which substitutes speed and movement for Being. Ontology 

could never be originary or quick enough to recapitulate biology. 

Ontology in that sense would always come a posteriori. Being no 

one also means that no one is, that there is no such thing as being.

Your

W H A T  A B O U T  YOUR synapses, then? Is there any sense in affirming 

that my synapses belong to me? Metzinger stresses the impossi-

bility of conferring a determined meaning to an expression like 

“my brain”: “There is no way the subject, from the ‘inside,’ can 

become aware of his own neurons, from the ‘inside.’ They can be 

known only objectively, from the ‘outside.’ There is no inner eye 

watching the brain itself, perceiving neurons and glia. The brain 

is ‘transparent’ from the standpoint of the subject.”15
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The only possible access to this transparency is when it is 

impaired, that is, when brain damage occurs. That is why neu-

robiologists often characterize cerebral lesions as a “method” 

to explore the brain from inside. But of course when neural 

transparency or the impossibility of turning back on oneself are 

impaired, what happens is not the emergence of a truth but, on 

the contrary, the emergence of a total indifference to truth. The 

“survivors of neurological disease,” as Antonio Damasio calls 

them in The Feeling of What Happens, sometimes lead a life whose 

temporality and structure are almost totally destroyed.16 Break-

ing the glass does not reveal any critical secret. If we can say “I 

grasp with my hands” and “I see with my eyes,” we cannot really 

say “I think with my brain,” because the expression my brain 

cannot be associated with any experience. Nobody can feel his 

or her own brain; the brain does not belong to the body proper. 

The brain is never here, but always there, nowhere—it has no 

subjective site.

But does subjectivity in general have any subjective site, asks 

the continental philosopher? We have known since Kant, as he 

states in §24 of the Critique of Pure Reason, that the subject is both 

a logical form (the form of the “I think”), with no sensuous con-

tent, and the empirical form of the subject’s intuition, the way the 

subject “sees,” “feels,” or “intuits” herself.

It means that the subject can represent itself only as it appears 

empirically to itself. Second, the “I think,” or apperception, as 

soon as it takes itself as an object, loses its formal logical determi-

nation to become an intuited object, that is, an object of its own 

inner sense, which affects it. The subject can represent itself only 

as affected—that is, also altered—by itself. The self has access to 

itself through its own otherness or alterity. When I say “myself,” 

when I feel or think of “my” identity, I express only the result of 

this nonessential and altering self-representation.

Still, the cognitician would reply, Kant calls this self-represen-

tation an “auto-affection.” There still remains something like an 
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“I” or a “me” in this process, and we just saw that any intuition of 

an “auto,” of a self, is in reality delusive.

Synapses

L E T ’ S  T H E N  E X A M I N E  the last term, synapses.

Surprisingly this last word allows us to gradually reverse all 

previous arguments and to situate the confrontation between 

philosophy, critique, and neurobiology quite differently. The term 

synapse was fashioned in 1897 by the English physiologist Charles 

Sherrington from the Greek word synaptein, meaning “to fasten 

together.” Synaptein is combined from the Greek syn-, “together,” 

and haptein, “to fasten or bind.” Synapses are the spaces between 

brain cells. How does a void, a space, a cleft, come to be called a 

synapse if this term etymologically refers to a kind of synthesis 

and gathering? How can such intervals be considered the chan-

nels of communication between cells that make possible all brain 

functions, including perception, memory, emotion, and think-

ing? How can they be defined as the main sites of storage of infor-

mation, the information that is encoded by our genes and also by 

our experiences—our memories?

Historically it was generally thought that the role of the syn-

apse was to simply transfer information between one neuron and 

another. We now know, since the remarkable work of Santiago 

Ramón y Cajal in Spain and Donald’s Hebb book The Organization 

of Behavior, published in 1949 in New York, that the efficacy of 

synaptic transmission is not constant; it varies depending upon 

the frequency of stimulation. The modulation of synaptic efficacy 

provokes modifications of neural connections in volume, size, and 

shape. When the connections are frequently stimulated, by play-

ing piano regularly, for example, they increase in size and volume 

(this phenomenon is known as long-term potentialization). In 

contrast when certain connections are no longer activated, they 

decrease, and scientists talk about synaptic long-term depression. 
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This phenomenon of modulation is called synaptic or neural plas-

ticity. Neuronal circuits are capable of self-organization. LeDoux 

writes, “The efficacy of the synapses varies with respect to the 

flux of information traversing them: during infancy and through-

out life, each one of us is subject to a unique configuration of 

influences from our external surroundings which resonates in 

the form and the functioning of the brain’s network.”17 The fact 

that the synapses have their efficacy reinforced or weakened as 

a function of experience thus allows us to assert that, even if all 

human brains resemble each other with respect to their gross 

anatomy, no two brains are identical with respect to their history, 

as the phenomena of learning and memory show directly.

The modification of neural connections due to synaptic modu-

lation is called neural plasticity. Plasticity acts like a sculptor, and 

we can speak of a plastic art of and in the brain.

The term plasticity, the meanings of which have been central 

to my work for a long time now, is what allows us to mediate the 

conflict between cognitivism and philosophy.

We see that, paradoxically, if neural transparency causes the 

illusion of subjectivity and reveals that we are no one, neural 

plasticity, which is intimately linked with neural transparency, 

on the contrary situates the brain as the core of our individual 

experiences and identity. We may be no one, but this imperson-

ality is plastic, which means that this absence of subjectivity is 

paradoxically malleable, fashionable, so that each of us is no one 

in his or her own way.

How can we understand such a paradox, however? How is it 

possible to bridge the gap between transparency and plasticity?

Returning to Foucault’s text allows us to give an answer. It is 

now time to approach “What Is Enlightenment?” differently.

How can subjectivity be said to be nonsubstantial and plastic 

at the same time? Foucault answers: because subjectivity consists 

only in its own formation and transformation. A critical approach 

to subjectivity reveals the priority of fashioning over being. If 



29“You Are (Not) Your Synapses”

subjectivity does not exist, because it doesn’t exist, we have to 

invent it.

Inventing oneself: this idea orients Foucault’s whole reading of 

Kant’s Was ist Aufklärung?

According to Foucault, in this text, Kant, for the first time in 

history, opens the possibility for European philosophy to reflect 

on its own present. The “present” then becomes, for the first time, 

a philosophical category in the form of the following question: 

What difference does today introduce with respect to yesterday? 

According to Foucault, “[It] is in the reflection on ‘today’ as dif-

ference in history and as motive for a particular philosophical 

task that the novelty of this text appears to me to lie. And, by 

looking at it in this way, it seems to me we may recognize a point 

of departure: the outline of what one might call the attitude of 

modernity.”18

If there is such a thing as a present for philosophy, this pres-

ent cannot be a deduction; it must be an invention: “Modern 

man . . . is not the man who goes off to discover himself, his 

secrets and his hidden truth; he is the man who tries to invent 

himself. Modernity does not ‘liberate man in his own being’; it 

compels him to face the task of producing himself.” Modernity 

thus implies “a change that man will bring upon himself.”19

Further, “Kant, in fact, describes Enlightenment as the 

moment when humanity is going to put its own reason to use, 

without subjecting itself to any authority; now, it is precisely at 

this moment that the critique is necessary, since its role is that of 

defining the conditions under which the use of reason is legiti-

mate in order to determine what can be known, what must be 

done, and what may be hoped.”20

If humanity has to make use of its own reason freely for the 

first time in history, this implies that this use has to be invented. 

Free reason has to invent itself. Because it does not exist as a sub-

stance or a pregiven structure, it consists only in its own plastic 

self-constitution. It receives the very form that it gives to itself. 
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In that sense the present is a synapse, a temporal gap that has to 

be formed and filled with a new shape, and this new shape is the 

form of our reason, that is, of ourselves.

Foucault’s concepts of technologies of the self, self-stylization, 

self-fashioning, all refer to this idea, according to which subjec-

tivity never precedes its own invention. The critical ontology of 

ourselves, previously evoked, is then to be understood as this very 

gesture of creation. What, given the contemporary order of being, 

can I be?

If it is true that the self fashions itself in terms of existing norms, 

always comes to inhabit and incorporate these norms, including 

the biological ones—what Foucault calls subjectivation (assujet-

tissement)—we have to understand that the norm is not external 

to the principle by which the self is formed. As Judith Butler puts 

it in her essay “What Is Critique? An Essay on Foucault’s Virtue”:

Critical practice turns out to entail self-transformation in rela-

tion to a rule of knowledge or a rule of conduct. . . . Foucault 

asks what criteria delimit the sorts of reasons that can come 

to bear on the question of obedience. He will be particularly 

interested in the problem of how that delimited field forms the 

subject and how, in turn, a subject comes to form and reform 

those reasons. This capacity to form reasons will be impor-

tantly linked to the self-transformative relation. . . . To be 

critical of an authority . . . requires a critical practice that has 

self-transformation at its core.”21

If subjectivation supposes a submission to a form—be it a rule, 

a law, or any kind of cognitive pattern or template—it also sup-

poses what Foucault calls a desubjugation (désasujettissement) by 

which this form is re-created and remodeled.

Isn’t desubjugation close to the erasure of subjectivity evoked 

a moment ago by Metzinger? At the end of his book Metzinger 

admits that self-modeling is not simply the result of an adapta-

tion to a biologically given form. More generally, neural plastic-

ity is certainly not subsumed within a naturally and culturally 
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given form. One fashions oneself only by resisting given norms. 

Each brain’s style, or neural singularity, due to synaptic plastic-

ity, is the result of such a resistance. Here is the essential differ-

ence between plasticity and flexibility. To be flexible is to receive 

a form or impression, to be able to form oneself, to take the form, 

not to give it. To be docile, not to resist. No scientist would ever 

speak of neural flexibility. The scientific concept is neural plastic-

ity, which integrates creativity as an objective dimension of the 

brain.

Metzinger acknowledges such a creativity. After he discusses 

the absence of self and auto-affection, he surprisingly writes, “No 

one ever was or had a self. As soon as the basic point has been 

grasped . . . a new dimension opens. At least in principle, one can 

wake up from one’s own biological history. One can grow up, 

define one’s own goals, and become autonomous. And one can 

start talking back to Mother Nature, elevating her self-conversa-

tion to a new level.”22

I cannot resist the pleasure of quoting Žižek commenting 

on that very passage: “Surprisingly, we thus encounter, at the 

very high point of a naturalistic reductionism of human sub-

jectivity, a triumphant return of the Enlightenment theme of a 

mature autonomous  . . . what? Certainly not self but artificial 

subjectivity.”23

Plasticity would then perhaps constitute the link between self-

invention and artificial subjectivity. Between critical and neuro-

biological Enlightenment. In his way Metzinger would then have 

answered the question “What is Aufklärung?”

The last and certainly the most important and looming issue 

that remains to be addressed as a concluding development is that 

of the role of the transcendental.

Wouldn’t our continental philosopher ask at that point: How 

can there be any critique without transcendentality, that is with-

out a priori, and certainly not biological, laws and limits of reason 

for this self-fashioning?
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In fact no, this is not what he would ask. Here is what Foucault 

asks: What if the transcendental itself was plastic? What if the a 

priori itself was malleable, that is, in a way, historical, and conse-

quently also contingent?

This question haunts the most beautiful passages of Foucault’s 

text: “If the Kantian question was that of knowing what limits 

knowledge [connaissance] must renounce exceeding, it seems to 

me that the critical question today must be turned back into a 

positive one: In what is given to us as universal, necessary, obliga-

tory, what place is occupied by whatever is singular, contingent, 

and the product of arbitrary constraints?”24

These issues are of course linked with the problem of self-

transformability: “[The new] criticism is no longer going to be 

practiced in the search for formal structures with universal value 

but, rather, as a historical investigation into the events that have 

led us to constitute ourselves and to recognize ourselves as sub-

jects of what we are doing, thinking, saying. In that sense, this 

criticism is not transcendental.”25

It would then be possible to transform the critique conducted 

in the form of a necessary limitation into a practical critique that 

would take the form of a “crossing-over.”26 It would then become 

possible to transgress the transcendental, which would amount 

to redrawing the borders between the transcendental and experi-

ence. Foucault affirms that “this historico-critical attitude must 

also be an experimental one.”27

To experiment with the transcendental: such would be the 

imperative for philosophy today.

Who said that? “I did,” says Metzinger. “No one,” says Fou-

cault. Who is speaking then?

Nobody knows; the speaker remains to be invented.

P H I L O S O P H Y  R E M A I N S  T O  be invented. Refusing to draw strict, rigid, 

or dogmatic limits between the brain and consciousness, between 

biology and history, between natural and symbolic life requires 
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philosophy to deconstruct the very concept of limit and work in 

and on the unstable space of this deconstruction; it requires that 

we play with the plastic material such a space provides.

What is Aufklärung today? Aufklärung is what allows us to 

experiment with the transcendental, to put the plasticity of rea-

son to the test, from both the continental and the neurobiological 

point of view.

Continental philosophy provides us with the tools, the con-

cepts, and the theoretical framework that allow us to bring to light 

and examine the implications of the plasticity of our—artificial 

and free, artificial but free—selves. Conversely a neurobiologi-

cal approach to philosophy offers us the possibility of eliminating 

our symbolic inhibitions that make us regard certain limits as 

precisely undeconstructible. In the end the philosopher has to 

invent a new form of identity that cannot belong any longer to 

the continental or cognitivist traditions but that has to transgress 

this division itself.

Instead of “You are your synapses,” I might have chosen another 

formula, which has become a neuroscientific motto: “Cells that 

fire together wire together.” This playful sentence summarizes 

the theory of synaptic plasticity. This means that when particular 

nerve cells are activated at the same time by a stimulus such as 

a sound or smell, they strengthen their physical ties with each 

other. These changes in the interconnections among nerve cells 

in the brain allow for constant neural plasticity.

There is a way continental philosophy and neuroscience, criti-

cal and empirical thought, the biological and the symbolic can 

fire and wire together. The encounter between these two fields 

opens one of the most exciting theoretical, practical, and political 

adventures of our time. It allows a genuine dialogue that simul-

taneously respects the autonomy of each field and redraws their 

mutual limits. How can we now come to think of a neuroplas-

ticity of the humanities that would bring some plasticity to the 

humanities as well as some critical theory to neurobiology?
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Cathy Gere

3 Plasticity, Pathology, and Pleasure  

in Cold War America

I N  1 9 7 0  T U L A N E  University neuroscientist Robert Heath attempted 

to reorient a young gay man’s sexuality by means of direct electri-

cal stimulation of his neural “pleasure center.” The experiment 

combined a heteronormative view of healthy sexual functioning 

with a commitment to radical neural plasticity, both grounded in 

an evolutionary theory of reward and reinforcement. According 

to this theory, pain and pleasure are evolved mechanisms that 

guide sentient beings toward adaptive and away from maladaptive 

stimuli. Because homosexuality is nonprocreative, and therefore 

self-evidently maladaptive, it must be a “disorder of hedonic regu-

lation,” in which pleasure and desire are directed to unhealthy 

objects. Pleasure and pain were also the targets for treatment: 

Heath believed he could redirect maladaptive behavior by pro-

ducing new appetites and aversions with electrical stimulation of 

the neural reward centers.

Arguing that reward and punishment were key terms in cold 

war debates about neural plasticity, this paper examines some 

key episodes in hedonist psychology, culminating in Heath’s 1973 
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publication, “Septal Stimulation for the Initiation of Heterosexual 

Behavior in a Homosexual Male.” Intercut with this account is the 

story of hedonist psychology’s opponents, defenders of an ideal of 

human autonomy, drawn from a variety of social movements and 

scholarly schools, including some of the founders of cognitive sci-

ence. These scientists championed a view of the innate, geneti-

cally determined structure of the human brain that accounted 

for our species-specific attributes, including our moral freedom.

Both sides of the debate drew from evolutionary theory, but in 

the context of cold war anxieties about brainwashing and mind-

control techniques, it was the hedonists’ extreme commitment 

to behavioral plasticity that made them vulnerable to accusa-

tions of totalitarianism. Between World War II and Watergate, in 

other words, the ideological battle lines in psychology were the 

inverse of our contemporary fascination with neuroplasticity as 

“the biology of freedom.” The paper concludes with an open ques-

tion about what we might want to take away from this historical 

reversal.

Operant Conditioning

T H E O R I E S  A B O U T  T H E  behavioral effects of pain and pleasure are as 

old as the discipline of neurology, but it was not until the turn of 

the twentieth century that hedonist psychology was systematized 

into an experimental practice. In 1898 the American psychologist 

Edward Thorndike published Animal Intelligence, laying out his 

theory of reward and learning. He recounted how he had placed 

cats into boxes of his own construction, with doors that opened 

when pressure was put on a simple pulley-and-latch mechanism, 

and dangled a piece of fish outside the door as a reward. The cats 

would start out clawing and scratching at the walls of the box at 

random. If they accidentally pulled the latch, they found them-

selves suddenly released from confinement and able to reach the 

food. By timing how long each cat took to free itself from the 
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puzzle box in a series of repeated trials, and showing how gradual 

was the “learning curve” in each case, Thorndike argued that the 

animals mastered the task not by reasoning or imitation but by 

a process he called the “Law of Effect,” in which any action that 

resulted in a pleasurable outcome—such as reaching the food and 

eating it—was liable to be repeated.

In 1913 Thorndike’s reductive approach got a name, and an 

even more radical set of philosophical commitments, when the 

Johns Hopkins professor of psychology John Watson published a 

polemical paper, “Psychology as the Behaviorist Views It,” exhort-

ing psychologists to recognize “no dividing line between man and 

brute.”1 Watson was inspired by the Russian scientists Ivan Sech-

enov and Ivan Pavlov, who proposed the simple reflex arc as the 

basic architecture of behavior.2 His Pavlovian focus on automatic 

and involuntary behavior, in which stimulus always preceded 

response, had no place for reward or punishment coming after 

the action. The process by which the pleasurable consequences 

of an action somehow “stamped it in” seemed to him occult and 

implausible, and in a 1917 book he dismissed Thorndike’s Law 

of Effect, suggesting that it was “a bit strange that scientifically-

minded men should have employed it in an explanatory way.”3

The hedonist baton was then accepted by the twentieth cen-

tury’s most infamous behaviorist, Burrhus Frederic Skinner. As a 

graduate student at Harvard, Skinner spent most of his working 

hours in the machine shop. An adept tinkerer and inventor since 

childhood, he developed a battery of technologies for measur-

ing reward-seeking behavior, ending up with an “experimental 

arrangement not unlike the famous problem boxes of Edward L. 

Thorndike.”4 Skinner figured out how to make the rate at which 

rats helped themselves to food pellets self-recording, and showed 

that the resulting curves revealed mathematical regularities. 

Soon he began to develop his own vocabulary for the phenomena 

of reward-seeking behavior. First he introduced the word rein-

forcement for the pleasurable consequences of an act that increased 
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the likelihood of its being repeated.5 Later he coined the word 

operant for behavior that “acts upon the environment in such a 

way that a reinforcing stimulus is produced.”6 His technique for 

shaping behavior he named “operant conditioning.” One of his 

most important discoveries was made by accident, when his food 

dispenser jammed and he found that the rat pressed the lever 

even more compulsively when it failed to produce a reward. 

Eventually he worked out how to stretch the reward ratio a little 

at a time, inducing pigeons to keep pecking thousands of times 

for a single grain of corn, like a gambler at a cannily programmed 

slot machine.7

After World War II Skinner began to conceive of his behavior 

control techniques as applicable to human life outside the labora-

tory, and he issued a series of hedonist manifestos urging social 

reform by means of positive reinforcement. The first of these was a 

utopian novel, published in 1948, describing an idyllic behaviorist 

community in the American heartland. Sales of Walden Two were 

disappointing, but Skinner’s visibility grew with his 1948 move 

to Harvard, where he taught the principles of operant condition-

ing using live pigeons in the classroom. To make his point against 

the “mentalistic” vocabulary that he despised, Skinner trained 

pigeons to display what he called “synthetic social relations,” get-

ting them to play avian Ping-Pong against one another and to peck 

at discs in union in order to get food rewards. “Cooperation and 

competition were not traits of character,” he concluded, but were 

“capable of being constructed by arranging special contingencies 

of reinforcement.”8 Despite the consistency with which pigeon 

behavior could be shaped in this way, classical behaviorists of the 

Watsonian-Pavlovian school criticized the whole notion of oper-

ant conditioning, asking how, exactly, a reward coming after an 

action strengthened the likelihood of that action’s being repeated.

In 1953, however, the aura of mystery around the mechanism 

of reinforcement began to dissipate when two postdoctoral fel-

lows in psychology at McGill University implanted electrodes in 
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rat brains and put them in “Skinner Boxes.” One of them had been 

running tests on the aversive effects of direct electrical stimulation 

of the limbic system, when a misplaced electrode seemed to have 

the opposite effect. Realizing that they had stumbled upon a pos-

sible pleasure center, they connected a lever in the cage to an elec-

trode implanted in the septal area of the rat’s brain and measured 

the rate at which the animal pressed the lever. They concluded 

that “the control exercised over the animal’s behavior by means 

of this reward is extreme, possibly exceeding that exercised by 

any other reward previously used in animal experimentation.”9 

With their serendipitous discovery of an area of the brain that rats 

seemed to want—desperately—to stimulate, they supplied oper-

ant conditioning with a plausible biological substrate. The experi-

ment became one of the legends of psychological research, with 

the compulsively lever-pressing rat standing as a potent image of 

pleasure-seeking and addiction in humans.

The Authoritarian Personality

S K I N N E R I A N  B E H A V I O R I S M  W A S  by any standards a stunning success. 

Repeated invocations of the “laws of behavior” seemed to elevate 

psychology to the status of a hard science. The framework of oper-

ant conditioning opened up a vast field of possibilities for design-

ing, executing, and publishing experiments, and training rats 

and pigeons became “highly reinforcing” for graduate students. 

Economists embraced behaviorism as congruent with their anal-

yses of desire, utility, and choice, and its manipulative potential 

appealed to the more technocratic reformers of the Progressive 

Era.10 But while the first decades of the century had witnessed 

the rise of a functionalist approach to social improvement, the 

aftermath of World War II gave the distinctly unbehaviorist ideal 

of human moral freedom a new lease on life.11

An epic volume was published in 1950, The Authoritarian Per-

sonality, a thousand-page psychoanalytic study of fascism and 



40 C A T H Y  G E R E

ethnocentrism sponsored by the American Jewish Committee. 

The goal was to understand the “social-psychological factors 

which have made it possible for an authoritarian type of man 

to threaten to replace the individualistic and democratic type 

prevalent in the past century and a half of our civilization and 

of the factors by which this threat may be contained.”12 Subjects 

were measured on the “F scale” for how latently fascist they were, 

on the “E-scale” for their ethnocentrism, and on the “AS Scale” 

for their anti-Semitism. High scorers on any of the scales turned 

out to be very unpleasant people indeed, prone to criminality, 

superstition, delinquency, and a variety of mental illnesses. The 

study was criticized for its Freudianism (high scorers were seek-

ing “sadomasochistic resolution of the Oedipus complex”13) and 

for neglecting leftist totalitarianism in favor of the far-right vari-

ety. Despite these quibbles, work continued apace on the clus-

ter of dispositions that constituted the antidemocratic type. One 

researcher, for example, administered the E-scale to a group of 

college students and then showed them a simple asymmetrical 

diagram. After removing the figure from view, he asked them to 

draw it from memory. Two weeks later he asked them to repro-

duce it again, and then again after four weeks. His graph of the 

results showed that “those high in ethnocentrism displayed an 

increasing tendency to reproduce the figure symmetrically.” Just 

as the authors of The Authoritarian Personality had suggested, con-

formity not only had unpalatable political consequences; it also 

generated “lies and errors in vision, memory, or logic.”14

Soon behaviorists began to come under fire for displaying just 

those qualities of rigidity and narrow-mindedness that character-

ized the authoritarian personality. A 1949 paper in Psychological 

Review accused behaviorism of having a “static, atomistic charac-

ter,” lacking creativity, neglecting questions of value, intensify-

ing scientific hierarchies, and promoting the work of “technicians 

rather than discoverers.”15 At Skinner’s home institution of Har-

vard, the anti-behaviorists founded the interdisciplinary Depart-
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ment of Social Relations, “identified by its interests in personality, 

social issues, and a commitment to the view that humans are nat-

urally autonomous.” Skinner and his mentors were left behind to 

rule over a Psychology Department defined by a “deterministic, 

behavioristic perspective on human nature.”16 As the two sides 

entrenched, anti-behaviorist critiques tended more toward the 

insultingly diagnostic, with an important 1959 survey of psycho-

logical science denouncing behaviorism’s “attachment to a ‘facile’ 

mythology of perfection, as well as its ‘autism.’”17

To its critics the behaviorist universe was devoid, above all, 

of meaning. There seemed to be no place in it for concepts, judg-

ments, values, intentions, or beliefs. In 1948 the psychologist Karl 

Lashley gave a presentation titled “The Problem of Serial Order 

in Behavior” in which he proposed that behavior was dictated 

not just by the environment but also by the active organizational 

capacities of the “intact organism.” The “problem of serial order” 

was best exemplified, of course, by syntactical language: succes-

sions of external stimuli could never account for the proverbial 

newsworthiness of “man bites dog.” Taking up the gauntlet, Skin-

ner published an audacious treatise titled Verbal Behavior (1957), 

in which he asserted that all linguistic phenomena could be ana-

lyzed in the terms of operant conditioning: the meaning of words 

was a function of the reward given for a certain behavior, such as 

looking at a chair, uttering “chair,” and being rewarded by a par-

ent’s delighted hand clapping.

The book was received politely at first, until the linguist Noam 

Chomsky published a long, damning review, claiming that the 

theory of operant conditioning might contain valuable insights 

into the behavior of rats and pigeons but that extrapolating it to 

human language deprived it of all its precision. He advanced an 

alternative hypothesis, in which all human languages partook 

of a universal grammar, produced by the unique structure of 

the human brain and showing marked developmental stages.18 

The review soon began to attract more attention than the book 
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itself, and in the years that followed, Chomsky helped develop 

a research program in psycholinguistics, devoted to probing the 

fundamental principles of operation of the human mind. Soon 

the new field was housed in its own institution: the Harvard Cen-

ter for Cognitive Studies.19

Studies in Schizophrenia

S K I N N E R ’ S  R A T S  A N D  pigeons may have stood for everything that 

Cambridge liberals loathed, but far away from the Ivy League 

spotlight, at Tulane University in New Orleans, invasive hedonic 

research on human subjects was able to flourish unchallenged. 

The Tulane electrical brain stimulation program was directed by 

Robert Galbraith Heath, the son of a doctor, who had obtained his 

medical degree from the University of Pittsburgh in 1938. Because 

he had specialized in neurology, Heath was drafted into the army 

during World War II, given a two-month training in psychiatry, 

and thrown into the deep end, treating psychic war trauma.20 

After the war he continued his psychological and neurological 

training at Columbia University. There he came under the influ-

ence of an émigré Hungarian psychoanalyst, Sandor Rado, who 

was rewriting all the problems and theories of Freudian psy-

choanalysis—sex, defecation, death, dreams, anxiety, Oedipal 

desires, and so on—in terms of what he called “hedonic self-

regulation” and evolutionary utility. Here is Rado on the joys of 

the table: “It is a very impressive arrangement of nature that an 

activity of such high utility value as ingestion should have such 

tremendous pleasure value for the organism.”21 Heath was spell-

bound, later describing Rado as “a brilliant person, extremely 

creative, very intuitive in his understanding,” with “a more basic 

understanding of human behavior than any individual before or 

since, including his mentor Sigmund Freud.”22 It was from Rado 

that Heath internalized the evolutionary-hedonistic approach 

that would define his research agenda.



43Plasticity, Pathology, and Pleasure  in Cold War America

When Heath arrived at Columbia, a study with patients at the 

Greystone Hospital in New Jersey was under way, intended to 

bring some scientific rigor to the assessment of surgical treat-

ments for mental illness. A group of forty-eight patients was 

selected, then sorted into twenty-four pairs with matching psy-

chiatric characteristics. One member of each pair was then oper-

ated on, while the other served as a control. After surgery all the 

patients were subjected to the same rehabilitative efforts and psy-

chological tests. Heath’s job was the administration of the tests. 

The results of the study were not encouraging, but Heath was 

marginally more positive than most of his colleagues, suggesting 

that the removal of Brodmann areas 9 and 10 produced lasting 

improvements in some schizophrenic patients.23

Inspired by Rado’s suggestion that the seat of the emotions was 

to be found in the deeper, more primitive parts of the brain, Heath 

began to argue that the frontal cortex was the wrong place to 

intervene in emotional disorders (in which category he included 

almost all forms of mental illness). Perhaps a better approach 

would be electrical stimulation of structures inaccessible to the 

surgeon’s knife? He did not find any takers among his East Coast 

colleagues, but in 1949, before he had even completed his doc-

toral research, he was recruited by the dean of Tulane’s medical 

school to head a new department of psychiatry and neurology. 

He later recalled that “no-one yet was ready to move into the 

subcortical structures . . . anywhere in the North,” whereas New 

Orleans offered “real opportunities, because it was such a back-

ward area. . . . There was no department, but we did have this 

vast institution called Charity Hospital. There was a tremendous 

amount of clinical material.”24

Heath embarked on his research in 1950, aided by an inter-

disciplinary team of psychologists, psychiatrists, physiologists, 

surgeons, and clinicians. In the first round of treatments, twenty 

patients with “hopeless” schizophrenia were implanted with 

electrodes in a variety of deep brain structures. Also included 
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were three patients with intractable pain from cancer, two with 

psychosis associated with tuberculosis, and one with severe 

rheumatoid arthritis, to serve as controls. The placement of the 

electrodes was based on Heath’s conclusion that the removal of 

Brodmann areas 9 and 10 produced therapeutic improvements in 

the Greystone patients. Since that time he had conducted a series 

of animal experiments verifying that these areas were anatomi-

cally connected to the septal region and showing that lesions to 

this area of the brain in cats produced behavioral and metabolic 

changes analogous to schizophrenic symptoms in humans. For 

experimental purposes he also chose a few other sites for implan-

tation. Believing that the wiring between the emotional centers 

and the cortex was scrambled in schizophrenics, he reasoned that 

electrical stimulation might restore the circuits to functioning.

In June 1952 Heath organized a three-day symposium to 

showcase the results. His final assessment of the treatment was 

wildly affirmative. According to a “Table of Therapeutic Results,” 

only four of the twenty patients failed to show any improvement, 

two of whom were judged to be “technical failures” and so did not 

count. The rest were considered to have made progress, includ-

ing five who had gone from “hopeless” before the treatment to 

“minimal defect” afterward. Some of the invited discussants were 

impressed; others less so. Responses ranged from the adulatory—

“The change is so dramatic and so real that one is reminded of the 

fairy story of ‘The Sleeping Beauty’”—to the skeptical: “No sound 

basis has been advanced here for the assumption that schizophre-

nia is due to specific septal pathophysiology or that this condition 

is influenced by manipulations of this region.”25

But even the most skeptical respondents congratulated Heath 

for his courage in undertaking such an experiment. The intro-

duction of the “chemical lobotomy” in the form of antipsychotic 

drugs was still in the very first stages in 1952, and so at the time of 

the symposium Heath’s research represented relatively conserva-

tive therapeutic exploration.26 It did not remain so for long. Even 
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as the standard of care changed around him as a result of chlor-

promazine and other drug treatments, Heath carried on experi-

menting with the electrical stimulation technique, during which 

time his theoretical justification underwent a subtle transforma-

tion. In the first phase he transposed a psychoanalytic view of 

the cause and progression of mental illness onto a dynamic model 

of the wiring of the brain. After 1953, inspired by the Canadian 

experiments on the pleasure centers of rats, his electrical stimu-

lation of the septal area evolved into an attempt to shape human 

behavior with the ultimate neural reward. At the beginning of 

the 1960s he was once again ready to showcase his results, but 

this time he was more out of step with the wider world. Since 

antipsychotic drugs were now available, treating psychosis with 

invasive surgery of dubious therapeutic value looked much riskier 

than taking a pill. He also had the misfortune to preside over 

his second major symposium just as the image of the electrode-

wielding behavioral scientist had become an emblem of cold war 

malevolence, courtesy of a social psychologist at Yale by the name 

of Stanley Milgram.

Obedience to Authority

“ T O D A Y , ”  T H E  P R E F A C E  to the 1950 study The Authoritarian Personality 

noted, “the world scarcely remembers the mechanized persecu-

tion and extermination of millions of human beings only a short 

span of years away.”27 As has often been pointed out, it was not 

until the beginning of the next decade that discussion of Nazi 

atrocities became widespread, spurred by the trial of Adolf 

Eichmann in Jerusalem. One of the people whose understand-

ing of the Holocaust was crystallized by the Eichmann trial was 

Stanley Milgram, whose “obedience to authority” experiment 

transposed the liberal critique of behaviorism into a compelling 

image of a white-coated, affectless psychologist, armed with an 

electroshock machine.28



46 C A T H Y  G E R E

Milgram was the child of two Eastern European Jews who had 

come to the United States in the first decades of the twentieth 

century. In 1960 he completed a PhD dissertation probing the dif-

ferences in “social conformity” between Norwegians and French 

people. The setup was simple: it recorded how many times a sub-

ject would give an obviously false answer to a question when he 

or she was tricked into believing that everyone else in the study 

had answered that way. These experiments were cast as a series of 

investigations into “national character” (Norwegians turned out 

to be more conformist than the French) but were also a manifes-

tation of the free-ranging anxieties of the 1950s about organiza-

tion men, authoritarian personalities, and the relationship of the 

individual to the crowd. Sometime in the spring of 1960, inspired 

by Eichmann’s arrest, Milgram conceived of a sinister twist on 

his conformity research, asking if “groups could pressure a per-

son into . . . behaving aggressively towards another person, say 

by administering increasingly severe shocks to him.”29 In Octo-

ber and November of that year he sent letters of inquiry to three 

government agencies about the prospects of grant support for his 

research into obedience. His students built a fake “shock box,” 

and he ran some preliminary studies using Yale undergraduates 

as subjects.

The money duly rolled in, and the experiment went ahead. 

Subjects were told that they were participating in a study of pun-

ishment and learning, in which they and another participant 

would either play the role of “teacher” or “learner,” to be deter-

mined by drawing lots. What they did not know was that the 

other participant was a confederate of the experimenter and that 

both of the pieces of paper said “teacher” on them. The two men 

were then treated to a brief theoretical lecture about the role of 

punishment in learning and memory, then the putative learner 

was led away and the real subject of the experiment was seated 

in front of the shock box. This was an authentic-looking piece of 

equipment with a series of thirty switches labeled from 15 to 450 
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volts, grouped into batches of four switches with captions run-

ning from SLIGHT SHOCK to SEVERE SHOCK, the last two sim-

ply and ominously labeled XXX. The teacher was then instructed 

to administer a simple word-association test and to punish the 

learner’s wrong answers with shocks of increasing severity. The 

subjects were unable to see the learner, but his cries of anguish 

(prerecorded for consistency) were clearly audible. Famously, 

about a third of participants continued with the experiment up 

to the last set of switches.

Milgram claimed that his experiment was “highly reminiscent 

of the issue that arose in connection with Hannah Arendt’s book 

Eichmann in Jerusalem. Arendt contended that the prosecution’s 

effort to depict Eichmann as a sadistic monster was fundamen-

tally wrong, that he came closer to being an uninspired bureau-

crat who simply sat at his desk and did his job. After witnessing 

hundreds of ordinary people submit to the authority in our own 

experiments, I must conclude that Arendt’s conception of the 

banality of evil comes closer to the truth than one might dare imag-

ine.”30 In other words, he argued that he had exposed the univer-

sal psychological trait of obedience linking ordinary Connecticut 

folk to the defendant in Jerusalem.31 For present purposes, what 

is interesting about his experimental protocol is that the “author-

ity” in the experiment was derived from the psychology of reward 

and punishment. The subject was told that “psychologists have 

developed several theories to explain how people learn various 

types of material. . . . One theory is that people learn things cor-

rectly whenever they get punished for making a mistake.”32 Mil-

gram updated the antitotalitarian ideal for the height of the cold 

war: the banality of evil in his memorable performance piece was 

not a fascist preoccupation with racial hierarchies and the purity 

of the genetic pool but rather the dedicated environmental deter-

minism of pleasure-pain research.

The decade that began with Milgram’s infamous experiment 

quickly generated other seminal critiques: the following year com-
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munist brainwashing was depicted in the film The Manchurian Can-

didate and aversive operant conditioning portrayed in the novel A 

Clockwork Orange. In 1963 Life magazine ran an article on “chemical 

mind changers,” which opened with a riff on the cranky, competi-

tive founder of Skinner’s fictional utopian community, “Frazier.” 

Thereafter Skinner’s name was repeatedly invoked in relation to 

debates about behavior modification. He responded that so-called 

mind control happened everywhere, all the time, through the per-

fectly ordinary processes of reward and punishment found in every 

natural and social environment. The only question that confronted 

the human species, he declared, was whether to design these envi-

ronments scientifically or leave the whole business up to chance: 

“I merely want to improve the culture that controls.”33 As anxiety 

about the fascist personality was joined by paranoia about Stalinist 

brainwashing, the behavioral scientist became the emblem of an 

American version of totalitarianism.

The Role of Pleasure in Behavior

I N  1 9 6 2 ,  O N L Y  a year after Milgram’s study, Heath organized a sec-

ond symposium at Tulane. Twenty-two scientists participated, 

including James Olds, the neuroscientist who had accidentally 

discovered the rat’s pleasure center a decade earlier. Heath coau-

thored two chapters, the first of which, titled “Attempted Control 

of Operant Behavior in Man with Intracranial Self-Stimulation,” 

recounted his efforts to replicate Olds’s results in humans: “Thus 

far, reported self-stimulation work under controlled laboratory 

conditions has been confined to subhuman species. The pres-

ent report described exploratory efforts in the extension of such 

studies to man.” In July 1962 Heath’s team had implanted depth 

electrodes in two human subjects, “a 35-year-old divorced white 

man with a diagnosis of chronic schizophrenic reaction, catatonic 

type,” and “a 25-year-old single white man” suffering from “tem-

poral lobe epilepsy with possible underlying schizophrenia.”34



49Plasticity, Pathology, and Pleasure  in Cold War America

The experiment went badly. To the frustration of the research 

team, “when the current was turned off, both subjects continued 

to press the lever at essentially the same rate until the experiment 

was terminated by the experimenter after hundreds of unrewarded 

responses.” When asked why they continued to press the lever, the 

“schizophrenic patient would invariably state that it felt ‘good’; the 

epileptic subject would say that he was trying to cooperate with us, 

that he assumed we must want him to press it, since he had been 

placed there.” The researchers’ frustration with the recalcitrance of 

the second man began at this point to show: “Despite fairly forceful 

reminders in his case of the actual instructions, the same behavior 

recurred repeatedly, and the same sort of explanation was invari-

ably given.” The scientists had invested their brightest hopes in this 

patient because he was “intellectually intact,” but he turned out to 

be impossible to work with: “Besides frequent sullen and demand-

ing behavior, he feigned adverse reactions to the stimulation (even 

on occasion with the current turned off).” Most of the results were 

thus obtained from the other man, “B12,” who presented problems 

of his own, as he “was catatonic, and might have sat for hours with-

out making a movement that could be reinforced.”35

Given the problems with getting the men to stop self-stimu-

lating after the current was turned off, the experimenters intro-

duced a new protocol, which they dubbed, without apparent 

irony, the “Free-Choice Procedure.” By this time they were work-

ing with only B12, the catatonic patient, and they presented him 

with two different things to press, a lever and a button, hoping 

that if he were allowed to choose between them, he might select 

the rewarding stimulation. This produced mixed results. When 

the choice was between rewarding and aversive current, B12 

chose the positive stimulation, but “most attempts to control such 

behavior under conditions of rewarding current versus no current 

were unsuccessful.” Heath and his team tried injecting B12 with 

methamphetamine to enhance his sensitivity to the stimulation, 

but “the drug produced no detectable change in response rate.”36
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The paper’s disarmingly frank conclusion was that “attempts to 

establish, modify, and extinguish a simple lever-pressing response 

under conditions of intracranial self-stimulation in two human 

subjects have proved largely unsuccessful.” Heath and his coau-

thors nonetheless asserted that, “with revisions of procedure, data 

were obtained which suggest the presence of subcortical areas in 

the human brain in which brief electrical stimulation appears to 

have rewarding or reinforcing properties.” There was no discus-

sion of the possible confounding effect of using human subjects, 

able to talk back, to resist, to obey, and, as on this occasion, to 

obey robotically as an exquisitely annoying form of resistance. 

Instead Heath attributed the problems with the experiment to the 

patient’s mental illness: “Since most of our findings are based on 

the intracranial self-stimulation behavior of one clearly non-nor-

mal subject, they should be interpreted with caution.” 37

Beyond Freedom and Dignity

D E S P I T E  T H E  S U S T A I N E D  academic opposition to behaviorism, the 

1960s was marked by growing enthusiasm for Skinner’s work from 

a wider public outside the ivory tower. At the beginning of the 

decade sales of Walden Two began to rise; by decade’s end a series 

of intentional communities had been founded, explicitly inspired 

by the book. Most of these ran into trouble when the communards 

discovered that Skinner’s antidemocratic approach—in which 

planners and managers discretely ran the show and everyone else 

just enjoyed the results—was unworkable in the context of the 

American 1960s counterculture. It turned out that anyone predis-

posed to start or join a “Walden Two” either thought that he or she 

should be the Frazier figure or, more modestly, desired to share 

equally in the decision making.38 Democratic modifications to strict 

behaviorist principles were mostly undertaken without relinquish-

ing adherence to Skinner’s larger vision, however, and by 1970 his 

talks were attracting huge crowds to college auditoriums.
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In 1971 Skinner published a summary of behaviorist philoso-

phy, aimed at a general audience, which stayed on the New York 

Times best-seller list for twenty weeks. The provocatively titled 

Beyond Freedom and Dignity laid out his blueprint for solving the 

“terrifying problems that face us in the world today,” including 

population explosion, nuclear holocaust, famine, disease, and 

pollution. The humanist, he explained, appealed to mentalistic 

explanations such as “attitudes,” “opinions,” and “personalities” 

to account for self-destructiveness; his aim was to replace the lan-

guage of internal mental states with unadorned descriptions of 

human behaviors and the environmental conditions that deter-

mined them. That year he made forty radio and television appear-

ances.39

Skinner’s principal target was a cognitive specter he called 

“Autonomous Man,” an Enlightenment superstition much 

beloved by the authors of “the literatures of freedom.” “Auton-

omous man,” he scoffed, “serves to explain only the things we 

are not yet able to explain in other ways.” “Responsibility” was 

another superstition that Skinner attributed to our ignorance of 

the true determinants of behavior: “The real issue is the effective-

ness of techniques of control. We shall not solve the problems 

of alcoholism and juvenile delinquency by increasing a sense of 

responsibility. It is the environment which is ‘responsible’ for 

the objectionable behavior.” These metaphysical specters were 

impeding “the design of better environments rather than of bet-

ter men.”40

Despite his avowed commitment to solving the great problems 

of the day, Skinner made the most strenuous efforts to present his 

work as value-free. “Good things are positive reinforcers. The food 

that tastes good reinforces us when we taste it,” he announced. 

Having collapsed the good and the pleasurable, he was then able 

to translate moral axioms into a behaviorist idiom: “If you are 

reinforced by approval of your fellow men, you will be reinforced 

when you tell the truth.” In the same key he averred that his 
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behaviorist prescriptions concerning pollution, population, and 

nuclear war were not predicated on any vision of the good life 

but rather on his evolutionarily programmed and culturally rein-

forced desire for the survival of his species and of his culture.41 

His determination to strip even human happiness of moral con-

tent left him bereft of substantive reasons to enact his program 

of social reform. His supporters and followers outside the acad-

emy wanted desperately to build a better world, but his scientism 

had thrown him back on a species of nihilism that would prove 

unequal to the moral passions of those avatars of freedom, dig-

nity, and autonomy converging in ever-greater numbers on the 

antipsychiatry movement.

Zero plus Zero

C H O M S K Y ’ S  R E V I E W  O F  Beyond Freedom and Dignity in the New York 

Review of Books made his earlier review of Verbal Behavior look like 

the model of academic politeness. Chomsky asked what the book 

contributed to psychology and concluded that “zero plus zero still 

equals zero.” As for Skinner’s proposals for societal reform, he 

summoned up the vision of “a well-run concentration camp with 

inmates spying on one another and the gas ovens smoking in the 

distance.” He admitted that “it would be improper to conclude 

that Skinner is advocating concentration camps and totalitarian 

rule,” but only because this “conclusion overlooks a fundamental 

property of Skinner’s science, namely, its vacuity.”42

It was despair and anger over the Vietnam War that had sent 

Chomsky and his fellow travelers to such rhetorical extremes, 

dividing the world into those who opposed the fascism of U.S. 

foreign policy and those who collaborated with it. In his 1959 

review of Verbal Behavior, Chomsky’s exemplar of the non-behav-

iorist human was an unworldly scholar; in the 1971 review it 

was an antiwar activist: “Suppose that a description of a napalm 

raid on a foreign village induces someone in an American audi-
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ence to carry out an act of sabotage. In this case, the ‘effective 

stimulus’ is not a reinforcer, but the mode of changing behavior 

may be quite effective.” Another reductio ad absurdum of Skin-

ner’s argument linked him to Eichmann and the architects of the 

Vietnam War. A chapter in Beyond Freedom and Dignity argued that 

we are more likely to give people credit for actions whose behav-

iorist motivations we do not understand, such as “those who live 

celibate lives, give away their fortunes or remain loyal to a cause 

when persecuted, because there are clear reasons for behaving 

differently.”43 Chomsky parsed this with deliberate obtuseness: 

“Skinner is claiming that if Eichmann is incomprehensible to us, 

but we understand why the Vietnamese fight on, then we are 

likely to admire Eichmann but not the Vietnamese resistance.”44 

The review was considered a major event in the world of letters, 

and 1971 was the year that witnessed the steepest decline in 

articles and PhD dissertations on behaviorist psychology and a 

corresponding sharp rise in the output of Chomsky’s cognitive 

school.45

Chomsky’s hatchet job showed how prophetic Milgram had 

been. The 1961 Obedience to Authority experiment had taken the 

analysis of The Authoritarian Personality of the 1950s, radicalized 

it, and recast it in a psychiatric idiom perfectly suited to the Viet-

nam War era. Recognizing no moral distinction between My Lai 

and the Nazi invasion of Poland, the antiwar movement turned 

the liberal critique of totalitarianism against liberalism itself, 

with the behaviorist psychologist standing as the emblem of the 

unfeeling machinery of the American state and the academic-

industrial complex that supported it.

Activists began to attend Skinner’s public lectures, including 

a group calling themselves the National Caucus of Labor Com-

mittees, who announced that they had “delivered a Nuremberg 

Indictment for Crimes Against Humanity” against “the nation’s 

number one populizer [sic] of Nazi medicine, B. F. Skinner.” On 

the campus of Indiana University they hanged him in effigy. At 
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one talk they fired a blank cartridge during the question-and-

answer session. Police began to stand by at Skinner’s public 

appearances, and he made sure to walk to his office at Harvard by 

a different route each day.46 In 1974 Skinner published a defense 

of his philosophy titled On Behaviorism. Reviewing the book, the 

radical psychologist Thomas Szasz wrote, “I believe that those 

who rob people of the meaning and significance they have given 

their lives kill them and should be considered murderers, at least 

metaphorically. B. F. Skinner is such a murderer. Like all mass 

murderers, he fascinates—especially his intended victims.”47

Septal Stimulation for the Initiation of Heterosexual Behavior

M E A N W H I L E  H E A T H  W A S  still working out the therapeutic possibilities 

for direct electrical stimulation of the brain. In 1970 he embarked 

on an attempt to “employ pleasure-yielding septal stimulation 

as a treatment modality for facilitating the initiation, develop-

ment, and demonstration of . . . heterosexual behavior in a fixed, 

overt, homosexual male.” This experiment betrayed the lasting 

influence of Rado, whose emphasis on the evolutionary utility of 

pleasure had resulted in a theory of sexuality that was far more 

prescriptive than Freud’s: “I know of nothing that indicates that 

there is any such thing as innate orgiastic desire for a partner of 

the same sex. . . . The homosexual male often clings to the myth 

that he belongs to a third sex, superior to the rest of mankind. 

This would seem to be the effort of an individual who lives in 

constant dread of detection and punishment, which is the milieu 

of the society that prohibits homogenous mating, to restore his 

shaky equilibrium.”48 Partly under the influence of Rado’s theory 

of maladaptive sexuality, reparative therapy enjoyed a vogue 

in the midcentury, with psychiatrists prescribing talk therapy, 

hormones, drugs, and other treatments to restore proper sexual 

functioning. In this context electrical brain stimulation seemed 

to promise a new horizon of efficacy.
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Although Heath and his coauthor chose to foreground this eye-

catching aspect of their treatment, the subject’s sexuality was only 

one among many maladaptive aspects of his behavior that they set 

out to reprogram. According to their account, patient “B19” had 

an abusive father, a cold mother, and a long record of social isola-

tion and behavioral problems, culminating in his being discharged 

from the military and spending two years as a “‘drifter’ travelling 

idly around the country, engaging in numerous homosexual rela-

tionships and being supported financially by homosexual part-

ners.” The list of symptoms included “distinct preoccupation with 

his body image . . . extreme somatization . . . hypochondriacal 

traits . . . paranoid ideation . . . apathy, chronic boredom, lack of 

motivation to achieve and a deep sense of being ineffectual, inad-

equate, worthless and inferior.” EEG readings seemed to indicate 

that he suffered from temporal lobe epilepsy.49

B19 was put under general anesthetic and electrodes were 

implanted in eight deep brain structures. Four weeks later he was 

made to watch a heterosexual “‘stag’ film,” at the end of which 

“he was highly resentful, angry, and unwilling to respond.” 

The following day he embarked on a schedule of stimulation of 

the septal region, sometimes administered by the researchers, 

sometimes self-administered. He “exhibited improved mood, 

smiled frequently, stated that he could think more clearly, and 

reported a sense of generalized muscle relaxation. He likened 

these responses to the pleasurable states he had sought and expe-

rienced through the use of amphetamines.” Eventually “he had to 

be disconnected, despite his vigorous protests.” Most important, 

he “reported increasing interest in female personnel and feelings 

of sexual arousal with a compulsion to masturbate,” after which 

“he agreed without reluctance to re-view the stag film, and dur-

ing its showing became sexually aroused, had an erection, and 

masturbated to orgasm.”50

Over the next few days B19 reported “continued growing inter-

est in women.” After another series of septal stimulations, he 
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expressed “a desire to attempt heterosexual activity in the near 

future.” The researchers accordingly arranged for a twenty-one-

year-old prostitute to have sex with him in a laboratory while he 

was hooked up to an EEG apparatus to measure his brain activity. 

She seems to have been most therapeutically adept, allowing him 

to talk to her for an hour about “his experiences with drugs, his 

homosexuality and his personal shortcomings and negative qual-

ities,” during which she was “accepting and reassuring.” In the 

second hour, “in a patient and supportive manner, she encouraged 

him to spend some time in a manual exploration and examina-

tion of her body.” They had sex, and, “despite the milieu and the 

encumbrance of the electrode wires, he successfully ejaculated.” 

Heath declared the experiment a success: “Of central interest in 

the case of B19 was the effectiveness of pleasurable stimulation 

in the development of new and more adaptive sexual behavior.”51

For a protégé of Rado, it made sense to lump in homosexuality 

with depression, paranoia, grandiosity, and suicidal tendencies as 

just another evolutionarily maladaptive disorder of hedonic regu-

lation. When the study was under way, however, a campaign by 

gay activists succeeded in getting homosexuality removed from 

the Diagnostic and Statistical Manual of Mental Disorders, the so-called 

Bible of psychiatry. The seventh printing of the DSM-II, published 

in 1974, contained a new diagnosis, “Sexual Orientation Distur-

bance (SOD),” suffered by “individuals whose sexual interests are 

directed primarily toward people of the same sex and who are 

either disturbed by, in conflict with, or wish to change, their sex-

ual orientation.” By pivoting around lack of self-acceptance, this 

diagnostic category implied that treatment for SOD might consist 

of a few affirmative sessions with a gay therapist rather than any 

sort of procedure aimed at changing the sexual orientation of the 

patient.52 SOD replaced the highly paternalistic stance of repara-

tive therapy (in Heath’s case anchored in evolutionary theory) 

with an ethic of choice and self-determination.
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Human Experimentation and the Triumph of Autonomy

B Y  T H I S  T I M E  medical and psychiatric paternalism was under attack 

from all sides. The rewriting of the diagnosis of homosexuality 

coincided with the revelation of the Tuskegee Study of Untreated 

Syphilis in the Negro Male, a U.S. Department of Public Health 

initiative dating from 1932, in which 399 African American share-

croppers diagnosed with syphilis had been selected for a study of 

the untreated disease. In 1972 a DPH employee told a journal-

ist friend about the research, and on July 26, 1972, the study 

was on the front page of the New York Times under the headline 

“Syphilis Victims in U.S. Study Went Untreated for 40 Years.”53 

The next day the paper ran an interview with a survivor—the 

grandson of slaves—who recalled that the researchers recruited 

subjects on the pretext that they were getting free treatment. In 

the same article a researcher from the Centers for Disease Control 

described the study as “almost like genocide.”54 On July 30 the 

paper’s science writer noted that the study was “begun the year 

Hitler came to power. It was Hitler’s atrocious ‘experiments’ done 

in the name of medical science which led after World War II to 

the promulgation of the Nuremberg Code.”55

In response Senator Edward Kennedy organized a series of 

congressional hearings on the problem of human experimenta-

tion, which were held over the course of six days between the 

end of February and the beginning of March 1973. Day three 

of the hearings was devoted to the neurosciences. The radical 

psychotherapist Peter Breggin delivered a sermon against the 

“mechanistic, anti-individual, anti-spiritual view,” which “gives 

justification to the mutilation of the brain and the mind, in the 

interests of controlling the individual.” For Breggin the root of the 

problem lay in the “totalitarian” outlook of psychologists such as 

Skinner, whose work, he asserted, “ridicules the basic American 

values: Love of the individual, love of liberty, personal responsi-

bility, and the spiritual nature of men. . . . If America ever falls to 
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totalitarianism, the dictator will be a behavioral scientist and the 

secret police will be armed with lobotomy and psychosurgery.”56

After Breggin, Heath took the stand and presented the results 

of his experiments, including showing some film of his sub-

jects undergoing stimulation. The first film showed a patient “in 

whom we turned on the adversive brain circuitry to induce vio-

lent impulses.” The second film depicted “pleasure sites of the 

brain [being] stimulated to relieve physical pain” and in the third 

“pleasure sites [being] stimulated to remove the emotional pain 

of episodic rage and paranoia.” After watching the films, Ken-

nedy attempted to clarify the nature of the intervention: “What 

you are really talking about is controlling behavior.” Heath bri-

dled at this: “I am a physician and I practice the healing art. I am 

interested in treating sick behavior—not in controlling behavior.” 

Undaunted Kennedy went on: “You have shown and testified 

about how you can replicate pain and pleasure by the implanta-

tion of these electrodes in different parts of the brain.” This time 

Heath assented. Kennedy continued, “This is behavioral control. 

As I understand it, you are trying to use this technique to treat 

people.” Again Heath agreed. Kennedy then asked, “Would it not 

be adaptable to treat other people as well, normal people?,” to 

which Heath replied, “I think it would be, but I think normal 

adaptive people are already being treated. I am sure Dr. Skinner 

is going to talk on that. Our learning experiences, our attitudes 

are modified every day.”57

Shortly afterward Skinner took the floor and elaborated on the 

continuity between Heath’s electrical stimulation of the brain and 

his own, less invasive methods. “The control of human behavior 

through drugs, psychosurgery, or electrical stimulation naturally 

attracts attention,” he observed, “but far more powerful meth-

ods have been in existence as long as the human species itself 

and have been used throughout recorded history.” According to 

Skinner, there was no need for technological or chemical inter-

vention, as “behavior is selected and strengthened by its conse-
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quences—by what the layman calls rewards and punishments, 

and this fact has long been exploited for purposes of control.” 

Control, Skinner explained, was a fact of life: “We are all con-

trolled all the time—by what has happened to us in the past and 

our social environment. The prisoner of war who resists efforts to 

demean him or change his views is not demonstrating his own 

autonomy; he is showing the effects of earlier environments—

possibly his religious or ethical education, or training in tech-

niques of resistance in the armed services.”58 In repudiating the 

notion of autonomy Skinner made clear the contrast between his 

view of humanity and the idea of the free, sovereign, individual 

human spirit that had motivated his opponents. But he was now 

up against a broader and more united opposition than at any time 

in his career: the cognitive model of human autonomy was iden-

tical with the ideal of moral freedom that underlay the move-

ment for informed consent in medicine. By the end of the 1970s 

informed consent had become an absolute regulatory mandate, 

and the principle of patient autonomy had triumphed over the 

last vestiges of medical paternalism. Behaviorism remained an 

important presence in laboratory studies of learning in nonhu-

man animals, but it had to relinquish all of its larger philosophi-

cal and social ambitions.

As for Heath, after the hearings he hung on at Tulane, pro-

tected by his cloistered position within a private university, but 

he became the target of strident student protests. The Medical 

Committee for Human Rights, founded in 1964 to provide treat-

ments for wounded civil rights activists, protested his public 

appearance in downtown New Orleans. In 1974 a local journalist 

published an account of his work, arguing that his flimsy consent 

procedures gave him “carte blanche permission for implantation, 

surgery, drugs and other treatments.”59 The article was titled “The 

Mysterious Experiments of Dr Heath: In Which We Wonder Who 

Is Crazy and Who Is Sane,” an inversion of the categories of mad-

ness and reason that was an expression of the baffled fury of the 
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activist generation that had grown up in the shadow of the Holo-

caust and discovered that the American victory over fascism was 

neither clean nor clear. Just as with Skinner, Heath’s commit-

ment to extreme behavioral plasticity had become associated with 

totalitarian mind control. Cognitive science, by contrast, with its 

human exceptionalism, its focus on reasoning and computation, 

its emphasis on information and symbolic language, was able to 

hitch its star to the democratic agenda.

In the complex welter of cold war politics, human moral free-

dom was possible only if neural plasticity was limited. In repudi-

ating behaviorism the architects of cognitive science invoked the 

innate, genetically programmed capacities of the organism. In his 

review of Skinner’s Verbal Behavior Chomsky suggested that “pre-

diction of the behavior of a complex organism (or machine) would 

require, in addition to information about external stimulation, 

knowledge of the internal structure of the organism, the ways 

in which it processes input information and organizes its own 

behavior. These characteristics of the organism are in general a 

complicated product of inborn structure, the genetically deter-

mined course of maturation, and past experience.”60 For Chom-

sky and his fellow travelers it was this whole complex of traits 

that structured the responses of an organism to its environment. 

As linguists they believed the “genetically determined course of 

maturation” was especially salient. Language acquisition—the 

quintessential human capacity—seemed to unfold in an orderly, 

sequential fashion, displaying marked developmental stages. And 

just as Lashley had pointed out in 1948, semantic meaning could 

never be accounted for in a stimulus response framework; it must 

be an integrated capacity of the “intact organism” (i.e., not a 

decapitated frog), prior to any stimulus, that shaped patterns of 

behavior, especially verbal behavior.

By focusing on information processing as a computational 

problem, cognitive science neatly sidestepped the whole problem 

of organicism and genetic determinism that might have given 
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their work eugenic overtones. What ultimately triumphed was 

the implied relationship between computational rationality and 

autonomous decision making, an Enlightenment framework 

updated for the computer age. This link between freedom and 

reason was perhaps best embodied in the empowered patient of 

informed consent, but it was equally compatible with the Homo 

economicus of neoliberalism, two iconic idealizations of human 

agency in the post–cold war world.

Meanwhile the physiologist Eric Kandel was busy studying the 

classical Pavlovian phenomena of habituation and sensitization 

in sea slugs. Administering electrical shocks to his animals as a 

proxy for learning and memory, he ultimately unlocked the sub-

molecular mechanisms of neural plasticity, work for which he 

won the 2001 Nobel Prize. So, now that neuroplasticity is back, 

what will we do with this malleability? Can a neural process elu-

cidated by means of Pavlovian conditioning truly represent libera-

tion from the imperatives of biological determinism? Just as with 

epigenetics, it certainly seems to delineate some kind of freedom. 

But whether neuroplasticity represents freedom, flexibility, or 

Catherine Malabou’s “explosiveness,” do we want to hang on to 

any part of the Chomskian ideal of structure—meaning both the 

structured material substrate of the human brain’s computational 

and symbolic capacities as well as the structure of reasoned argu-

ment—as ground for the possibility of democratic participation or 

political resistance?
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4 Epileptic Insanity and Personal Identity:  

John Hughlings Jackson and the Formations  

of the Neuropathic Self

Personhood and Pathology

A  S P A N  O F  two hundred years, from the end of the seventeenth to 

the end of the nineteenth century, separates a striking reversal of 

positions on the relationship between madness and personhood. 

In 1694 John Locke published the second edition of Essay concern-

ing Human Understanding, with the newly included chapter “Of 

Identity and Diversity”—Locke’s expanded discussion of “per-

sonal identity.”1 In that chapter Locke grounded self-identity, the 

identity of being a single person, on the continuity of conscious-

ness alone, the limits of which were defined by how far a per-

son’s consciousness of her thoughts, perceptions, and memories 

could extend. This approach lent to Locke’s notion of personhood 

a structure of accountability, so that given the continuity of a sin-

gular experience, a person would ultimately be answerable at the 

very least to herself, morally and epistemically. Only then could 

she be answerable or publicly accountable to an institution or the 

law. Person or self, as Locke famously concludes, “is a Forensick 

Term, appropriating actions and their merit.”2
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For Locke the unity and singularity of personhood was its cen-

tral characteristic, and to think otherwise was to stray toward 

an untenable position: “If it be possible for the same man to have 

distinct incommunicable consciousness at different times, it is 

past doubt the same man would at different times make different 

Persons; which, we see, is the Sense of Mankind in the solem-

nest Declaration of their Opinions, Humane Laws not punishing 

the Mad Man for the Sober Man’s Actions, nor the Sober Man 

for what the Mad Man did, thereby making them two Persons.”3 

Locke is, of course, not endorsing the idea that in madness we 

see the authentic emergence of a second person. In the case of 

madness we speak only as if the madman has become another 

self. This kind of figuration, that two selves inhabit a single man, 

does not amount to a viable claim about personal identity, which 

is why Locke begins this passage as a hypothetical supposition. 

Mental departures associated with madness properly represent 

nothing more than the temporary lacunae of the sober man’s 

unified and conscious self. After all, Locke’s broader concern is 

in demonstrating the absurdity that arises when personal iden-

tity is not grounded on consciousness but rather on substance—in 

particular, a Cartesian soul, a substance that perpetually thinks 

even when we are not cognizant of such thinking. Cartesian-

ism, or some variation thereof, ensures that a person cannot be 

consciously accountable for all of her thoughts, insofar as she (or, 

rather, her soul) thinks even when she (that is, her conscious self) 

does not think she thinks. This not only upsets any possibility of 

self-accountability, but it also inevitably divides a person into two: 

a regularly thinking soul as well as an occasionally conscious self.

Exactly two hundred years later, however, another English 

physician will posit a near-reversal of this position, by not only 

asserting the possibility that in madness another self can authenti-

cally emerge (for Locke the position was not impossible, merely 

invalid and absurd) but also affirming its acceptability as an epis-

temologically and medically viable claim. In 1894 the seminal 
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neurologist John Hughlings Jackson published an article titled 

“The Factors of Insanities” in the Medical Press and Circular. The 

essay represented a culmination of his most mature theories of 

the physiology and pathology of the brain and nervous system, 

further expounding the conceptual innovation for which he was 

most famous, namely his “evolutionary” understanding of the 

nervous system—a conception that the entire nervous system 

functionally represented the entire body, in an ever increasing 

hierarchy of complexity and specialization. The “lowest” centers 

of the peripheral nervous system represented the sensorimotor 

dimensions of the body, which were then re-represented (and re-

re-represented) in higher cerebral centers according to a cumu-

lative degree of differentiation and specification. The highest 

cerebral centers therefore did not localize a mind per se but rather 

the most specific, differentiated, novel, and complex sensorimo-

tor coordinations.

Within this hierarchical and vertically layered picture of the 

evolutionary nervous system, neuropathology for Hughlings 

Jackson amounted to instances of “dissolution,” or the functional 

cessation of a higher center combined with the consequent dis-

inhibition of a lower function. Behavioral anomalies character-

istic of madness were not simply expressions of the loss of higher 

processes but also the exhibition of the newly disinhibited lower 

centers. Such behavioral anomalies might include any number 

of “insanities” and altered states of consciousness, including 

automatism, somnambulism, dreamy states, and hallucinatory 

episodes.

In “The Factors of Insanities,” however, Hughlings Jackson 

claimed that what was in fact exhibited in neural “dissolution” was 

not only madness but a state of consciousness so altered that one 

might rightly define it as a “new person,” a person who is episte-

mologically and forensically distinct from the former, “sane” self. 

Madness authentically meant to become another person entirely. 

After all, the functions that were disinhibited during madness, 
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while “lower,” were nevertheless normal from both a physiological 

and an evolutionary standpoint. Pathology amounted to a shift 

or drop from one normal brain process to another—in effect the 

introduction of another brain and, so, another self.4

Between Locke and Hughlings Jackson, the discussion per-

taining to the feasibility of understanding madness as a genre 

(rather than lacuna) of personhood had transitioned from philo-

sophical absurdity to medical legitimacy. For Hughlings Jackson 

it had become medically viable and acceptable to speak in a cer-

tain way about personhood and madness—but only insofar as 

madness could be characterized in neurological terms.

What is noteworthy, however, is not the novelty of Hughlings 

Jackson’s claims. Decades earlier, between 1822 and 1826, Franz 

Gall published his multivolume On the Functions of the Brain, in 

which he declared, “There are cases, where, by an alteration of 

the [cerebral] organs, the ME is transformed into another ME; 

for instance, when a man believes himself transformed into a 

woman, a wolf, etc.; there are cases, where the old ME is entirely 

forgotten or replaced by a new one; not an uncommon accident 

after severe disease, especially in cerebral affections.”5 But Gall’s 

claims were not, as they would be for Hughlings Jackson, situ-

ated within a medically acceptable style of reasoning. This was, 

in other words, not yet a generally viable way of speaking about 

personhood and brain. Gall’s assertions functioned more than 

anything as a conjectural rebuttal against a dominant eigh-

teenth-century tendency to correlate the unity of the mind with 

what was viewed as the homogeneity of the brain’s white matter.6 

Instead of a unified mind subtended by a homogeneous brain—a 

medical position that Gall argued adhered to philosophical com-

mitments—Gall introduced a composite brain that could support 

a mosaic self (a challenge therefore to philosophy’s reputed pri-

macy over medical knowledge).

On the other hand, while Hughlings Jackson’s claims regard-

ing the neuropathology of personhood were somewhat unique, 
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what makes them so noteworthy is that they were embedded 

within a set of psychiatric and neurological discussions, disputes, 

and controversies concerned at various levels with the status of 

“personal identity, and its morbid modifications”—to quote the 

title of a 1862 article by Hughlings Jackson’s colleague, the psy-

chiatrist James Crichton-Browne (along with Hughlings Jackson, 

one of the founding editors of the journal Brain).7 Not only had it 

become important to inquire into the status of the self in states of 

madness and neurological disorder; it had also become necessary 

to consider that some state of personhood could be retained, or 

even newly fashioned, in pathological circumstances.

The discourse of behavioral medicine between 1860 and 1900, 

within which Hughlings Jackson’s work must be broadly contex-

tualized, comprises what Ian Hacking calls a “space of possibili-

ties” enabling certain formations to emerge, formations in this 

case specifically related to the relationship between personhood, 

pathology, and the brain.8 Not only is Hughlings Jackson repre-

sentative of some of the most significant conceptual renovations 

to neurophysiology at the end of the nineteenth century; more 

important for the purposes of this essay, he is representative of 

a way in which personhood was coming to be neurologically 

“made up” by the end of the nineteenth century, and in such a 

way where person and brain became so conceptually linked that 

modifications to neural processes corresponded not to the loss but 

rather to the modification of self.9

Yet, as I will propose, there is more to the story of Hughlings 

Jackson’s neuropathology of self than the suggestion that neurolog-

ical paradigms historically opened up new possibilities for reimag-

ining personal identity, which they certainly did. That standpoint, 

taken on its own, implies that brain research alone enabled such 

possibilities to arise. What I instead propose is that neurological dis-

course—Hughlings Jackson’s in particular—only formalized and 

stabilized a problem related to the category of selfhood and the status 

of personal identity that was emerging as a consequence of broader 
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discussions throughout behavioral medicine. Hughlings Jackson’s 

proposition of pathologically becoming a new person functioned as 

a reflection of and rejoinder to a set of epistemological and forensic 

anxieties related to personhood itself.

Normal and Pathological

M U C H  O F  T H I S  story revolves around a gradual transformation in the 

medical dichotomy of health and disease, the shifting relation-

ship of which was profoundly exemplified in historical accounts 

of neuropathology. The pathological dissolution of the self, for 

instance, was not merely a seventeenth-century philosophical 

premise; it had its correlates in important early modern principles 

of neuroanatomy. For the seminal seventeenth-century neuro-

anatomists, the brain’s anatomical organization was likened to 

and imagined through the architecture of political absolutism—

quite literally a castle or fortress that housed and safeguarded 

a sovereign mind or soul. Thomas Willis and Humphrey Ridley 

were quite explicit in their assertion that the brain was “like a 

castle,” where the cortical layers (viewed as little more than a 

functionless crust) were designed for the purposes of defense and 

safety against foreign threats.10

Indeed disease was understood as arising from an external mor-

bidity or contagion, a breaching of the castle walls, and a top-

pling of the sovereignty of the mind itself. As Descartes confirms 

in a letter to Princess Elizabeth, “The architecture of our bodies 

is so thoroughly sound that when we are well we cannot eas-

ily fall ill except through extraordinary excess or infectious air 

or some other external cause.”11 If we were to believe Descartes 

when he proclaims, “The preservation of health has always been 

the principal end of my studies,”12 then it would make sense for 

him to have located the pineal gland, the seat of the soul, at the 

exact center of the brain. Because there “it is situated in such 

a well-protected place that it is almost immune from illness.”13 
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The external threat of disease was thoroughly incompatible with 

the stability of a healthy brain. Illness was framed as a rupture 

and penetration of the brain’s coherence, potentially deposing 

whatever mind, soul, or self would be said to reside there. And 

as Hobbes warned, the body politic can no more be governed by 

an expired sovereign than can “the Carcasse of a man, by his 

departed (though Immortal) Soule.”14 Pathology was the undoing 

of health and the unseating of the rational mind to which health 

was inextricably linked. A diseased brain was a dethroned mind, 

the absence of the self altogether.

A more reconciled view of the relationship between health and 

disease, in the form of mutual compatibility, begins to emerge by 

the middle of the eighteenth century, at a moment when the life 

sciences witnessed a general turn toward vitalist approaches to 

the study of living beings. In his textbook Institutions of Medical 

Pathology (1758) Leiden medical professor Jerome Gaub viewed 

disease as another “state of the living body,” which while distinct 

from health, was not in strict opposition to life as such.15 The neu-

ropathological correlate to Gaub’s medical theories is found in the 

writings of Scottish physician and professor Robert Whytt (who 

lectured from Gaub’s textbook), particularly his 1765 Observations 

on the Nature, Causes, and Cure of those Disorders which Have Been 

Commonly Called Nervous, Hypochondriac, or Hysteric. For Whytt ner-

vous diseases emerged out of the normal functions of the nervous 

system, representing an exacerbation of normal neurophysiology, 

not its occasional erroneousness (which was the tendency taken 

by Whytt’s contemporaries, including William Battie in his Trea-

tise on Madness from 1757). For Whytt the fact that we are almost 

entirely “nervous” physiologically meant that we are always liable 

to becoming “nervous” in a pathological sense.16 By the turn of 

the nineteenth century this compatibility of normal and abnor-

mal states of the brain was a sentiment that Gall felt his compos-

ite brain could better depict, since as far as he was concerned, 

only his organological views could properly affirm how the brain 
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could be “healthy and morbid, in a normal, and an anormal state, 

at one and the same instant.”17

This transformation in the relationship between health and 

disease is a historical progression that I am, needless to say, per-

haps, drawing from Georges Canguilhem. Canguilhem describes 

the tendency, increasingly apparent across the nineteenth cen-

tury, to view pathology as an extension—a difference in degree—

rather than a disparity or contradiction of normal physiology. 

For Canguilhem this sort of relationship between normality 

and pathology will be rigorously typified only in the writings of 

twentieth-century German neurologist Kurt Goldstein.18 Earlier 

nineteenth-century variations tended to maintain, according 

to Canguilhem, a normatively idealized view of health, where 

pathology was still seen as a kind of “residue” of the norm.19

Be that as it may, this inter-embedded relationship between 

normality and pathology, characteristic of nineteenth-century 

medicine, will nonetheless be integral for the purposes of this 

analysis because the neuropathological disorder that perhaps 

most exemplified this relationship was also the disorder that 

was most formative to the work of John Hughlings Jackson—

namely epilepsy.

Normalized Abnormalities: The Case of Epilepsy

E P I L E P S Y  W A S ,  H I S T O R I C A L L Y  speaking, a remarkable disorder. It was 

integral in the development of clinical neurology, being one of 

the most commonly treated neurological diseases of the period.20 

The National Hospital in London, where Hughlings Jackson at age 

twenty-seven was first employed as an assistant physician just 

two years after it opened in 1860, was devoted to “the relief of 

paralysis, epilepsy and allied diseases.”21 But epilepsy was also 

an illness that remained an object of psychiatric unease (and, as 

I describe later, medico-legal anxiety) until the turn of the cen-

tury. It was, in many ways, a robust medical problem.
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Epilepsy was pivotal for Hughlings Jackson’s more mature, 

clinically derived theories of neurophysiology; it was the pathol-

ogy on the basis of which he was able to reverse-engineer, as it 

were, a conception of healthy neurophysiology. It was his senior 

colleague, Charles-Édouard Brown-Séquard, who proposed that 

Hughlings Jackson consider disease as cases of the departure from 

normal neural processes.22 Brown-Séquard had himself defined 

epilepsy as “an increased reflex excitability of certain parts of the 

cerebro-spinal axis, and in a loss of the control that, in normal 

conditions, the will possesses over the reflex faculty.”23 Hughlings 

Jackson’s definition displayed some similarities: “Epilepsy is the 

name for occasional, sudden, excessive, rapid, and local discharge 

of grey matter,”24 or what he elsewhere calls the “paroxysmal dis-

charges” of “the cerebral hemisphere.”25 It was, in other words, 

an unhealthy release of nervous excitability, abnormal not in its 

occurrence but in its abruptness and degree of excess.

Reaching such a definition, however, involved abandoning 

prior methods of clinical pathology, which depended on the use 

of postmortem autopsies to correlate localized areas of appar-

ent histological damage in the brain with recorded pathological 

symptoms.26 Abnormal neural “discharges” were symptomati-

cally displayed as convulsive fits, the seizures common to epileptic 

episodes. Hughlings Jackson proposed that the convulsive move-

ments were a manifestation of neurological (specifically cerebral) 

damage, but not insofar as areas of the brain corresponded to 

individual muscles or parts of the body but rather because they 

represented movements. Given the way seizures “marched” up and 

down the body, usually beginning in a concentrated location and 

becoming increasingly generalized, epileptic convulsions effec-

tively revealed to Hughlings Jackson the fact that the nervous sys-

tem represented movements and motoric possibilities organized 

according to a hierarchy of complexity and specification. As he 

writes, “Nervous centers—we consider them as motor only—do 

not represent muscles but, or except as, movements. Each term 
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or unit of a center represents a movement of the whole region 

which the center altogether represents.” Epileptic attacks effec-

tively demonstrated that the entire nervous system was a hier-

archically arranged “sensori-motor machine.”27 “Speaking very 

roughly indeed, we may say that from the separate, detailed rep-

resentation of parts of the body by the lowest centers up to the 

highest cerebral centers there is a gradual ‘mixing up’ by stages of 

increasingly complex representation, so that at the acme of rep-

resentation each unit of the highest centers represents (re-repre-

sents) the whole organism in most complex ways, no two units 

of those centers representing all parts of the body in exactly the 

same degree and order.”28 By assembling and adopting this evo-

lutionary framework of the nervous system, Hughlings Jackson 

was able to provide a compelling explanation of the phenomenon 

of an epileptic attack. That evolutionary framework allowed him 

to propose that “epilepsy [is] a disease of the highest cerebral cen-

ters. . . . The epileptic process begins in some part of the highest 

level (in some part of the ‘mental centers’) and when the fit is 

a severe one all the levels are greatly involved.”29 Any debilita-

tion of the “highest level” of the nervous system would trans-

late into a specific and contained tremor—the normal somatic 

commencement of an epileptic episode. (The mental or sensorial 

“auras” that often precede epileptic attacks were also signs that 

the highest levels had been debilitated first.) The transition to a 

more distributed convulsive fit meant that the epileptic discharge 

had extended farther down the neural hierarchy, affecting and 

aberrantly stimulating more levels and thus more generalized 

movements and motoric possibilities.

But by describing epilepsy in such a way, Hughlings Jackson 

believed he had effectively outlined the general processes of neu-

rological disorders as such. In addition to its clinical-diagnostic 

sense, he deployed epilepsy in a more general, theoretical sense, as 

an umbrella term that could function as a template for neurologi-

cal insanity.30 Debilitations resulting from histological diseases, 
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epileptic discharges, physical injuries, or even drunkenness were 

functionally analogous; they were all instances of what “epilepsy” 

in its general sense displayed: the dysfunction of a higher center 

and the consequential disinhibition of a lower level, either tem-

porarily or permanently. Hughlings Jackson explains: “I take epi-

leptic paroxysms and their after-conditions as being, together, an 

illustration of the morbid nervous affection of greatest complexity 

of symptoms. . . . The symptomatology of paroxysm is probably a 

universal symptomatology. . . . The study of epilepsy, therefore, 

involves the study of some cases of insanity. These insanities are 

what I have called after-conditions of the epileptic paroxysm.”31 

Although epilepsy was not identical to the “after-conditions” and 

insanities that would arise only as a consequence of the aberrant 

neural discharges, still, epilepsy in very general terms offered an 

illustration of the neurological processes underlying, almost like a 

principle, the onset of almost all abnormal mental states. As Wil-

liam James affirmed in his Principles of Psychology, “Dr. Hughlings 

Jackson’s explanation of the epileptic seizure is acknowledged to 

be masterly. It involves principles exactly like those which I am 

bringing forward here. The ‘loss of consciousness’ in epilepsy is 

due to the most highly organized brain-processes being exhausted 

and thrown out of gear. The less organized (more instinctive) pro-

cesses, ordinarily inhibited by the others, are then exalted, so 

that we get as a mere consequence of relief from the inhibition, 

the meaningless or maniacal action which so often follows the 

attack.”32 In this sense epilepsy elucidated not merely the nature 

of neurological disorders but also the structure of the nervous sys-

tem as such. After all, pathological volatilities were not opposed 

to normal neurological functions but grew out of them: “Symp-

toms of instability in disease are, I suppose, an exaggeration with 

caricature of the effects of healthy discharge.”33

Epilepsy therefore could be viewed as a kind of blueprint out-

lining the brain’s general sensorimotor physiopathology: “An 

ordinary severe epileptic ‘attack’ . . . is nothing more than a sud-
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den excessive and temporary contention of very many of the 

patient’s familiar normal movements—those of smiling, masti-

cating, articulating, singing, manipulating, etc.”34 It was not that 

healthy movements were un-epileptic; they were simply not yet 

epileptic, not yet of such a degree that they could properly be 

called epilepsy. Hughlings Jackson explains that even “a sneeze 

is a sort of healthy epilepsy.”35 Normal neurophysiology was an 

unexaggerated analogue of neuropathology. It was not the case 

that epilepsy could occur, but that, from a certain point of view, it 

was always occurring in potentia, even if it was not always taking 

a strictly pathological form.

Hughlings Jackson’s colleague, the psychiatrist Henry Maud-

sley, addressed the mental state of epileptic patients in Responsi-

bility in Mental Disease (1874). The ostensibly abnormal epileptic 

state of mind, according to Maudsley, was not nearly as removed 

from normal subjective experience as one might initially believe. 

“There is a condition,” he wrote, “intermediate between sleep-

ing and waking in which, before consciousness is fully restored, 

the ideas and hallucinations of a dream persist for a time; so that 

a man, even though awake, shall think he sees the images or 

hears the voices of his dream.” It was a condition, he explains, 

that we are often, and quite normally, prone to experience—a 

condition, Maudsley does not fail to add, that had even been the 

object of philosophical discussion by Aristotle, Spinoza, and oth-

ers. “I doubt not,” he concludes, “that in this condition of brief 

transitory delirium the mental state is very much like that which 

sometimes occurs in epileptics immediately after a fit, when on 

reviving to consciousness they break out into delirium; only it is 

of a much shorter duration.”36

We are all, in some remote measure, already epileptic, or at 

least we are always liable to become so, given that the epileptic 

process already mirrors our physiology and many of our normally 

abnormal subjective mental states. As I detail further below, the 

concern with epilepsy was not that it blurred the line between 
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health and disease. Rather it demonstrated the uneasy possibil-

ity that apparently normal neural and psychological conditions 

could already be, imperceptibly perhaps, entirely pathological.

A Dangerous Disorder

N E A R  T H E  B E G I N N I N G  of an essay published in 1874 in the West Riding 

Lunatic Asylum Medical Reports Hughlings Jackson writes, “There 

are few diseases of more practical interest than epilepsy. . . . The 

insanity of epileptics is often of a kind which brings them in con-

flict with the law. We have not only to treat epileptic patients, 

but we have occasionally to declare whether an epileptic is or is 

not responsible for certain quasi-criminal actions. The epileptic 

is beset with troubles.”37 More than just a disease of the mind 

and brain, epilepsy was viewed as a dangerous and often violent 

disorder, in which patients, either during or after their epileptic 

fits, would become susceptible to acting angrily, violently, and 

on occasion homicidally.38 It was rare for epilepsy to be discussed 

without mention of the medico-legal implications to which the 

disease seemed—from as early as the 1840s to as late as the 

1890s—almost intrinsically bound.

It was understood that in their postictal state, epileptic patients 

would display mental delirium and confusion and also a very 

manic, violent fury. Esquirol had warned in Des maladies men-

tales (1838), “The fury of epileptics bursts forth after the attacks, 

rarely before, and is dangerous, blind, and in some sort, auto-

matic. . . . Epilepsy changes the character, and disposes the unfor-

tunate subject to it, to bickerings and freaks of violent anger.”39 

Wilhelm Griesinger in Die Pathologie und Therapie der psychischen 

Krankheiten (1845) had also described the “blind fury and vio-

lence” that would often arise as a consequence of the epileptic 

attack.40 Such furious and violent behavior could, and apparently 

would, translate into the commission of numerous unintention-

ally criminal acts, and this dominant psychiatric assessment of 
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the dangers of epilepsy was appropriated by the other behavioral 

and human sciences throughout the 1860s and 1870s.

The violence, moreover, was viewed as entirely intrinsic to the 

epileptic constitution; while not every epileptic was said to mani-

fest violent symptoms, the possibility of violence, particularly the 

sort that tended toward criminal behavior, was nevertheless part 

and parcel of the disease. Epilepsy was not, to be sure, the only 

case where criminality and insanity were linked in some essen-

tial way. Maudsley proposed quite generally, “There is a border-

land between crime and insanity, near one boundary of which 

we meet with something of madness but more of sin, and near 

the other boundary of which something of sin but more of mad-

ness.”41 The field of criminal anthropology emerged out of this 

belief in the inherent equivalence between insanity and violent 

criminal behavior. Indeed in 1889 Cesare Lombroso added the 

category of “the epileptic criminal” to the fourth edition of Crimi-

nal Man, writing, “We only have to stretch the definition of epi-

lepsy a bit to draw a comparison between the psychological state 

of an epileptic during a fit and of the born criminal during his 

entire life.”42 Moritz Benedikt in Anatomical Studies upon Brains of 

Criminals anticipated Lombroso’s sentiments by almost a decade 

when in 1878 he identified “the epileptic” as the “next blood kin” 

of “the constitutional criminal.”43

While accepting the potential violent behavior inherent in the 

epileptic constitution, it was more common among medical prac-

titioners to pathologize these postictal acts in order to set up the 

medical justifications by which epileptic patients could be legally 

exculpated from responsibility, should their behavior result in the 

commission of a crime. In De l’état mental des épileptiques (1861) 

Jules Falret suggested organizing all the varied mental pathol-

ogies associated with epilepsy under the term “epileptic insan-

ity.” As a diagnostic category, epileptic insanity would account 

for the “frequent complications of epilepsy,” typically reported as 

“attacks of furious mania that follow epileptic attacks or alter-



79Epileptic Insanity and Personal Identity

nate with them, and which carry the patient to the most violent, 

often the most dangerous, acts.”44 For Maudsley the manic fury 

of epileptic insanity gave it its “violent and destructive charac-

ter,” making it “a most dangerous form of insanity.”45 For Falret, 

however, the classification of epileptic insanity could medically 

adjudicate from the outset the patient’s irresponsibility should 

the furious mania turn criminal. For some medical practition-

ers, such as Hughlings Jackson, it was of moderate importance 

to address the potential criminality of epileptic insanity; invok-

ing Falret, Hughlings Jackson writes, “Epileptic insanity is usu-

ally violent. . . . The violence may take the form of crime from 

purely accidental circumstances.”46 For others epilepsy presented 

risks that demanded a vigilant attentiveness; in The Physiology and 

Pathology of Mind (1867), Maudsley alerts the reader that “the most 

desperate examples of homicidal impulses are undoubtedly met 

with in connection with epilepsy.”47

Yet what was most unsettling about epilepsy was that its dan-

gerousness was not restricted to the fact that the epileptic patient 

was prone to violence. It was, and continues to be, common to 

divide epilepsy symptomatically into some variation of a major 

or minor attack, the so-called grand mal and petit mal episodes, 

although the edges between the two intensities of attack were 

not always clearly defined. (Hughlings Jackson believed “these 

are not so much varieties as degree of the same thing.”48) While 

the grand mal represented a full and usually debilitating seizure 

that consequently left the patient almost entirely unconscious, 

the petit mal represented only a partial episode, which could 

induce either a shorter duration of unconsciousness or bouts 

of dizziness or mental confusion.49 It was the partial epileptic 

attack that became the object of particular concern, given that 

it could be so limited in scope as to go virtually unnoticed. The 

violence that could nevertheless follow a partial attack would 

appear to emerge, like an eruption, entirely out of nowhere. 

Esquirol had first cautioned, “There are cases, in which attacks 
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occur suddenly and without any premonition, particularly in 

constitutional epilepsy.”50

This attribute of epilepsy linked it to a broader medico-legal con-

cern related to the difficulty of identifying madness in cases where a 

person does not outwardly appear insane but is nevertheless truly suf-

fering from (and compelled to criminal behavior as a consequence 

of) some mental disturbance beneath the surface, as it were. In a 

short essay from 1861 titled “The Antagonism of Law and Medicine 

in Insanity and Its Consequences,” Thomas Laycock explains that it is 

quite difficult to confuse cases of “stark, staring madness” with sane, 

premeditated behavior. But, he counters, “it is not such instances 

which give rise to doubts legal or medical; these arise as to much 

more subtle and insidious forms of disease and try the acuteness of 

the most experienced.”51 Epilepsy was a concern because it could 

take just such a “subtle and insidious” form. William Gowers, Hugh-

lings Jackson’s junior colleague at the National Hospital, explained 

that over and against cases of grand mal epilepsy, “the slight attacks 

of epilepsy vary much in character,” insofar as “their nature is often 

not recognized by the patients or their friends.”52

Epilepsy’s true danger was a consequence of a very particu-

lar form that a partial epileptic attack might take. “It is custom-

ary to speak of a Masked Epilepsy,” wrote Bucknill and Tuke in 

their Manual of Psychological Medicine.53 This notion of “masked 

epilepsy”—a classification whose origin was attributed either to 

Esquirol or Benedict Augustin Morel (in a variation called “lar-

vated” epilepsy)54—meant that instead of immediately following 

a clearly perceivable convulsive fit, the violent behavior would 

actually replace (therefore mask) the seizure itself; alternatively, 

the violence might indeed follow a seizure, but a seizure that was 

simply too slight to be perceived.55 In a case of masked epilepsy 

the violent behavior could not be associated with an apparent con-

vulsive attack. By not appearing as a complication or aftereffect of 

a seizure, there would no longer be any visible link between the 

violence and the recognizable disease of epilepsy.56
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Maudsley believed that masked epilepsy was “a transitory mania 

occurring in lieu of the usual convulsions”: “Instead of the morbid 

action affecting the motor centers and issuing in a paroxysm of con-

vulsions, it fixes upon the mind-centers and issues in a paroxysm 

of mania, which is, so to speak, an epilepsy of mind.”57 In masked 

epilepsy, since the insanity was the only apparent symptom, the 

epileptic attack was (or at least appeared to be) the violent behav-

ior itself (without a seizure). This meant that the pathological epi-

sode would not look like epilepsy at all, but merely the deliberative 

performance of excessive violence. “The condition is not merely of 

clinical interest,” writes Gowers, “but also of medico-legal impor-

tance, since the performances may be complex, and may have all 

the aspects of deliberate volition; the initial epileptic seizure may be 

unnoticed by those around, and even unknown to the patient.”58

The masked, “hidden,” or “larvated” form of epilepsy was pre-

carious at numerous levels. Because there was no forewarning 

(namely a seizure), a bystander could never be prepared for the 

potential eruption of manic fury. There were severe consequences 

for the epileptic patient as well, particularly when the question of 

responsibility was posed—since, as Gowers explains, the masked 

epileptic patient exhibits “all the aspects of deliberate volition,” 

even though she would have been unconscious and would have 

retained no memory of her actions. The danger of epilepsy in its 

masked form was no longer embodied in the mere threat of manic 

and violent fury but in a potential commission of violence that 

would appear to have no epileptic symptomatology whatsoever—

what Foucault calls “the zero degree of insanity,”59 or a patho-

logical violence, whose pathology was precisely the absence of 

pathological signs.

The true problem of masked epilepsy, then, hinged on the ques-

tion of what, during the attack, was perceivable versus what 

remained imperceptible. Maudsley warned that the very existence 

of epilepsy could be overlooked “even by medical men” because 

in a masked state the epilepsy would appear as little more than 
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“giddiness or faintness.”60 In Responsibility in Mental Disease, Maud-

sley relies on the work of an American psychiatrist, Manuel Ech-

everria, who in his 1873 essay, “Violence and Unconscious State 

of Epileptics, in Their Relations to Medical Jurisprudence,” simi-

larly warned that the epileptic attacks can display symptoms that 

remained “hidden and imperceptible, not offering the least warn-

ing to the patient, and unrecognized even by careful watchers.”61

The neurological intervention and reformation of epilepsy, 

spearheaded by Hughlings Jackson, did not do away with the spec-

ter of its “masked” forms. Gowers insisted, “I believe that the old 

view [of masked epilepsy belonging to Esquirol and Morel] is not 

altogether untrue.”62 Instead of suggesting, as the psychiatrists had, 

that the violence of epileptic insanity replaced the fit, Hughlings 

Jackson merely argued that the fit usually existed but was often 

too slight to be noticed; epileptic insanities were almost always a 

postictal event.63 Nevertheless the phenomenon of a “masked” epi-

leptic attack persisted, and it continued to remain a problem of the 

discrepancy between what could and could not be perceived. In 

appearing entirely deliberative, volitional, and—for lack of a better 

word—normal, masked epileptic episodes did not provide the proper 

signals to indicate that the violence committed was the byproduct 

of illness. One could not outwardly judge what should be known 

about a person in a masked epileptic state—namely that there was 

no person there at all; that the patient was entirely unconscious, that 

her actions would not be remembered or accounted for. In masked 

epileptic states, then, a person’s behavior could still appear delib-

erative and her actions would give no signs of illness. The normal 

behavior of personhood could, in illness, continue to be replicated; 

indeed that was the very pathology of the masked form.

The Forensic Anxieties of Mental Automatism

B U T  T O  W H A T  extent could any final determination be made about 

whether someone was or was not present and acting during the 
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seemingly deliberative behaviors that arose in postictal states? 

This question represented another sort of anxiety with respect to 

epilepsy, specifically with respect to the behaviors exhibited dur-

ing states of epileptic insanity especially in its “masked” form—a 

deeper anxiety that underlay but did not directly echo the alarm 

of the epileptic violence itself. I refer to the medical interest in 

what was seen to be the most peculiar aspect of epileptic phe-

nomena: that the patient would transition into a state of autom-

atism in which she would mechanically reproduce a variety of 

behaviors, many of which appeared perfectly normal. In his 1874 

article published in the West Riding Lunatic Asylum Medical Reports, 

Hughlings Jackson emphasizes that it is important to consider a 

broader sample of epileptic behaviors, “not only cases of violent 

doings, but cases in which the patient simply acts oddly . . . cases 

in which there is no direct medico-legal interest.” He continues, 

“The latter have nevertheless an important indirect medico-legal 

interest. It is convenient to have one name for all kinds of doings 

after epileptic fits, from slight vagaries up to homicidal actions. 

They have one common character—they are automatic; they are 

done unconsciously, and the agent is irresponsible. Hence I use 

the term mental automatism.”64 Automatism was the descriptive cat-

egory utilized to describe the peculiar behaviors associated with 

epileptic insanity, whether those behaviors followed a discernible 

seizure or entirely replaced or “masked” the seizure.

As I’ll describe in more detail, what made automatism such a 

strange phenomenon was that, as Hughlings Jackson explains, 

during states of automatic behavior, patients “may act in a very 

purpose-seeming way when unconscious,”65 what Gowers also 

called the outwardly “deliberative” appearance of some “masked” 

postictal behavior. For Hughlings Jackson, while the threat 

of violence certainly demanded caution by the medical profes-

sional, it was the epileptic patient’s tendency toward automatic 

yet apparently purposive behavior that presented a different kind 

of “indirect” medico-legal concern—a more fundamental forensic 
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anxiety, I would propose, about the status of personhood during 

pathological states. Automatism was, after all, a behavioral condi-

tion at once apparently deliberative while, in theory, void of any 

actual deliberation—unconscious yet bearing the semblance of 

rationality.

By the middle of the nineteenth century automatism had 

emerged as an important concept in the psychophysiological 

study of both normal and abnormal behavior and states of mind. 

In England automatism had become initially promulgated in the 

work of Thomas Laycock and William Carpenter, both of whom 

proposed that there was a deep continuity, rather than decisive 

break, between higher mental processes and lower, automatic 

reflex actions of the nervous system.66 This new approach intro-

duced novel possibilities, but also new challenges, for the study 

of the brain and mind, particularly when the issue of automa-

tism was considered through a set of popular debates instigated 

by T. H. Huxley’s proposal in 1874 that all mental activity was, 

to some important degree, automatic. These debates were ulti-

mately attempts to reconcile new psychophysiological paradigms 

with older, metaphysical commitments to the study of the mind.67 

Given that certain automatic behaviors were understood occa-

sionally to surface, which in their appearance mimicked willful 

and thoughtful behavior (but which were not willful in them-

selves), it became important to determine whether classical prop-

erties of mental life (such as the will) should be eschewed or, 

instead, newly defended.68 It was this impetus that motivated 

numerous medical and philosophical replies to Huxley, in par-

ticular by Carpenter and William James, but also a broader liter-

ary and cultural reaction to the fashion of automatism and to the 

new psychophysiological sciences more generally.69

In contrast to these more popular debates and philosophical 

discussions, automatism had become an integral diagnostic con-

cept for clinical neurology and psychiatry. In 1874, a signal year 

for discussions related to automatism, Hughlings Jackson pre-
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sented his own definition: “The mental automatism results, I con-

sider, from over-action of the lower nervous centers, because the 

highest or controlling centers have been thus put out of use.”70 

Drawing heavily on the work of Laycock, he effectively suggested 

that the exhibition of automatic behavior (accompanied by the 

absence of higher level mentation) was a primary symptom of the 

illness, disease, or injury of the brain.

It was not uncommon, in fact, for automaticity to be a synonym 

for pathology in general. In his 1878 Gulstonian lectures, David 

Ferrier links automatic states to the sorts of alienations suffered as 

a consequence of brain injury particularly to the prefrontal cor-

tex. Invoking the famous case of Phineas Gage and other, similar 

reported cases, Ferrier proposes that as a consequence of certain 

neuropathologies, patients behave in ways that are “‘purely auto-

matic’ or machine-like.”71 Maudsley insisted that in cases of child-

hood insanity, the child is transformed into a “little machine,” 

either “mischievous” or “destructive” as the case may be.72

It was in relation to epilepsy, however, that automatism secured 

a robust clinical presence. Automatism was the condition that 

accounted for all the peculiar behaviors a patient was prone to 

experience and perform during bouts of epileptic insanity, includ-

ing postictal mania as well as “masked” and seemingly delibera-

tive actions. In his short medical treatise titled Epilepsy (1881), 

Gowers writes that automatic actions either follow or take the 

place of the epileptic attack and present a practical, medico-legal 

importance in excess of their clinical significance, in part because 

automatic actions “are sometimes complex and have the aspect 

of voluntary action.” He continues, elaborating on concerns that 

had earlier been directed at the masked form of epilepsy, “It is, 

indeed, often not easy to convince observers that these actions 

are not deliberately volitional and intentional, so apparently con-

scious are patients; but consciousness is in an abnormal state, for 

the memory retains no recollection of these actions.” The oddity 

of automatism was precisely the complexity it could manifest, the 
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fact that a patient could automatically and yet unconsciously rep-

licate many socially legible performances. In this sense automa-

tism was linked to the more historically entrenched condition of 

somnambulism, “in which,” Gowers reminds us, “the precision 

of muscular action is well known.”73 During a somnambulistic 

state, writes Maudsley, a patient “executes complicated acts of 

some kind which he could hardly do, and certainly could not do 

better, if he were awake.”74

In the automatic state the patient was thought to be uncon-

sciously reactivating habituated sensorimotor processes, actions 

that had effectively become automated and reproducible in the 

absence of any voluntary impetus. To the extent that the high-

est mental processes of the brain would have been viewed as 

continuous with the reflex and automatic functions of the ner-

vous system—to the point that, for Hughlings Jackson, the entire 

nervous system (from top to bottom) was nothing more than a 

“sensori-motor machine”—then in theory any activity could be 

automatically replicated. Hughlings Jackson explains that dur-

ing an epileptic attack, the transition to automatism might occur 

during a behavior “which is largely automatic, as, for example, 

playing a well-practiced tune.” In such cases the patient, despite 

the attack, continues to play even while entirely unconscious. 

This is because “the automatic action had, so to speak, possession 

of the mind, and consciousness was not concerned in it, before 

the paroxysms occurred.”75 Hughlings Jackson is invoking a case 

first mentioned by Armand Trousseau in his Lectures on Clinical 

Medicine (1868). Trousseau, whose writings (along with Falret’s) 

Hughlings Jackson found most instructive, describes the case of 

a violinist suffering from epilepsy, who occasionally suffers from 

attacks while playing but who continues to play, perfectly in 

time, while entirely unconscious, “as if,” writes Trousseau, “those 

movements were guided by memory” and will.76

These automatic recuperations of habituated actions, however, 

were not always strict repetitions since they often presented some 
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degree of novelty.77 Trousseau explains, “The epileptic may com-

plete the movements he has begun, and even perform new ones 

with a certain degree of regularity”; epileptic patients are also 

capable of “[answering] when spoken to, although they are not 

conscious of their answers.”78 Echeverria describes the case of a 

man suffering from a state of epileptic insanity lasting several 

days. While in a state of unconscious automatism, during which 

time he appeared to others entirely conscious and volitional, he 

agreed to be a sailor on a boat heading to London, although he 

had no knowledge of sailing.79 Indeed the very possibility of com-

mitting a violent act, especially when the patient was not nor-

mally prone to violence, was indicative of the novel possibilities, 

dangerous or otherwise, inherent in automatic performances.

As a consequence of its complexity, what was most disarm-

ing about automatism was that it did not always exhibit, on its 

own, any particular mark of abnormality. This was precisely the 

anxiety that had developed around masked epilepsy; masked 

epilepsy came to be viewed as the imperceptible transition to 

an extremely complex automatism. Hughlings Jackson proposed 

that the slighter, more contained, and more imperceptible the 

epileptic attack was, the more complex and more elaborate the 

automatism would be.80 In these automatic conditions, argued 

Falret, the patient “appears to have returned to himself; he enters 

into conversation with people around him, he performs actions 

that appear under the control of his will; he seems, in a word, 

returned to his normal state.”81 Echoing Falret, Maudsley describes 

the many instances of postictal behavior where “the individual 

appears completely restored to himself, and speaks and acts as 

if he were so,” and that “this normal or apparently normal state 

of reason, in which he answers questions, makes remarks, and 

does various acts, may last for hours or even days.”82 If automa-

tism was, in effect, the potential replication of the normal state, 

and if there were instances in which epileptic attacks would not 

manifest in the form of a recognizable seizure, then the onset of 
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epileptic insanity—that is, the genuine transition from normality 

to pathology—would not in all instances register at a behavioral 

level. The patient would appear normal throughout.

The deeper challenge of automatism, however, was not in 

how normal behaviors might or might not be deceptively rep-

licated. Automatism demonstrated the peculiar possibility that 

certain attributes of personhood could be simultaneously absent 

and present. The clinical interest in automatic conditions in part 

represented the rising medical and forensic acceptability of a 

certain paradoxical approach to the descriptive classification of 

a self. Echeverria maintains, “In regard to the unconsciousness 

of epileptics while thus rationally acting in their paroxysms of 

cerebral epilepsy, it is far from being an exceptional or unique 

phenomenon of the kind.” It was by no means absurd to con-

sider a patient to be without one mental attribute—conscious-

ness—while in apparent possession of another, that is, reason or 

a rational propensity. It was possible to attend to personhood in 

this way and, more than possible, quite necessary, since as Ech-

everria asks, “how are we to decide on the legal responsibility” for 

patients in such a peculiar state of mind (at once a state of absent-

mindedness)?83 Indeed automatism occupied its own exculpatory 

role in Victorian forensic psychiatry, separate from other insanity 

defenses.84 But this medico-legal consequence of automatism, I 

would propose, was subtended by a more fundamental forensic 

conundrum that automatism introduced—namely that the attri-

butes of personhood could be present despite the paradoxical 

absence of the person herself.

Yet this conception that a patient could be outwardly and only 

apparently rational and normal while inwardly unconscious was 

itself the result of a certain view of what can be called an epileptic 

state of mind. One of the major transitions in the study of epi-

lepsy that appears after 1870 is the belief that the epileptic attack 

does not result in the total loss of consciousness—in other words, 

that the epileptic state of mind should not be defined accord-
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ing to a strict dichotomy of normal consciousness and abnormal 

unconsciousness. Esquirol emphasized this sort of dichotomous 

view in 1838: “The pathognomonic character of epilepsy, consists 

in convulsions, the entire suspension of sensibility, and loss of 

consciousness.”85 But nearly half a century later Gowers would 

affirm, “Loss of consciousness is the rule, but exceptions are often 

met with, in which there is merely obscuration of consciousness 

for a few seconds, and no absolute loss.”86 What epilepsy and the 

peculiar automatic behaviors of epileptic insanity seemed to dem-

onstrate was that consciousness need not be defined as a singular 

and static phenomenon of the mind. Maudsley refers to automatic 

behaviors as representing “peculiar states of epileptic conscious-

ness” or “a pathological state of consciousness.” He claims that 

some writers have been “in the habit of describing these anom-

alous states of consciousness as states of unconsciousness, moved 

thereto probably by the metaphysical notion of consciousness as 

a definite invariable entity which must either be or not be; but 

this is obviously a misuse of words; and what it behooves us to 

learn from them is that consciousness is not a constant quantity, but 

a condition of mind subject to manifold variations of both degree 

and kind.”87 What emerged by the mid-1870s and into the 1880s, 

then, particularly in British psychiatry and neurology, was a 

much more porous view of consciousness. Instead of a static phe-

nomenon of the mind, conscious states were often viewed accord-

ing to an oscillating spectrum of mental activity. Such a view 

could better accommodate how attributes of personhood could be 

both present and absent at once, without requiring the clinician 

or physiologist to contend with whatever paradoxes might arise—

medically, philosophically, or legally—in declaring a patient to be 

unconscious yet simultaneously rational. Instead of a single con-

sciousness, a person was said to possess various conscious states, 

some normal and others anomalous. Alfred Binet will claim in 

Alterations of Personality (1892) that some consciousness “can exist 

even when psychological activity is very low.”88
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In this way there could be, at one and the same time, both 

loss and retention of some mentation, and it was therefore not 

necessary to propose, in strict terms, that a person was absent 

even while many of the attributes of personhood were entirely 

active. Automatism could represent the porousness or continuity 

between conscious and semiconscious states of mind. Pathologi-

cal reductions of mental activity could persist alongside the reten-

tion of some basic mental state, which in itself would be normal 

to some degree. By the mid-1870s personhood could indeed con-

tinue to persist, at least in some measure, during pathological epi-

sodes, in the form of automatic and quasi-conscious conditions. 

Pathology was not the empty and deceptive replication of normal, 

deliberative behavior. There was indeed some person there.89

From Personal Identity to the Doubling of the Self

W H A T  S U B S T A N T I A T E D ,  A T  least in part, the willingness to view 

postepileptic—or in fact any pathological—automatism as the 

persistence of some state of personhood was the rise of research 

on altered states of mind, in particular the interest in cases of 

double consciousness, which begin to be prominently reported 

in the mid-1870s. North Atlantic research into the doubling of 

personality was spurred by the French physician Eugène Azam 

and his studies, beginning in 1875, of the patient Félida X. As 

Hacking describes, the period from 1875 until the early 1890s 

witnessed a proliferation of cases of doublings and multiplica-

tions of conscious and semiconscious states. This proliferation, 

however, represented the intensification of medical reports and 

analyses of doublings that, particularly in Britain, were being 

investigated more than a half-century earlier.90 While prompted 

by the faddishness of psychical research and spiritualism, partic-

ularly in Britain and the United States, though also in France, the 

neurological and medical-psychological interest in altered states 

of consciousness after the 1860s—and the unsettling degree to 
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which consciousness could at least seem to normally take on an 

anomalous state—represented a rehabilitative effort to view such 

states as legitimate medical conditions.

Within the context of this effort automatism could be viewed as a 

manifestation of some sort of doubling of mental states. In 1873 Hugh-

lings Jackson described postepileptic reductions to states of automa-

tism as instances of a “double condition,” where a patient experiences 

the loss of some consciousness and the simultaneous retention of some 

limited and automatic mentation: “The patient in epileptic mania is 

by some process suddenly reduced to the double condition. There is loss 

of consciousness, and ‘under this’ mental automatism goes on.”91 Of 

course he does not suggest that automatism amounts to the manifesta-

tion of a “double” or altered personality. Furthermore, at this point in 

his research he is not yet referring to the automatic state of mind lying 

“under” consciousness as another, “new” person (which, incidentally, 

he will about twenty years later). What he is instead proposing in his 

writings from the mid-1870s is that a person in a pathological state 

can nevertheless be subjected to a kind of partitioning of mental pro-

cesses. This kind of language was not far off from certain explanations 

of the authentic condition of double consciousness.

A good example is Crichton-Browne’s 1862 essay, “Personal 

Identity, and Its Morbid Modifications.”92 “The belief in personal 

identity,” Crichton-Browne writes, “may be regarded as one of 

a series of fundamental and necessary ideas, with which the 

faculties must be invariably occupied in all actual states of con-

sciousness.”93 Remnants of the Lockean conception of the self still 

loomed heavily in this period of nineteenth-century behavioral 

medicine. Théodule Ribot, at the outset of The Diseases of Personal-

ity (1885), a treatise Hughlings Jackson described as “a very valu-

able book,” affirms the psychological significance of the category 

of “person,” a term by which “we understand generally the indi-

vidual, as clearly conscious of itself, and acting accordingly.”94

For Crichton-Browne personal identity was a durable and 

resilient attribute of mind and not always susceptible to patholog-
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ical disruption. Indeed, as he proposes, “errors of identity in the 

ordinary forms of mental disease are rarer than some psycholo-

gists have supposed.” Only in cases of double consciousness, how-

ever, do we find genuine instances of the alteration of personal 

identity, “for the individual is separated into two distinct beings”: 

“Mental identity is separated or multiplied into two distinct parts, 

so that two identities reside in the same individual.”95

Over and against what William James will claim three decades 

later, for Crichton-Browne the doubling of consciousness was not 

a consequence of the lapses or other failures of memory.96 It was 

instead the doubling of the mental process itself—that is, a bifur-

cation of consciousness into two separate tracks of self-identity 

rather than a severing of a single consciousness from itself. Crich-

ton-Brown describes the case of a nameless female patient who 

presented symptoms similar to the more famous case of “J.H.,” 

whom he introduced into the medical mythology of double con-

sciousness.97 The female patient exhibited exactly this sort of men-

tal bifurcation: “These two states were in no way bound together, 

the patient’s disposition, capacities, and attainments, being differ-

ent altogether in each of them, so that she seemed alternately to be 

two distinct persons.”98 She displayed what could be called a highly 

differentiated and markedly bifurcated “double condition” of mind.

A similar argument is made over two decades later by the 

American neurologist Silas Weir Mitchell, whose 1881 Lectures 

on Diseases of the Nervous System, Especially in Women was dedicated 

to Hughlings Jackson.99 In 1888 Mitchell recounts the case of the 

American Mary Reynolds who, along with Félida X, make up 

the most well-known cases of double consciousness in the nine-

teenth century. The case of Mary Reynolds had been relayed sev-

eral times from as early as 1816; based on these prior case studies 

and his own more recent investigation of testimonials, Mitchell 

writes, “I am able to corroborate facts and from these various 

sources to supply the following account of these two persons in one 

body—two distinct lives antipodal from every mental and moral 
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point of view.” Mitchell espouses a similar conception that the 

doubling of personality was a result of the bifurcation of the men-

tal process itself. Mary Reynolds was effectively two people, as far 

as Mitchell was concerned; she lived two separate and complete 

lives: “Each state had its mental accumulations. The thoughts and 

feelings, the likes and dislikes, of the one state did not in any way 

influence or modify those of the other.”100

Only a few years after Mitchell’s treatment of the Mary Reynolds 

case, Alfred Binet returned to the question of automatism, from the 

standpoint of a more receptive approach to doubled states.101 Binet 

wonders whether instances of unconscious automatism “are also 

unconscious in themselves, or whether it is not more probable that 

they belong to a second consciousness.” Instead of calling automatic 

states unconscious Binet proposes the term subconscious, something 

that can better accommodate the more unusual, though restricted 

mental states—such as “somnambulistic consciousness”—that 

emerge in pathological occurrences. For Binet it would not be cor-

rect to claim that when a patient’s normal, full consciousness is 

debilitated in pathological circumstances, there is therefore no con-

sciousness remaining. Rather it would be more correct to claim that 

other kinds of conscious states are exhibited when the patient’s goes 

awry. There is always some mentation, even if it is not one’s own. 

Binet writes, “Different states of consciousness may exist separately 

and without confusion in the same person, giving rise to the simul-

taneous existence of several conscious states, and even in certain 

cases to several personalities.”102

Remarkably these “different” conscious states, while strictly 

disinhibited in pathological circumstances, were nevertheless 

exposed to some limited degree in normal behavior, primarily in 

the form of the various automatisms that pervaded everyday life: 

“Each one of us may, if we watch ourselves with sufficient care, 

detect in ourselves a series of automatic actions, performed invol-

untarily and unconsciously. To talk, to sit down, to turn the page of 

a book—these are actions which we perform without thinking of 
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them.” For Binet these infusions of automaticity meant that normal 

behavior itself consisted of oscillations across different genres of 

conscious states or different levels of mentation: “The unconscious 

movements of normal individuals should be considered . . . as the 

effects of very slight mental duplication.” While the emergence of 

a full, second personality represented illness in a very significant 

and troubling sense, the occasional doubling of mental processes 

was not itself abnormal: “The rudiment of those states of double 

consciousness . . . may with a little attention be found in normal 

subjects,” which for Binet corroborates “the formation of a center of 

consciousness functioning independently of the common center.”103

If automatism displayed the behavioral attributes of personhood 

to such an extent that it could even develop into an alternate person-

ality, then it would be valid to describe it as a conscious state—at the 

very least a limited and anomalous subconscious state. Personhood 

did not need to be defined according to the consistency of a single 

state of consciousness since what everyday behavior in fact displayed 

was that it was normally proliferated by various automatic states of 

mind—that is, proliferated by a kind of multitude of alternate con-

scious modes. Personhood could embody not only the occasional 

inconstancy of consciousness but its peculiar abundance. While 

sometimes a person was less than herself, she was often actually more.

Hughlings Jackson’s “New Person”

O N  T H I S  P O I N T  I return to Hughlings Jackson and to his claims 

about personhood and pathology with which I began—namely 

that pathology corresponds to the emergence of a “new person.” I 

have attempted to provide a sketch of discussions taking place in 

mid- to late nineteenth-century behavioral medicine that were 

concerned with how pathologically induced altered states of mind 

posed new medical, forensic, and epistemological challenges for 

the notion of personhood. I focused on a particular disorder—

epilepsy and, more specifically, epileptic insanity—because of 
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how formative that disorder was to the development of Hughlings 

Jackson’s physiopathology of the brain. As I described earlier, 

what he saw in epilepsy and its convulsive symptomatology was 

a manifestation of the evolutionary structure of the nervous sys-

tem. Postictal episodes of epileptic insanity (masked, violent, or 

otherwise) had a similarly demonstrative role to play. During 

episodes of epileptic insanity a patient was reduced to a state 

of automatism—which, I proposed, elicited as much epistemo-

logical anxiety about the status of personhood as it did medico-

legal anxiety about the possible commission of violent crimes. 

For Hughlings Jackson epileptic insanity revealed that a person’s 

pathological state of mind was composed of a “double condition.”

Hughlings Jackson did not abandon this theory of the “double 

condition” or the duality of mentation after first proposing it in 

the early 1870s. Indeed more than a decade later it became the 

very paradigm he used to describe normal mental processes. In 

“An Address on the Psychology of Joking,” delivered in 1887, he 

writes, “To borrow the ophthalmological term, we can say that 

mentation is “stereoscopic.” . . . Just as there is visual diplopia so 

there is ‘mental diplopia,’ or, as it is commonly called, ‘double 

consciousness.’” “Mental diplopia” occurs when present con-

sciousness is interrupted by or superimposed on a prior or lower 

conscious state in the form of an association or a memory, which, 

Jackson emphasizes, is a remarkably common occurrence. “A 

smell,” he writes, “say, of roses, I now have makes me think of a 

room where I passed much of my time when a child.” The diplopia 

here occurs because the current scent of roses brings about “what 

we call the same smell, but really another smell,” that is, the 

memory of a former scent. “The two scents,” he explains, “linked 

together, hold together two dissimilar mental states (1) present, 

now narrowed, surrounding, and (2) certain vague quasi-former 

surroundings.”104 There is, in other words, in cases of “mental 

diplopia” a simultaneous reduction of present consciousness com-

bined with the rise of another quasi-conscious mental state.
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The example that Hughlings Jackson provides is intentionally 

ordinary; it is an effort to assert that everyday experiences are 

always shot through with this duality or “stereoscopy” of men-

tation. He presents another “exceedingly common” example of 

mental diplopia: “To further insist on the fact that mentation is 

stereoscopic, with more or less manifest diplopia, I give an exam-

ple of mentation which is exceedingly common. Whilst writing I 

suddenly think of York Minster. Here is mental diplopia—(1) nar-

rowed consciousness of my present surroundings, and (2) cropping-

up of consciousness of some quasi-former surroundings. Of course 

something, whether I can mentally seize it or not, in my present 

surroundings, has developed a similar something associating with 

York surroundings.” These bifurcations of thought are not instances 

of a single stream of consciousness undergoing associative leaps and 

breaks. They are instead the intermingling of two separate and dis-

tinct mental processes. As Hughlings Jackson asserts, “The process 

of all thought is double.”105 It is common for present consciousness 

to be prompted or occasioned to diminish, so that another, former 

(and in that sense “lower”) consciousness can “crop up.”

This phenomenon Hughlings Jackson calls “the ‘play’ of mind,” 

and it is the means by which we are capable of generating incon-

gruous mental states. Through these mental incongruities the 

mind performs the labor of synthesizing resemblances and dif-

ferences between past and present experiences. This play of the 

mind, in other words, is the very basis for the more noteworthy 

products of intellection, including humor, creativity, and super-

stitious or magical reasoning—that is, mental performances that 

rely upon incongruities, contradictions, and even paradox.

But this normal stereoscopy of the mind is essentially analo-

gous, in a much less exaggerated way, to what occurs in patholog-

ical states, where we observe a very similar kind of loss of higher 

consciousness simultaneously combined with disinhibition of a 

lower state of mind. Hughlings Jackson insists that “all morbid 

mental states are departures from normal mental states in par-
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ticular ways—that, for example, the process of mentation in the 

maniac is but a caricature of that in healthy people.”106 Pathology 

is the manifestation of “morbid mental diplopia,” which is only 

an amplification of its normal form. Mental automatisms, hal-

lucinations, and “dream states” experienced during episodes of 

postictal epileptic insanity are all caricatures of the normal ways 

in which, within the confines of subjective experience, what is 

absent and past can often haunt the present. They are all itera-

tions of the narrowing of present consciousness and the “cropping 

up” of another state of mind. As Hughlings Jackson explains in 

“On Neurological Fragments” (1892), “What we call the ‘disor-

derly’ mental condition of an insane man . . . is a mentation hav-

ing the same laws as the mentation of [the] patient’s former sane, 

or, as we may say, entire, self.”107

Pathological iterations of morbid mental diplopia, however, did 

exhibit one very important difference. The “double condition” 

characteristic of pathology was not conducive to the sort of play 

of the mind occasioned in normal mental diplopia, where loss and 

retention was more or less balanced. In most pathological circum-

stances, present consciousness—which in normal states was only 

narrowed—was either entirely arrested or very nearly lost. The 

pathological stereoscopy was an imbalanced one, wherein the 

“narrowing” of present consciousness was more excessive than 

usual. Just how excessive that pathological narrowing could be 

actually varied, and that variation corresponded to the degree of 

mental impairment that a patient could suffer.

When abnormal narrowing was minimal, the morbid diplopia was 

also minimal—“shallower,” as it were—and “there [was] but a slight 

departure from healthy action.”108 According to Hughlings Jackson, 

cases of slight morbid diplopia correspond to behavior that appears 

drunken or “dreamy”; indeed actual intoxication and dreaming 

while asleep were, as far as he was concerned, neurological correlates 

of the “dreamy” and drunken behaviors that arise as a consequence 

of authentic neuropathology.109 “Insanity” for Hughlings Jackson 
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was an extraordinarily broad category that diagnostically referred to 

any case of abnormal diplopia, for the morbid phenomenon underly-

ing intoxication and dreaming was essentially analogous to postictal 

epileptic insanity (and other disorders), no matter the cause.110

While minimal pathological diplopia translated into only a 

slight departure from healthy behavior, a more excessive diplopia 

would translate into a more dramatic “reduction” in or “disso-

lution” of mentation, in which we observe the complex autom-

atisms or the manic and violent fury characteristic of epileptic 

insanity. There were, in effect, different degrees of insanity, the 

intensity of which was based on the shallowness or depth of the 

abnormal diplopic reduction. It was this very point that Hugh-

lings Jackson draws out in his 1894 article, “The Factors of Insan-

ities,” the text I described at the start of this paper. Degrees of 

insanity correspond to the intensity of diplopic reduction, which 

is itself a pathological dissolution of physiological function in the 

highest cerebral centers. As I mentioned at the outset, pathology 

corresponds to “dissolution” of cerebral processes, representing a 

reversal of the brain’s normal and healthy evolutionary structure.

In “The Factors of Insanities,” Hughlings Jackson explains how 

we can think of the degrees of insanity as they progress from 

shallower to deeper reductions. Every degree of insanity corre-

sponds to an increasingly deeper diplopic reduction, where the 

patient suffers the double condition of “(1) negatively, defect of 

consciousness (loss of some consciousness) and . . . (2) the con-

sciousness remaining.”111 More than that, each degree of insanity 

also corresponds to pathological dissolution of cerebral activity, 

a loss of function somewhere in the evolutionary hierarchy of 

the highest cerebral centers. Like the mental diplopia, the dissolu-

tion of a cerebral center still leaves intact the functioning of the 

subsequently lower (evolutionarily speaking) center. Hughlings 

Jackson schematizes these degrees of insanity in a graphic rep-

resentation of four arbitrarily selected vertical layers marked A 

through D (fig. 4.1).112 Each layer, he explains, stands in for a 



99Epileptic Insanity and Personal Identity

level of mentation as well as a level of neural processing going on 

in the highest cerebral centers. Most remarkably, however, each 

layer also represents “different persons who have undergone that 

dissolution.”113

Hughlings Jackson writes, “The only thing disease in the proper 

sense of pathological processes or result of one, has done, is to 

render functionless or to destroy the layer A, and we have neces-

sarily to take into account the intactness, the functionability of 

layers B, C, and D.” He graphically represents the first degree of 

dissolution, or the loss of A, as “–A+B+C+D.” In this resultant 

state of brain activity and mentation, the shallowest degree of 

insanity, the patient has become, as far as Hughlings Jackson is 

concerned, an entirely new person: “In fact the whole person is 

now B+C+D. The term–A is only given to indicate how the new 

person, the man insane, B+C+D, differs from the former person, 

the sane man A+B+C+D.” As a result of the abnormally diplopic 

reduction of mentation and the pathological dissolution of cere-

bral centers, a modification in personhood has taken place. “And 

here,” explains Hughlings Jackson, “when using the term ‘new 

person’ . . . we must urge that what we call his delusions are his 

beliefs, and most generally his positive mental ‘symptoms’ are 

samples of a mentation which is only abnormal in contrast with 

the mentation of the prior self.”114

Every subsequent degree of insanity corresponds to what 

Hughlings Jackson calls a “new person,” and this continues until 

mentation has entirely ceased and all the highest cerebral centers 

have been dissolved; at this point “there is no person, but only a 

Figure 4.1 Diagrams of nervous dissolution, from Hughlings Jackson’s  
“The Factors of Insanities” (1894).
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living creature.”115 “The Factors of Insanities” is not the first time 

Hughlings Jackson describes the relationship between person-

hood and pathology in this way. In “On Post-Epileptic States,” 

(1888–89), he writes, “The insane man is a different person from 

his sane self, and we should take him up for investigation as that 

new person. . . . The insane man, the new person, has . . . a lower 

consciousness and shallower nervous system than the former 

person, his sane self.”116

I would emphasize that Hughlings Jackson is not being figurative 

when he describes pathological episodes as the emergence of a “new 

person.” After all, he was quite emphatic that an altogether differ-

ent set of epistemological possibilities emerges for a patient suffer-

ing from pathological dissolution. The “neurological philosopher” 

that he was, Hughlings Jackson did not shy away from direct epis-

temological discussions.117 As he explains in “Remarks on the Evo-

lution and Dissolution of the Nervous System” (1887), all the data 

of experience—that is, our perceptions, ideas, memories, volitions, 

emotions, and so on—can be categorized as various states of what 

he calls an “object” consciousness. These states of object conscious-

ness, however, are subtended by what he calls “subject” conscious-

ness, an underlying foundation of mental activity. The dichotomy 

of object and subject consciousness represents a more fundamen-

tal “duality of consciousness,” different even from the diplopia and 

stereoscopy that he otherwise describes. While subject conscious-

ness corresponds to “consciousness of self,” as Hughlings Jackson 

explains, “self is not describable psychically in the same way that 

object consciousness is.” Subject consciousness cannot, like object 

consciousness, be the focus of direct experience or comprehen-

sion. “Subject consciousness,” he writes, “is something deeper than 

knowledge; it is that by which knowledge is possible. . . . It is an 

awareness of our existences as individuals, as persons having the 

objective states making up for each, the (his) Universe.”118

Subject consciousness is something akin to the preconditions 

of personhood, the underlying condition of mind that makes 
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personhood possible as such but doesn’t determine any of the 

particularities of an individual person. Object consciousness, on 

the other hand, fulfills that demand by filling in the experiential 

data that make us this or that person. Pathological reductions in 

mentation occur at the level of object consciousness, resulting in 

changes in the data of experience, in what a person remembers, 

perceives, wants, or believes.119 What remains intact, however, 

even in instances of insanity is subject consciousness. Pathological 

reductions do not necessarily disrupt the possibility of personhood 

itself, but only the specific makeup of the person; they disrupt 

states of object consciousness, thereby altering a patient’s specific 

mental geography, making her someone else. Only when the pos-

sibility of experiencing has ended, that is, only when mentation is 

absolutely dissolved and the highest cerebral centers entirely lost 

(when “there is no person, but only a living creature”), do we say 

that subject consciousness was dissolved as well.

Making Up a Neural Person

T H U S  F O R  H U G H L I N G S  Jackson pathology represented a modification 

of neural and mental processes to such an extent that it became 

justifiable to classify pathological subjectivity as the emergence 

of an altogether new person. Personhood, then, was allowed to 

remain a persistent attribute of both normal and abnormal neu-

ral and mental activity precisely because the suffering patient 

became someone else during her illness rather than no one at all.

There is, as I have proposed throughout this essay, an impor-

tant historical justification that substantiates the authenticity 

underlying Hughlings Jackson’s proposal that a “new person” 

properly emerges in pathological occurrences. It was becoming 

increasingly legitimate in behavioral medicine, I have argued, to 

view automatism as a certain limited state of personhood; directly 

linked to this was the increasing willingness to consider and the 

increasing acceptability of considering the possibility that men-
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tation could bifurcate within one individual into two separate 

persons. Hughlings Jackson’s claims, then, are very clearly intel-

ligible within and animated by the background of this medical 

reasoning, one in which “insane person” was no longer a contra-

diction in terms. The larger discourse surrounding the pathology 

of personhood in behavioral medicine comprised a “space of pos-

sibilities” through which Hughlings Jackson’s own specific claims 

exhibit a historical viability.

Hughlings Jackson, however, did not rely on the various medi-

cal rationalizations circulating at the time, forgoing any explicit 

invocation of the discourse of “doubles,” alters, or multiple per-

sonalities. While his work is firmly situated within the behav-

ioral medicine of altered states of mind, he developed his own 

neuropsychological paradigm through which the relationship 

between personhood and pathology could be expressed. Instead 

of replicating the broader discussions of the pathology of person-

hood, he recalibrated them and grounded them on a novel con-

ceptual framework—one that was, coincidentally, revolutionary 

in the modernization of neurology and the physiopathology of 

the brain.

There is, then, an important yet inadvertent consequence to 

Hughlings Jackson’s contributions to the pathology of person-

hood, which is that the category of person and the category of 

neural function became in his writings dramatically formalized 

in relation to each other. More noteworthy than the fact that per-

sonhood was altered during pathological occurrences is the fact 

that personhood was now, thanks to Hughlings Jackson, neuro-

logically guaranteed even during pathological occurrences.

Into the broader discourse of behavioral medicine between 

1860 and 1900, a discourse that sought to present a viable rela-

tionship between madness and self, Hughlings Jackson intro-

duced the value of neurological reasoning. It was a reasoning that 

not only consolidated and stabilized the relationship between 

insanity and the person but also transformed personhood and 
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its various modifications into an object that was best attended to 

by the neurological study of mental states. Neurology implicitly 

established itself as a system of knowledge that could effectively 

unify all the pathological disunities of the self: where there is 

brain, there will always (some) person be. Here is perhaps one 

of the earliest and most robust formalizations of “neural person-

hood,” a certain way of expressing the truth of the self, where 

neurological discourse accounted for the multifaceted dimensions 

of personhood and for all its possible and unsettling dispersions 

as well. Yet such a possibility did not arise because Hughlings 

Jackson felt it was necessary or valuable to conflate or confuse 

people with their brains. It arose, inadvertently perhaps, through 

his efforts to address a set of problems in behavioral medicine, 

problems related to how personal identity was being modified in 

light of research directed at altered states of mind.
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5 Integrations, Vigilance, Catastrophe:  

The Neuropsychiatry of Aphasia in Henry Head  

and Kurt Goldstein

Stefanos Geroulanos and Todd Meyers

T H I S  E S S A Y  F O R M S  part of a broader project concerned with the ways 

in which, around World War I, the disciplines dealing with the 

human body exhibited a marked shift toward medical and physi-

ological theories of bodily integration.1 The rationale for this shift 

resided in the idea that this integration could be observed and stud-

ied at times when the body was threatened with or was undergo-

ing collapse. The body was not only compensating for injury and 

loss but was also capable of bringing itself to collapse in its effort to 

regulate itself and respond to external aggression. War neuroses, 

including those caused by brain injury, often seemed too complex 

to classify, their symptoms often too variegated to fit a single formal 

description set in clear primary and secondary symptom catego-

ries.2 As a result patients suffering from war neuroses needed to be 

treated as individuals, operationalized as individuals so as to negotiate 

the often new or compound symptomatologies and pathologies that 

had emerged, and their particularity or individuality needed to be 

communicated and aggregated for some sense of breadth and par-

ticular modalities of care to be established.
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This was the case as well with forms of somatic (neurophysi-

ological) integration resulting from or undone by traumatic brain 

injury. This essay focuses on the work of Henry Head and Kurt 

Goldstein, two neurologists often read in tandem as aphasiologists 

who became influential through their work with brain-injured sol-

diers during and after World War I. As soldiers with traumatic head 

injuries poured into hospitals, both Goldstein and Head, who had 

already studied aphasia for some time, found that “the war was 

producing a series of cases unique in the history of the subject.”3 

Goldstein would later claim that, while only 4 to 10 percent of 

brain-injured soldiers survived in the 1914–17 period, he had nev-

ertheless carried out a “systematic” study of two thousand patients 

and highly detailed research on some “90 of them regularly over 

the following decade.”4 Working independently Head and Goldstein 

advanced a forceful critique of the existing understanding of apha-

sia and linked disorders; their predecessors had by and large sought 

to explain the loss of certain capacities to use language on the basis 

of the cerebral localization of linguistic centers, and damage to par-

ticular areas was understood to cause damage to particular ways 

of using language. But to them, as to contemporaries ranging from 

August Bethe to Karl Lashley,5 this was not just nonsense at the 

diagnostic and theoretical levels; it guaranteed that the medical 

and psychiatric experience of the patient would be one marked and 

signed through and through by violence. Head famously charged 

aphasiologists from the turn of the century with being “compelled 

to lop and twist their cases to fit the procrustean bed of their hypo-

thetical conceptions.”6 Both, moreover, went much further than 

merely offering a critique of an aphasiology that was conceptu-

ally lacking or experimentally dated in its obsession with cerebral 

localization, its limited understanding of how language works, and 

its obsolescence in relation to neurological theory. They pursued a 

sense of how the healthy mind operates, how it is integrated, how 

individuals function as individuals, how they partake of language as 

a whole, how they respond to injury and loss.
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When we note that this essay zooms in on a kind of organismic 

integration and collapse, we mean several things by integration: 

first, the integration of the nervous system, which extended to an 

integration of the many mechanical elements of the body into a 

single whole; second, the integration settled and understood, both 

a contrario and experientially, as the instance of health right before 

and around the collapse caused or precipitated by brain injury. 

But we argue that despite remarkable similarities, Head and Gold-

stein produced quite radically different conceptions of the organ-

ism in that they also worked with a third concept of integration 

and disintegration, as each of them saw its effects very differently. 

This was for them a philosophical as much as a therapeutic issue.

We first touch on Charles Scott Sherrington’s understanding 

of integration in the nervous system, which lay at the foundation 

of neurological and neurophysiological conceptions of integration 

since the publication of his Integrative Action of the Nervous System 

in 1906.7 Sherrington plowed the land on which neurology would 

situate the problem of bodily integrity, fundamentally displac-

ing earlier attempts to think wholeness at the corporeal level. We 

then discuss the development of Head’s and Goldstein’s ideas, par-

ticularly the structure of their theories of wholeness. In the final 

section we focus on the divergence between Head’s Aphasia and 

Kindred Disorders of Speech and Goldstein’s The Organism, attending 

to the profound differences resulting from the different concep-

tual and experimental priorities of the two thinkers, as well as 

the value and significance of disintegration as they imagine it.

Sherrington’s Integration

H E A D  A N D  G O L D S T E I N  were by no means alone in proposing that the 

brain or the nervous system be understood as a single whole, even 

as the way they argued this point was largely their own. Often 

contrasted with the more traditionally mechanistic approach 

that composed the organism of its constituent parts or attended 
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only to certain parts, especially in experimental psychology, the 

claims for the integration of the self and the brain had become 

widely available in the prewar period and included evolution-

ary approaches in late nineteenth- and early twentieth-century 

biology, the holism of Gestalt psychology, and, no less signifi-

cant for our purposes here, that of John Hughlings Jackson’s 

“Spencerian” approach to aphasia.8 In his Croonian Lectures of 

1884, “The Evolution and Dissolution of the Nervous System,” 

Hughlings Jackson utilized a Spencerian framework to establish a 

sense of the nervous system evolving from an automatic, animal 

basis common to all organisms that share it to a developed, highly 

specialized, voluntarist system in humans; injured human beings 

would find their highly developed system regress to lesser status.

The definitive work that rendered integration into a significant 

component of neurology’s research program was Charles Scott 

Sherrington’s pioneering Integrative Action of the Nervous System, 

which was published in 1906. Of Sherrington’s theory we need to 

retain two elements here. First, nervous integration is central to 

the body, its capacity to move and conduct and respond to stimuli 

as a whole, even in order to stand still. It occurs first at the level of 

the reflex arc, that is, of “the unit mechanism of the nervous sys-

tem when that system is regarded in its integrative function. The 

unit reaction in nervous integration is the reflex, because every reflex 

is an integrative reaction and no nervous action short of a reflex 

is a complete set of integration. The nervous synthesis of an indi-

vidual from what without it were a mere aggregation of commen-

sal organs resolves itself into co-ordination by reflex action.” As 

reflexes involve the most basic coordination of sensation and motor 

response to a stimulus, they provide something like the alphabet 

out of which animal organisms are phrased. Sherrington goes on 

to postulate the “purely abstract conception” of the simple reflex, a 

“convenient if not a probable fiction” according to which each sin-

gle reflex action could be simply distinguished from the rest of the 

activity of the nervous system as it unites the organism.9 From this 
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most basic integrative unit, the reflex arc, Sherrington proceeds to 

ever more complex units (the segment and the segmental series), 

discussing integration at local and regional levels.

Thus, second, the brain and the central nervous system more 

generally become the central, “dominant” site for this integration. 

The central nervous system is “an organ of co-ordination in which 

from a concourse of multitudinous excitations there result orderly 

acts, reactions adapted to the needs of the organism, and . . . these 

reactions occur in arrangements (patterns) marked by absence of 

confusion, and proceed in sequences likewise free from confusion. 

By the development of these powers the synaptic system with its 

central organ is adapted to more speedy, wide, and delicate co-ordi-

nations than the diffuse nervous system allows. Out of this poten-

tiality for organizing complex integration there is evolved in the 

synaptic nervous system a functional grading of its reflex arcs and 

centres.” Sherrington’s nervous integration concerns the body and 

the body alone; there is no sense in these passages that at stake is 

the organism’s behavior in relation to its outside world nor that 

anything other than direct neurophysiological experimentation 

can be used to engage these questions: “The motile and consolidated 

individual is driven, guided, and controlled by, above all organs, its 

cerebrum. The integrating power of the nervous system has in fact 

in the higher animal, more than in the lower, constructed from 

a mere collection of organs and segments a functional unity, an 

individual of more perfected solidarity.”10 The kinds of integration 

that we will attend to in the cases of Head and Goldstein are, as 

we shall see, very much in critical conversation with Sherrington’s, 

with marked differences in tone, object, and argumentation.

Head and Goldstein: Parallel Introduction

HENRY HEAD IS best remembered as a major figure in early twentieth-

century English neurology, though, as L. Stephen Jacyna has argued 

in a detailed recent biography, his care was ultimately “medical sci-
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ence” and the ways it provided for patients, and he was almost as 

much a man of letters as of neurons.11 Following nearly forty years 

of work in neurology and neuropsychiatry, Head proposed in his 

1926 Aphasia and Kindred Disorders of Speech a general approach to 

disorders of speech, which expanded to a theory of nervous func-

tioning, consciousness, and normal and pathological behavior that 

strove toward an understanding of the ways behavior broke down 

in the brain-injured organism and was abnormally reconstructed 

by it. Kurt Goldstein’s career dates to the 1900s; what defined him 

as a neurologist and a psychiatrist, however, was his work at the 

Frankfurt Neurological Institute during and after the war, which 

led to publications of therapeutic and experimental clinical case 

studies of brain-injured soldiers (many of them coauthored with 

the psychologist Adhémar Gelb and sometimes with other col-

leagues from the Neurological Institute) and the development of 

an approach to therapeutics. Goldstein wrote books and a plethora 

of papers on the treatment, retraining, and rehabilitation of brain-

injured soldiers as well as on forms and effects of aphasia.12 The 

Organism (Der Aufbau des Organismus, 1934) constituted the second 

intellectual event of Goldstein’s career; in it he went so far as to 

propose a general theory of the organism specifically intended as a 

broad and radical critique of neurological and physiological theories 

that, to him, underappreciated and misunderstood its integrated 

structure. Goldstein focused on the way an organism compen-

sates for lost performances and the way the loss of an autonomous, 

abstract level of thinking as a result of brain injury results in com-

plex and body-wide counterefforts.

Head and Goldstein did not know each other personally, and they 

do not appear to have maintained a correspondence. Still Head con-

cluded his 140-page history of the understanding of aphasia in Apha-

sia and Kindred Disorders of Speech with a highly favorable discussion 

of Gelb and Goldstein’s analyses of the Schneider case and “A Case 

of Color Amnesia,” describing them as “admirable work along psy-

chological lines” and “a notable exception” to existing approaches.13 
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In the single letter from Goldstein surviving in Head’s archive, Gold-

stein noted his appreciation for the high regard in which Head held 

his work at a time when Goldstein and Gelb’s work still lacked broad 

recognition in Germany, and he complimented Head’s book as “a 

standard work in our research.”14 For his part Goldstein was well 

aware of Head’s work, advocating its value in his discussions and 

correspondence with his cousin Ernst Cassirer.15 The convergence of 

their intent offers a quite astounding sense of scientific practition-

ers working in parallel;16 even granting a certain reliance of each 

researcher on the other’s work in the 1920s, it is striking to see the 

parallels of their paths, their critiques of aphasia and brain localiza-

tion, and their efforts to understand somatic and nervous integration.

Both Head and Goldstein trained in neurology in the 1880s 

and 1890s. For Head, who grew up and began his studies in Cam-

bridge, England, the defining years took place in Halle, Germany.17 

Goldstein trained under Carl Wernicke in Breslau. Both arrived at 

the problem of aphasia before the war—by Head’s own account 

by 1910, and judging by Goldstein’s publications by 1906, when 

he was still at Königsberg.18 In 1914 Goldstein moved to Frank-

furt as director of the Institute for Research into the Effects of 

Brain Lesions in the Frankfurt Neurological Institute,19 becoming, 

like Head in London (first at the London Hospital and as of 1915 

at Empire Hospital), a major figure in the study of brain injury, 

aphasia, and the treatment and rehabilitation of war neuroses 

involving actual cerebral injury. Each moreover carried out a sig-

nificant part of his definitive research with psychologists: Gold-

stein’s principal collaborator over two decades was the Gestalt 

psychologist Adhémar Gelb, who remained his principal collabo-

rator until Gelb’s death, during the time that Goldstein was writ-

ing The Organism. In Head’s case this was the psychologist W. H. 

R. Rivers, who, together with his own erstwhile disciple Charles 

S. Myers, had participated in the Torres Straits anthropological 

expedition of 1898 and who in 1903 had carried out with Head 

the famous experiment in nerve regeneration, where, after Head’s 
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radial nerve was surgically spliced, the two of them carried out 

sensation tests on his arm over a period of two years (fig. 5.1).20

By 1918 both Head and Goldstein felt uneasy in their discipline: 

each sought to emphasize the credentials of their work across a 

broader field of study than neurology alone, and each expressed 

and pursued a philosophical and methodological bent.

Rather than delimit exact points of influence, it is worth empha-

sizing parallels that will eventually help us see the considerable dif-

ference between Head’s and Goldstein’s conceptions of the self.21 

Both sought to explode, in different but parallel ways, the diag-

nostic and explanatory category of aphasia, decrying existing for-

mulations as profoundly insufficient and criticizing (in Head’s case 

Figure 5.1 Henry Head, his eyes closed, facing away, while W. H. R. Rivers 
uses a long pin or pencil to trace the spaces of protopathic and epicritic 
sensibility on Head’s arm. Courtesy of Wellcome Library, PP/HEA B.9. 
Source: Wellcome Library, London. Sir Henry Head (1861–1940), Archives 
and Manuscripts. CMAC PP/HEA/B.9. “W.H.R. Rivers and Sir Henry 
Head experimenting on nerve function. circa 1905.” Copyrighted work 
available under Creative Commons Attribution only licence CC BY 4.0.
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quite harshly) their predecessors. They shared a number of targets, 

including brain localization, that is, the tendency to identify fac-

ulties (e.g., language, sensation, memory) with particular sites in 

the brain, which was a traditional concern of psychology and one 

that had become central to anatomy and physiology since Franz 

Joseph Gall. Both of them denied that such faculties existed at all 

in a manner separable from the organization and integrations of 

the nervous system that underwrote and substantiated conscious-

ness—and both studied the very problem of this consciousness, 

its relation to language as much as to its neuronal scaffolding, at 

length. As a result both disclaimed the prevalent psychological 

and physiological expectations of most of their predecessors and 

contemporaries to be insufficient to the point of harmful to the 

patients under their care, patients whose highly individual reac-

tion to brain injury and aphasia was routinely whitewashed.22 Both 

found considerable inspiration in the writings on language and 

aphasia by Hughlings Jackson, whom they treated as prefiguring 

their own work, a vox clamantis in deserto amid the nineteenth-cen-

tury obsession with localization.23 At the same time, both Head and 

Goldstein declined to use the evolutionary language that Hugh-

lings Jackson (following Herbert Spencer) and Sherrington relied 

on; their engagement with the integration of the nervous system 

and with aphasia would be based on pathological and neurophysi-

ological mechanisms, not predicated upon Darwinian evolution. 

Finally both described aphasia as a particular disorder of broad 

consequence for the organism. For Head, at stake was not only the 

behavior of an organism limited in its access to language, nor just 

the improvement of retraining and rehabilitation practices; at stake 

was the very relation between neurological integration and the use 

of language as a fundamental whole constitutive of social experi-

ence. For Goldstein it was the subsumption of the nervous system 

into the capacity of the healthy organism to abstract from current 

“concrete” circumstances, to maintain an organismic wholeness, a 

“categorical attitude,” and a decisive measure of autonomy vis-à-vis 
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his or her environment, to “self-actualize.” Both came to uphold 

aphasia as the pathological condition whose study facilitated an 

understanding of the structure of the self. Head’s and Goldstein’s 

subsequent paths involved generalization from brain injury to 

organismic and subjective wholeness. For Head the concern with 

the brain’s access to language—the ontology that makes language 

possible and constant—would become central; Goldstein would 

turn instead to organismic norms and health. The similarities end 

at this point. Working in parallel, at a distance, they proceeded to 

establish the brain-injured organism as a unit at the verge of col-

lapse in very different terms. What follows is a consideration of each of 

their approaches to aphasia and their way of handling integration. 

These were philosophical, therapeutic, and also technical issues, a 

matter of how tests, patients, and revisionism contributed to two 

very specific senses of integration and collapse.

Henry Head’s Orders and Disorder

H E A D ’ S  P R I N C I P A L  P U B L I C A T I O N S  on aphasia span the period from 

1915, when he republished Hughlings Jackson’s essays on aphasia 

in a double issue of the journal Brain, to 1926, when he assembled 

his two-volume magnum opus, Aphasia and Kindred Disorders of 

Speech, out of considerably expanded versions of his publications 

from 1919 to 1924 and a set of twenty-six case studies, each of 

them detailed to between nine and forty pages in length. By 1915 

Head had already drafted his critique of contemporary aphasiol-

ogy, writing in his introduction to this republication of Hughlings 

Jackson’s essays, “It is generally conceded that the views on apha-

sia and analogous disturbances of speech found in the text-books 

of to-day are of little help in understanding an actual case of dis-

ease.”24 Hughlings Jackson’s work, which “prefigured” this “more 

than fifty years ago,”25 deserved to be treated as current and new 

because his “psychological” approach undermined precisely these 

textbook reductions and confusion.
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Narratively—for it is a work acutely aware of its own rhetorical 

force—Aphasia and Kindred Disorders of Speech presents us with a 

movement from harsh epistemological critique to climactic reso-

lution. “I have attempted to blaze a track through the jungle,” 

Head writes,26 and he means several jungles, which he superim-

poses on one another: the jungle created by theories of aphasia, 

which he considers profoundly misdirected and by this point 

jumbled into mutually contradictory positions; the jungle expe-

rienced by each individual patient, thanks to the specific collapse 

of the order of language each has to endure; and the jungle of 

conceptual and clinical obstacles plaguing the physician’s clear 

understanding of the individuality and condition of the patient. 

The book is structured to open out these fields one by one.

The first volume aims to balance extensive historical, the-

oretical, and clinical claims. Head opens not with a précis of 

his project but with two histories: a highly abbreviated auto-

biographical account of his engagement with the problem of 

aphasia and a 150-page history of the theory and treatment of 

aphasia since the early nineteenth century. His history “can-

not be an unprejudiced account”;27 it is directed to support his 

argument and to extract and redeploy useful concepts, such as 

Constantin von Monakow’s Diaschisis (splitting). Head is particu-

larly harsh toward the progress of the field since Pierre Marie, 

titling this chapter “Chaos” and featuring only Gelb and Gold-

stein’s as a serious current theory, indeed as the last word in a 

specifically psychological attempt to resolve the violence forced 

on the patient throughout this history.28 Except for himself and 

them, aphasia’s history is ostensibly the persistence of a theory 

that must finally be undermined, a theory that has relied on the 

identification of lesions in the brain with particular linguistic 

capacities, and that has been largely the consequence, he argues, 

of the absorption into neurology of elements from its theoretical 

and the broader philosophical milieu: “New wine is poured into 

old bottles with disastrous results.”29
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Head then offers a chapter on experimental and clinical meth-

odology and follows it with a clinical chapter referencing in mod-

erate detail five of the cases he would engage later.30 The litany 

of his objections to existing aphasiology is strewn across these 

pages, as if the battle against traditional interpretations had to 

be fought over and over, “a restless destruction of the false god,” 

while the promised catharsis is repeatedly deferred.31 There exist 

no “centers” for the use of language in any form; we do not think 

in images,32 nor in words as imagined in the nineteenth century. 

We cannot distinguish a priori between conditions of sensory or 

motor aphasia or between categories like ataxia, agnosia, amne-

sia, aphasia, which are “descriptive terms only” and not “isolated 

affections of speaking, reading and writing.”33 At the same time, 

and based on this clinical material and revisionist theory, Head 

begins the ascent of his argument toward its central thesis and 

resolution.

Aphasia should no longer be understood as a disorder of the 

brain and mind, subdivided into different, well-organized, well-

known, localizable varieties, but rather as a group of disorders of 

symbolic thought and expression.34 As Marcel Mauss, among others, 

would learn from Head,35 these disorders never affect merely one 

element of language and symbolic use and do not correlate with 

specific injuries: different elements (naming, syntax, speaking, 

comprehension, and “internal speech”) are all affected, but not 

to the same degree, with the result that what is necessary is a 

schema for understanding how injury affects particular patients 

and groupings of patients. Aphasic disorders are not “static” con-

ditions but dynamic “disorders of function,” and they are best 

understood, generally speaking, in terms that correlate some brain 

injury with a “want of capacity to use language with freedom.” 

In this, different integrations play a remarkable role: “We cannot 

even analyse normal speech strictly in terms of motion or sensa-

tion; most acts depend on both these factors for perfect execution. 

For the use of language is based on integrated functions, standing 
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higher in the neural hierarchy than motion or sensation, and, 

when it is disturbed, the clinical manifestations appear in terms 

of these complex psychical processes; they cannot be classed 

under any physiological categories, motor or sensory, nor even 

under such headings as visual and auditory.” While it is essential 

to produce new categories, or “headings,” to group and gener-

ally distinguish among different groups of errors and difficulties 

affecting the patient, “these designations are empirical; they have 

no value as definitions and must not be employed to limit the 

extent of that loss of function to which they are assigned.”36

Let’s reconsider this set of critiques by way of the affirmative 

(as opposed to the critical) argument Head proposes regarding 

aphasia and integration. Tucked halfway through the book is the 

perhaps definitive claim, the center out of which Head will fight 

toward his narrative and experimental climax: “Every case of 

aphasia is the response of an individual to some want of power to 

employ language and represents a personal reaction to mechani-

cal difficulties in speech. No two patients exhibit the same signs 

and symptoms; still less do the phenomena of recovery follow 

exactly the same course. But by comparing on broad lines the 

manner in which function is restored in cases of each particular 

variety of aphasia, it is obvious that some acts of speech are recov-

ered sooner than others, and we thereby obtain an insight into 

the essential nature of the clinical phenomena.”37 Head’s explicit 

goal is the restoration of lost functions (and, alongside this, the 

patient’s recovery and the broader importance of the clinical data). 

But it is the first sentence that offers the striking formulation: 

every case is the response of an individual; it is a personal reaction. 

Head does not simply write about individual cases, the difference 

of the experience for each patient (“no two patients”).38 Instead he 

crafts individuality itself in terms of each patient’s dynamic response 

to loss, lack, or difficulty. In the phrase above, the brain-injured 

patient’s self can now be found in the organism’s compensatory 

and transformative effort at recovery—in the reconstruction of a 
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relationship to language that has been broken and, with it, a rela-

tionship to other people. The locus of the individual is not to be 

found in the brain, nor even in the healthy individual, but in the 

now individualized pathological and recuperative relation to sym-

bolic formulation and expression, a relation that is individualized 

because it is not “free.”

That the response should be individual is decisive for several 

reasons that deserve closer attention: it is a dynamic process 

with a social component, an integrative process, a process that 

concerns language far more than it concerns any component of 

man’s biological substratum, a process that unveils for us the dif-

ferent levels of the somatic, conscious, and linguistic integrations 

that form selfhood.

First, aphasia is a functional and dynamic, as opposed to a 

static, condition: in the aftermath of a wound, the patient under-

goes a continuing experience, not merely a stagnation, and this 

experience is at times one of recovery and at times one of further 

loss and decline, generally depending on the existence of any pro-

gressive disease of the brain and also practices of socialization.39

As a result, second, the actual site of injury is less significant 

than the integrative way the organism attempts to respond and 

compensate. Head is emphatic on this point concerning the site 

and totality of the new self. “In conclusion,” he writes at the end 

of the book, “I have attempted to show that, when some act or 

process is disturbed in consequence of an organic or functional 

lesion, the abnormal response is a fresh integration carried out 

by all available portions of the central nervous system. It is a 

total reaction to the new situation. The form assumed by these 

manifestations cannot be foretold by a priori consideration, but 

must be determined by observation and described in terms of the 

affected process.” Elsewhere, in an almost warlike formulation 

of the organism as an arsenal of powers, he writes, “Faced with 

a new situation, the organism puts out all its powers, conscious, 

subconscious and purely physiological, in order to produce an 
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adequate response directed towards its welfare as a whole.”40 At 

stake, then, is the sense that the organism’s survival and welfare 

depend on a new, recovered integration, on the way this integra-

tion compensates for the original, normal, now lost integration. 

The patient is not some stable being that is tied either to the period 

prior to his injury or to his injury. Instead he is “all the powers,” 

the “abnormal response” that is this “fresh integration”—a being 

imagined in continuing resistance and response to the loss.

Third, as should be clear by now, Head understood aphasia 

as first of all a language disorder and concomitantly a psycho-

logical disorder (insofar as language has an “emotional” and not 

only a formal component). Only then is it also a neurological and 

biological disorder, insofar as the disruption of normal neuronal 

integration conditions and the organism’s response to that dis-

ruption ground the loss biologically. He writes, “Evidently there 

must exist a group of functions indispensable for language in its 

widest sense,” and even if these functions are not necessarily 

equally essential, they are “affected by the destruction of parts 

of the brain.”41 Thus a lesion involves the disturbance of cerebral 

and physiological processes and, as a result, suffering. Though 

he kept copious notes and diagrams of both the sites of injury 

and the kind and extent of neurological damage involved, Head 

does not seem to have found significant use for them. Instead 

he articulated a hermeneutic scheme for dealing with patients 

that was fundamentally concerned with patients’ success or fail-

ure to sustain a linguistically articulated order, to understand the 

meaning of the words or sentences they were uttering, to copy 

text and images, to identify regular and frequently used “sym-

bolic expressions” (e.g., the time on a clock). Patient individuality 

cannot therefore be approached through the physiological site of 

damage, but only through the linguistic one, and as a result diag-

nosis and treatment remained tied precisely to his language.

Fourth, the conception of language proposed by Head allows 

for concurrent processes of generalization, categorization, and 
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precision. Head offers four headings—verbal, syntactical, nominal, 

and semantic—and emphatically characterizes them as rough 

classifications, as “designations” that are “empirical” and “have 

no value as definitions and must not be employed to limit the 

extent of that loss of function to which they are assigned.”42 Note, 

in the following formulations, how Head not only refuses local-

ization and biological reduction but also sees and categorizes the 

aphasias in terms solely structured by way of access to language 

and communication.

(1) Verbal aphasia “consists mainly in a defective power of form-

ing words, whether for external or internal use.” (2) Syntactical 

aphasia, “this disorder of symbolic formulation and expression[,] 

consists essentially in lack of that perfect balance and rhythm 

necessary to make the sounds uttered by the speaker easily com-

prehensible to the audience.” (3) Nominal aphasia, “this disorder 

of language[,] consists essentially of [an] inability to designate 

an object in words and to appreciate verbal meaning” (fig. 5.2). 

Finally, (4) semantic aphasia involves cases wherein “comprehen-

sion of the significance of words and phrases as a whole . . . is 

primarily disturbed” (fig. 5.3).43

Loss of capacity for language had of course been the definitive 

characteristic of aphasia since Broca, and categories like “word-

blindness” and “word-deafness” had proliferated since Charlton 

Bastian.44 Head, who had studied with Bastian, duly exhibits his 

customary ruthlessness toward his predecessors, especially the 

premise that language is merely a dimension of sensory or motor 

systems and that therefore aphasia is but a simple destruction of 

only this dimension. Establishing his own theory in tandem with 

the quadripartite argument regarding the disruptions of symbolic 

thought and expression, Head argues that “we do not think in 

words,” by which he means, in explicitly neogrammarian fash-

ion, that words are merely a small part of a language, that they 

have multiple meanings, that language must itself be understood 

as a dual system of its own,45 at once logical and psychologi-
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cal, and indeed as one that we normally engage as a whole. The 

aphasic, Head claims, is “like a man talking a foreign language”: 

“Debarred by his disability from the use of verbal forms natural to 

him . . . [he] seeks some other and less difficult mode of convey-

ing his meaning.”46

This linguistic and psychological approach to aphasia is not, 

nevertheless, the final word—and despite supporting the “psy-

chological” approaches of Goldstein and Hughlings Jackson, Head 

does not describe his own approach in those terms.47 To complete 

Figure 5.2 Henry Head’s own localization efforts reported in Aphasia and 
Kindred Disorders of Speech (1: 457). Cases of nominal aphasia. Note case 7, 
retraced here.
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his own account and offer a neurological grounding for his theory, 

Head complements linguistic and pathological psychology and 

case-based psychology with a neurobiology of the levels of inte-

gration. Pathology shows disturbance in both internal interpreta-

tion and language participation. The central term in this account, 

and perhaps the central theoretical term in this last stage of his 

work, is vigilance. Sherrington’s writings and experiments play a 

Figure 5.3 Henry Head’s own localization efforts reported in Aphasia and 
Kindred Disorders of Speech. Cases of semantic aphasia.
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significant role in underwriting this concept, as Head attempts 

to explain how an activity that is apparently so fundamental to 

the organism’s functioning as is language (or, more precisely, that 

broader activity he calls “symbolic thought and expression”) can 

be so fundamentally disrupted due not to the loss of a part of the 

brain but to the loss of a certain integration.

To establish vigilance Head proceeds from neurophysiological 

examination, using the example of a human being whose spine 

has been severed alongside Sherrington’s cat decortication exper-

iments. Removing the cat’s brain or handling a patient who has 

lost the use of his legs reveals for Head a fundamental propensity 

of the organism to carry out certain acts beneath any conscious 

level. Here is the theory of “protopathic” and “epicritic” sensibil-

ity that he and Rivers had developed in the famous earlier experi-

ment on nerve regeneration. As sensation returns to the affected 

area, it is first the “deeper,” far more intense, and undifferenti-

ated sensation that returns, with the higher-end “epicritic” sensa-

tion returning and allowing for an integrated consciousness only 

later.48

Vigilance refers to integrated activity carried out at the barest 

neurological level. The word indicates the persistence of func-

tion during a moment or protracted period of apparent sleep, the 

capacity to keep vigil over the body. Head holds that the body 

itself, disencumbered of the will, indeed even in the absence of a 

cerebrum, keeps vigil over itself. It maintains a set of very basic 

postures and responds to certain forceful excitations depending 

on the circumstances (e.g., temperature or other elements of the 

milieu) and can even have certain localized reflexes, regardless of 

paralysis. Vigilance is “high-grade physiological efficiency,” exhib-

iting “purposive adaptation” to external stimuli,49 and giving the 

impression of carrying out conscious acts—acts we know to be 

impossible as acts but that the body itself manages to maintain. 

Vigilance thus becomes a key concept at this point: an integration 

that occurs at the purely neurophysiological level, that under-
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writes any epicritic sensation and conscious act, and that exceeds 

and brings together more local integrations that may occur at the 

neurological level. It allows Head to posit that, from muscle tone 

to even conscious actions, a series of integrations occur, of which 

the body is not aware. And it explains the loss of language in 

terms that finally include both lesion and language on the basis of 

effects on the general “neural potency” of the organism:

Every automatic act is an exercise in physiological memory 

and can be disturbed by vital states which have nothing to do 

with consciousness. What wonder that the complex powers 

demanded by speech, reading, and writing, can be affected by 

a lesion, which diminishes neural vitality. Vigilance is lowered 

and the specific mental aptitudes die out as an electric lamp is 

extinguished when the voltage falls below the necessary level. 

The centres involved in those automatic processes, which form 

an essential part of the conscious act, may continue to live on 

at a lower vital level, as when under the influence of chloro-

form; they do not cease entirely to function, but the vigilance 

necessary for the performance of their high-grade activities has 

been abolished by the fall of neural potency.50

Head can then finally conclude the book in a manner that at once 

radicalizes this kind of holism, positing that each mind acts as a 

whole, that each “conscious act is a vital process directed toward a 

definite end and the consequences of its disintegration appear as 

abnormal modes of behavior.”51 This can be understood only thanks to 

the event of “disintegration,” which demonstrates in and thanks to pathol-

ogy what has otherwise been normal for the organism, necessary for the 

continuous functioning of consciousness. Consciousness does not nor-

mally recognize the limits of its wholeness: “The continuity of con-

sciousness . . . is produced by habitually ignoring the gaps.”52 Only 

once it has been broken can the facts and function of conscious-

ness be recognized. Indeed not one but several integrations, “a series 

of integrations” take place, “most of which take place on a purely 

physiological level,” which enable both high levels of abstraction 
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and categorical thinking, which collapse in tandem with injury, 

and which the surviving parts of the organism, “all its powers,” 

seek to reestablish and reconstruct.53 Individual patients, having 

lost the original wholesome integration, attempt through these 

“powers” to produce new conscious integrations—in the process 

failing in different ways to overcome verbal, syntactical, nominal, 

or semantic losses or disorders. In his linguistic unfreedom the 

aphasic patient becomes pathologically individualized.

Goldstein: Aphasia, Tonus, Organism

A S  W I T H  H E A D ,  Goldstein’s major work in aphasia began during the 

war; it culminated in the publication of a series of highly detailed 

cases studied with Gelb in the Psychologische Analysen hirnpatholo-

gischer Fälle. Goldstein recorded extensive accounts of the range 

and consequences of injury, most famously in the case history of 

a twenty-four-year-old former miner named Johann Schneider 

(now mostly known by his last name), who on June 4, 1915, was 

struck in the occipital lobes by two shards of mine shrapnel—one 

wound above the left ear, the second in the “middle of the back 

of the head . . . penetrating into the exposed brain.”54 As Anne 

Harrington has noted, Schneider became a veritable Anna O 

for Gelb and Goldstein; indeed he would be treated as such by 

both Ernst Cassirer in Philosophy of Symbolic Forms and Maurice 

Merleau-Ponty in The Structure of Behavior and Phenomenology of 

Perception.55 In a 140-page study Gelb and Goldstein argued that 

even though Schneider passed the traditional tests aiming to 

point out reduced capacities (tests ostensibly premised on atom-

istic symptomatology, reflex psychology, and localization), upon 

closer observation he was incapable of a natural performance of 

most of the tasks he had managed in tests. Gelb and Goldstein 

highlighted a series of failures, which led Schneider to attempt to 

reconstruct the lost performances differently. Reading, for exam-

ple, required “a series of minute head- and hand-movements—he 
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‘wrote’ with his hand what his eyes saw. He did not move the 

entire hand as if across a page, but ‘wrote’ the letters one over 

the other, meanwhile ‘tracing’ them by head-movements. An 

especially interesting aspect of the case was the patient’s own 

ignorance of using this method. . . . If prevented from moving 

his head or body, the patient could read nothing whatever. . . . If 

required to trace a letter the ‘wrong’ way, he was quite at a loss 

to say what letter it was.”56 Simply put, here was a patient who 

could carry out concrete tasks yet could not handle even basic 

uncontextualized mental operations except in an extremely bela-

bored way (if at all), a patient who sought to compensate in his 

performances for the natural attitude he had lost, an attitude that 

Gelb and Goldstein called abstract or categorial.57

Rather than focus on the case studies, or on Goldstein’s short 

work Über Aphasie (On Aphasia, 1926),58 where he worked to dis-

mantle existing symptomatology and localization frameworks, 

we will proceed directly to The Organism (1934), which furthered 

his research on sensorimotor consequences of neuronal dam-

age and attempts to establish a complete theory of organismic 

functioning, grounded in neuropathology. We then return to ref-

erence certain among Goldstein’s works that have been by and 

large overlooked, namely studies on tonus from the 1920s, which 

help explain his shift from the study of aphasia to an argument 

concerning the organism as a whole.

Central to Goldstein’s argument in The Organism was less the 

localization of speech centers—which he had repeatedly criti-

cized earlier and considered a lesser and widely accepted prob-

lem—than the refusal of atomistic symptomatology, the study of 

symptoms as separate and sufficient indicators of damage.59 The 

book’s structure is tied to Goldstein’s sculpting of a broad alter-

native approach, which he could guide toward a rethinking of 

central medical notions, such as health, norms, disease, and cure.

In his theorization of diagnostic and therapeutic efforts already 

before The Organism, Goldstein charged that atomism went hand-
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in-hand with a thin comparative analysis that centered on lesions 

and individual failures rather than attending to the way the 

organism responds to general loss and attempts to compensate 

for the loss of functions. Atomism, and the localization theory 

underlying it, denied the tremendous complexity of pathological 

“performances” exhibited by the organism, in other words, the 

activities and responses to prompts that the organism carries out 

in everyday life, without breaking them down into component 

parts (reflexes). Nor did atomism, Goldstein insisted, offer a way 

such compensation might be turned to the patient’s advantage.60 

The approach offered little by way of therapy for the brain-injured 

soldier, as it failed to capture the precise restriction of his abilities 

that resulted from irreparable damage to areas of brain tissue.

Atomism presumed that damages resulted in the same symp-

toms and disturbances, that individuals were affected in the same 

way, and that comparative analysis only replicated itself accord-

ingly. By attending instead to each individual organism, Goldstein 

refused to see particular disturbances merely as facts, asking 

rather “what kind of a fact an observed phenomenon represents.” 

In other words, at stake for the patient, the therapist, and the 

physiologist were not symptoms themselves nor the ways these 

were structured by a reflex-based integration, but what Goldstein 

referred to as performances. The organism’s original “ordered 

behavior” was disrupted, and the organism found itself perform-

ing in a disordered fashion that fundamentally sought to restore 

itself to a new order:

In an ordered situation, responses appear to be constant, cor-

rect, adequate to the organism to which they belong, adequate 

to the species and to the individuality of the organism, as 

well as to the respective circumstances. The individual him-

self experiences them with a feeling of smooth functioning, 

unconstraint, well-being, adjustment to the world, and satis-

faction, i.e. the course of behavior has a definite order, a total 

pattern in which all involved organismic factors—the mental 
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and the somatic down to the physico-chemical processes—par-

ticipate in a fashion appropriate to the performance in ques-

tion. And that, in fact, is the criterion of a normal condition of 

the organism.

In this passage Goldstein deploys three of his core concepts, namely 

wholeness, performance, and order. First, it is the totality of the organ-

ism, “all involved organismic factors—the mental and the somatic 

down to the physico-chemical processes,” and neither “merely” 

psychological nor “merely” bodily ones, that are involved. Second, 

Goldstein insists on the organism’s “performances”: it is “normal” 

performances that define health and order and that are impacted 

by disorder. Third, order is also fundamental: when it finds itself 

“dis-ordered,” the organism naturally attempts to compensate, to 

achieve a new order. Furthermore certain kinds of disorder could 

even result in a “catastrophic reaction” wherein the organism finds 

itself failing through and through to handle any of the environ-

ment’s requirements. In a passage where he intentionally conflates 

a disordered situation within with the presence of disorder around 

the patient, Goldstein writes, “The principal demands which ‘dis-

order’ makes upon [patients] are: choice of alternatives, change of 

attitude, and rapid transition from one behavior to another. But 

this is exactly what is difficult or impossible for them to do. If they 

are confronted with tasks which make this demand, then cata-

strophic reactions, catastrophic shocks, and anxiety inevitably 

ensue. To avoid this anxiety the patient clings tenaciously to the 

order which is adequate for him, but which appears abnormally 

primitive, rigid and compulsive to normal people.”61 Order and 

disorder, compensation, and anxiety are central points in the gen-

eral biological and physiological effort to counter atomism and, at 

the neurological level, reflex theory itself.

In The Organism, Goldstein critiques Sherrington’s Integrative 

Action of the Nervous System extensively, making an obvious effort 

to replace it as the neurophysiological standard.62 This critique 

was central to Goldstein’s argument: for Goldstein reflex theory 
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posited atomistic responses, that is, responses that would be pos-

sible to subdivide to the point of being able to deal with their 

components as individual, simple reflexes; reflex theory further 

posited that responses to identical stimuli were themselves going 

to be identical, but reflexes, Goldstein argued, are themselves 

milieu-based and not of equal consequence in different con-

texts.63 Thus, Goldstein charged, physiology became fundamen-

tally reductive, with researchers testing local reflexes or reflex 

arcs rather than remembering that it was not these that hurt 

the patient but the complex performances that he had lost and 

sought to regain.64 He did not see disease or disturbance as the 

sole origin of a disruption of behavior; rather the crucial deter-

minant was the organism’s adjustment, within its given milieu, 

to such a disturbance. Disease and disturbance forced the organ-

ism to an adaptive, conservative situation where its disordered 

performance tended toward compensation or “readjustment” in 

order to generate a new order, a new normality. Specifically with 

regard to central cortical injury—including the aforementioned 

cases that resulted in visual and linguistic disturbance, Goldstein 

offered a further point, namely that their effect was to destroy 

patients’ capability for abstract thought and leave them able to 

respond only to immediate concrete circumstances. Compensa-

tion for disease and disturbance caused the organism to lose its 

well-ordered abstract or categorial capacity:

Whenever the patient must transcend concrete (immediate) 

experience in order to act—whenever he must refer to things 

in an imaginary way—he fails. On the other hand, whenever 

the result can be achieved by manipulation of concrete and 

tangible material, he performs successfully. Each problem that 

forces him beyond the sphere of immediate reality to that of 

the “possible,” or to the sphere of representation, ensures his 

failure. This manifests itself in all responses. . . . The patient 

acts, perceives, thinks, has the right impulses of will, feels 

like others, calculates, pays attention, retains, etc., as long as 
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he is provided with the opportunity to handle objects con-

cretely and directly. He fails when this is impossible. . . . He 

can manipulate numbers in a practical manner, but has no 

concept of their value. . . . He is incapable of representation of 

direction and localities in objective space, nor can he estimate 

distances; but he can find his way about very well, and can 

execute actions that are dependent upon perception of distance 

and size. . . . The patient has lost the capacity to deal with that 

which is not real—with the possible.

Categorial behavior, “an attribute of the human being,” he writes 

later in the book, involves “the ability of voluntary shifting, of 

reasoning discursively, oriented on self-chosen frames of refer-

ence, of free decision for action, of isolating parts from a whole, of 

disjoining given wholes, as well as of establishing connections.”65 

In opposition to the categorial attitude, which for him “embraces 

more than merely the ‘real’ stimulus in its scope” and which is 

characterized by a grasp of order, a wholeness and normality of 

experience, the concrete attitude is “realistic” and “does not imply 

conscious activity in the sense of reasoning, awareness, or a self-

account of one’s doing.”66

Crucially the loss of the abstract or categorical attitude in brain 

injury was central to the elimination of the old order and to the 

reduction of the patient to a disorderly situation where all he 

could cope with was the immediate, concrete situation surround-

ing him. The cortically injured patient faces “systemic disinte-

gration” rather than the mere loss of particular performances, 

as those inevitably affect the organism’s performance of whole-

ness. Faced with abstract demands, a patient would begin to sense 

intense anxiety at his inability to fulfill them and would emphat-

ically seek to return to some order. These “catastrophic” situa-

tions may involve a further reduction in the capacity to cope, and 

the organism, operating without abstract or discursive thought, 

performs merely with a restitutio ad integrum in mind—however 

restricted that integrum might be.67
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Note how the apparently slight difference of priorities and tar-

gets comes to play a significant role in the milieu Goldstein located 

in the patient as well as the healthy organism. Unlike Head, 

Goldstein had no difficulty arguing “from the pathological to the 

normal,”68 and in fact he presented the extrapolation from patho-

logical to normal organisms as the basis of his thought. Where 

Head focused on the new integrations actively carried out by the 

injured patient, distinguished those from “normal” language use, 

and left it largely to experimental neurology to retrieve the bases 

of “the normal” body, Goldstein proceeded directly to a theory of 

the structure of the organism from his pathological cases.

Goldstein further distinguishes himself from Head by attend-

ing at length to the motor capacities and posture of the organism, 

in particular the problem of tonic musculature. At every moment 

of our lives the tonus of our musculature is regulated, and with-

out this constant adjustment we could neither sit nor stand nor 

walk. But these adjustments to our tonic form take place in a 

completely involuntary fashion, without our knowledge or cog-

nition. In particular Goldstein showed the importance of head 

posture (and its modifications) in understanding brain lesions, 

and he would later be credited with the discovery that tonic neck 

reflexes “disclosed first the existence of an extended motor rela-

tionship between different parts of the body.”69

In a number of studies written between 1924 and 1930 and 

recounted in The Organism as well as in a series of films he made, 

Goldstein described in detail a series of specific tests, which per-

tain to the body’s tonic musculature and are aimed at under-

standing the tendency to compensate for injury so as to achieve 

some optimization, however difficult or tenuous.70 Scholars have 

attended to the optical tests administered by Goldstein and Gelb, 

but it is in these studies of tonus that the point of “performances” 

and the extrapolation of neurological concerns toward organis-

mic wholeness (in fact several major contributions of Goldstein’s) 

become clear.71 Concerned with accounting for the patient’s expe-
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rience of environment, Goldstein focused on more than “problem 

solver” experiments and rejected views that dispensed with the 

environment as mere “background” from which the organism 

remained independent. Thus for the psychologist Kurt Koffka, 

for example, “there is no behavioral environment for [tonus].”72 

But where Koffka retained a reflex paradigm, Goldstein saw 

tonic musculature and especially changes in tonus as a modifica-

tion in the individual on the total neuromotor level, a modifica-

tion that incorporated (the word is apt) the environment. These 

changes were fundamental to Goldstein’s attempt to account for 

what disordered modifications meant for this individual given that 

demand.73 Tonic change in one area of functioning would often 

suggest a systemic change in the entire organism’s functioning, 

and whereas neurobiological vigilance in Head’s case gave sup-

port to a reflex-like responsive protopathic handling of the envi-

ronment, for Goldstein tonus marked a deeper ingraining of the 

environment into the very structure of a disordered or partially 

reordered organism. In The Organism he discussed compensation 

and optimization at length in relation to organismic responses 

to new contexts and to the “preferred behavior” in which they 

resulted:

It seems that the adaptation to an irreparable defect takes 

essentially opposite directions. Either the organism adapts 

itself to the defect, . . . yields to it, . . . resigns itself to that 

somewhat defective but still passable performance which can 

still be realized, and resigns itself to certain changes of the 

milieu which correspond to the defective performances; or the 

organism faces the defect, readjusts itself in such a way that 

the defect, in its consequences, is kept in check. . . . In patients 

with one-sided cerebellar lesion, we often find a “tonus pull” 

towards the diseased side. All stimuli which are applied to this 

side are met with abnormal intensity, with abnormal “turn-

ing to the stimulus.” This leads to deviation in walking, to 

a predisposition to falling, to past pointing, etc., all towards 
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the diseased side. . . . As long as the patient remains in this 

abnormal posture he feels relatively at ease, has less subjective 

disturbances of equilibrium, less vertigo, etc. . . . Deviations 

may disappear completely. . . . Disturbances immediately reap-

pear as soon as the patient reassumes the old, normal position 

of the body. Apparently the abnormality of posture has become 

the prerequisite for better performances, has become the new 

preferred situation.74

The subjective/objective division matters: in “objectively” abnor-

mal behavior, we see that the modified responses and deviations 

represent a profound discomfort at the supposedly normal, “objec-

tive” demands that have now been rendered meaningless. Instead a 

new normal has arisen, specific to the patient’s restricted perspec-

tive, and these deviations indicate the reconstructed and indeed 

preferred—in many respects healthier—perspective. In the world, 

patients would often find ways to compensate for losses or changes 

in functions, sometimes without notice, and it was only in a crisis 

that arose from no longer being able to meet the demands of every-

day life that a state of injury could be called pathological (fig. 5.4).

Tonic change as a loss of some capacity was at that point pathol-

ogy, but in experimental work on tonic movement, Goldstein 

could demonstrate modifications in the capacity of the body to 

perform motor tasks with or without such loss in the world, giving 

some clue as to how the environment of capacities had been nar-

rowed but also how it was being manipulated anew by the modi-

fied individual. In what he discusses above as “tonus pull,” we 

find not only the apparent defect but also the sense in which the 

individual has compensated and reordered the world (fig. 5.5).

This bears emphasis: in his Philosophy of Symbolic Forms, Cassirer 

provides a summary of the clinical scene at the Frankfurt Neurologi-

cal Institute, yet he retains only the pejorative sense of disorder and 

not the productive sense of the organism’s compensation.75 Gold-

stein, by contrast, emphasized the organism’s fundamental tendency 

toward preferred behavior, which is “determined by the total attitude 
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of the performing person.” In cases of injury a new “preferred behav-

ior” emerges to basically generate the greatest comfort.76 In the case 

of patients reported as cases or appearing in his research films, nota-

bly Tonus (1930), we can see this preferred behavior expressed nega-

Figure 5.4 Tonus changes and abnormalities due to frontal lobe lesions. 
Columbia University, Rare Book and Manuscript Library, Kurt Goldstein 
Papers, Box 6, “Frontal Lobal Lesions” folder, p. 25.  
Source: Kurt Goldstein Papers, Rare Book & Manuscript Library, Columbia 
University in the City of New York.



142 S T E F A N O S  G E R O U L A N O S  A N D  T O D D  M E Y E R S

tively through groups of symptoms exhibited when “normal” actions 

are required of the patient: “unilateral disequilibrium, “spontaneous 

inclination” (leaning and swaying) of the body, the passive turn of 

the head, further aggravated body and arm deviation, and so on. 

Taken as a whole these symptoms show a body struggling against 

the demands of seemingly minimal tasks; they also indicate a “pre-

ferred” posture and stance, a sense of “subjective” normalcy at odds 

with our sense of “normal” behavior during such tasks (fig. 5.6).

In addition to grasping and pointing tests, which allowed 

Goldstein to observe movement and neuromuscular response, he 

Figure 5.5 As the patient closes his eyes, he loses his spatial sense, so that 
any turn of the head produces an involuntary movement of the arm (in 
this case the right arm). From Tonus (1930). Columbia Rare Book and 
Manuscript Library, Kurt Goldstein Papers, Box 18. Tonus is one of five 
films surviving in Goldstein’s archive, some of which he brought with 
him when he emigrated, for the purposes of illustrating lectures and 
convincing American institutions of the particularity and originality of 
his work. See Robert A. Lambert to Collector of Customs, October 15, 
1934, Rockefeller Archive Center, RF/1.1/200A/78/939.  
Source: Kurt Goldstein Papers, Rare Book & Manuscript Library, Columbia 
University in the City of New York.
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incorporated tests for assessing equilibrium and sensory response 

with the aid of instruments as simple as a tuning fork, a violin, 

or a set of keys.77 In Tonus he uses air puffs through a tube to cre-

ate pressure—a common test for lesions of the inner ear used to 

assess percussion injuries and their effects, especially on equilib-

rium and dizziness (fig. 5.7).78

There are several motivations for using this test, which point 

to the specificity of Goldstein’s interests and the physiological and 

psychological relevance of the experiments. For example, the fail-

ure to react to ear stimulation (due to lesions that fail to transmit 

sensation) was most associated with cerebral tract lesions. But this 

test, like others that Goldstein carried out—including spontaneous 

pointing or making heels and toes touch while keeping one’s eyes 

closed—were tests used to assess the symptoms of disequilibrium 

and vertigo in a broader range of pathologies than brain injury 

Figure 5.6 Presentation slide involving the same patient attempting 
a pointing test. Columbia Rare Book and Manuscript Library, Kurt 
Goldstein Papers, Box 18, Slides.  
Source: Kurt Goldstein Papers, Rare Book & Manuscript Library, Columbia 
University in the City of New York.
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alone.79 To Goldstein they concerned the total comportment of the 

organism: from the study of brain injury he had moved to the neu-

romuscular transformation of the organism in its environment.

In other words, it was not despite but because of these similari-

ties between inner-ear damage, vertigo, disequilibrium, and brain 

lesions that Goldstein sought to test a range of symptoms. He writes, 

“We soon found that one reason for failure in treatment was that 

we overlooked the fact that similar-appearing symptoms can be of 

essentially different origins, and that only by knowing that latter 

can one avoid inadequate treatment and achieve better results.”80 

To examine and understand the patient’s loss of order and abstract 

attitude, it became imperative to test symptoms in groups and seek 

Figure 5.7 Use of ear puffs in Tonus (1930). The patient is instructed to 
hold his arms steady and then, with closed eyes, to repeatedly touch the 
top of his left hand with his right. With pressure applied in the inner ear, 
the left arm begins to veer leftward, and the right one fails over and over 
to touch it. Goldstein in the background.  
Source: Kurt Goldstein Papers, Rare Book & Manuscript Library, Columbia 
University in the City of New York.
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the cause of performative failures. Together the results of these tests 

produced facts not about the whole of patients under examination 

but about the whole of the single patient, his capacities, and the 

difference between his “preferred” behavior and the “normal” one.

I T  I S  N O T  the point of this essay to split hairs between Head and 

Goldstein. We wish instead to focus on the way that divergences 

in approach and argument had profound consequences for the 

otherwise proximate conceptions of the self (healthy or injured), 

of disease and rehabilitation, of society, language, and milieu, and 

of the mind-body relation that the two authors proposed. Never-

theless the logic binding integration to disequilibrium remained a 

dominant imperative in the work of each of them: their handling 

of order, integration, catastrophe, and related concepts displays 

the centrality of this logic to their thought. Not only do the two 

authors raise the question of how an organism exists as a single 

whole and tends again and again toward wholeness during and 

after injury, but they establish this collapse and the question of 

wholeness differently. The different levels of Head’s integration—

reflexive, neurological, linguistic—and his focus on identifying 

and restoring linguistic difficulties differ from Goldstein’s holistic 

and psychological sense of an organism aiming at self-actualiza-

tion but losing its abstract capacity and its unitary and norma-

tive capacities. More broadly the two authors stood far apart as 

regards man’s engagement with language, as regards monism and 

dualism and thus the status of the mind, and as regards the facts 

and concepts of disease and recuperation. In the remaining pages 

we consider the implications of the two arguments by sculpting 

each in the other’s relief.

Head’s conception of integration occurs within a two-tiered 

system. The first tier is the sense of a basic neural and corporeal 

integration prompted by the Sherringtonian account of nervous 

integration, reminiscent of protopathic sensibility, and elabo-

rated in the argument on vigilance. We might call this Head’s con-
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ception of the integratedness of the organism; its integration is a 

given, something that takes place deep beneath any conscious-

ness and appears as a given even in cases of decorticated ani-

mals. The action and reaction of impulses, including reflexes, and 

more broadly “vigilance” (once again a concept he abstracts out of 

neurology and not from clinical work) are essential for any “psy-

choneural” integrated movement of the organism. A basic inte-

gration at the physiological and unconscious levels is something 

that exists and is limited only by the loss of particular lesions; for 

anything whatsoever to happen in the organism, such vigilance 

and its restoration remain essential, sensed but unaccounted for.

For the second tier, on top of and coefficiently with the first, Head 

makes much, in both his theoretical and clinical descriptions, of 

active integrative forces, which he foregrounds as occurring in the 

aftermath of injury. As quoted earlier, he writes that injury is fol-

lowed by “a fresh integration carried out by all available portions 

of the central nervous system. It is a total reaction to the new situ-

ation.”81 To compare: Goldstein’s Organism by and large describes 

the patient in terms that indicate him or her to be lacking freedom, 

restricted, tied to a “shrunken milieu,” struggling between disor-

der and a new restricted and highly precarious order, constantly 

threatened with catastrophe; for Head the injured patient usually 

recovers to a considerable, even remarkable degree.82 The difference 

from Goldstein is one of tone, but still very significant, so that Head 

provides a strongly active sense of consciousness integrating when 

he writes that, “faced with a new situation, the organism puts out 

all its powers, conscious, subconscious and purely physiological, in 

order to produce an adequate response directed towards its welfare 

as a whole,” or when he sees consciousness as “a form of integra-

tive vital reaction which enables the organism to adapt itself more 

perfectly to certain situations, conditioned by its internal state and 

the impressions produced upon it by external forces.”83

Goldstein’s theorization involves an integration described along 

two nontiered, superimposed schemata. In the abstract/concrete 



147Integrations, Vigilance, Catastrophe

schema brain injury invariably amounts to the destruction of the 

abstract or categorial capacity of the organism and results in a con-

cretization of the organism, an inability to plan, to extract oneself 

from immediate circumstances.84 For Goldstein the brain-injured 

patient loses his abstract or categorial attitude and does not regain 

it. Goldstein minces no words, and though Head says something 

very similar on occasion, indeed although a parallel can be drawn 

to Head’s protopathic and epicritic sensation, the centrality and 

priority in Goldstein of this destruction of the abstract capacity 

can be contrasted with the occasional, ephemeral place it holds in 

Head.85 Thus Head swings as if on a pendulum between an argu-

ment that there is a fundamental diminution and that this dimi-

nution does not destroy the whole and can perhaps be regained,86 

but Goldstein simply sees the loss of abstract attitude as devastat-

ing, as imprisoning the patient into the concrete immediate situ-

ations in which he finds himself. Language and performance are 

apiece with abstraction here, and true integration resides only in 

the whole, healthy, normal organism, whereas in Head language 

can be studied in the restricted and disrupted wholes that patients 

develop when recuperating. For this argument Goldstein’s focus 

on performances—on the natural execution and continuous, 

uninterrupted, untroubled performance of particular tasks, often 

not recognized as tasks—is essential. In seeing little of interest in 

Sherrington’s integrative action or in Head’s concept of vigilance 

as the basic neurobiological regulator, and in focusing instead on 

the relation of the subject to his milieu, Goldstein conceives of life 

and individuality in terms of a holism that is constantly threat-

ened with disintegration.

Goldstein also uses the structure of order/disorder/catastrophe 

in order to establish a sense of what sort of rehabilitation the phy-

sician may hope for in his patient. Here Goldstein’s argument on 

norms is crucial: the healthy organism is ordered to the point of 

never recognizing or sensing the existence of this order; he is norma-

tive, free, so to speak, from order, fundamentally autonomous 
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and driven to “self-actualization.”87 (By contrast, freedom in Head 

is freedom to use language without constraint.) The disorder that 

occurs with injury or disease involves at once the patient’s and 

physician’s recognition that an order did exist and that it has been 

lost; the management of disorder may perhaps lead to new orders, 

but it also involves the patient’s fall to the purview of norms and 

a depreciation vis-à-vis these norms: “A life that affirms itself 

against the milieu is a life already threatened.”88 Autonomy is 

dramatically lessened and self-actualization is hampered; it can 

be pursued now only via the scene that the physician makes pos-

sible. Catastrophe, “systemic disintegration,” involves not only 

immediate collapse but also, once recuperation begins, a further 

restriction of the milieu; hence Goldstein’s claim that the organ-

ism in a catastrophic situation performs merely with a restitutio 

ad integrum in mind, however radically restricted that integrum 

might be.89

Goldstein’s two schemas imply one another without being coex-

tensive: “order” does not concern merely circumstances of brain 

damage, and a certain order can be regained where the abstract 

attitude cannot. It is on the basis of these two schemas that Gold-

stein can focus on articulating “self-actualization” as something 

that occurs in the injured organism as well as the healthy, as a 

value and ideal for the healthy individual as well as a purpose to 

restore to the injured or sick organism. Goldstein’s epistemology 

and philosophical anthropology in The Organism are fundamen-

tally based on the claim that the individual strives for wholeness. 

It is not given whole; when healthy it does not even have to expe-

rience wholeness, and it can always be broken up. It is constantly 

threatened. But life here is a relation to the production of oneself 

as nonthreatened, autonomous, normative, an individual in the 

sense of in-dividual, in-divisible. Life, even animal life, main-

tains itself by instituting its own norms, by seeking to maintain 

its individuality: “[Animal behavior] points . . . to an individual 

organization, on which basis alone it becomes intelligible as the 
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expression of the tendency to actualize itself according to the 

circumstances.”90 Decomposition, or systemic disintegration, by 

contrast, was the gravest danger for this being.91

The stage is thus set very differently: the course of disease—

and especially of consciousness in disease—like the place and 

centrality of an active integration in the diseased or disordered 

subject, are set in different terms. Where Head relies on vigilance 

for the original, healthy, normal integration, Goldstein turns to 

the “abstract attitude.” Where Goldstein sees the abstract attitude 

(and the integration associated with it at the level of conscious-

ness) as disintegrating and impossible to restore, Head sees no 

such attitude, only a neural, physiological integration beneath 

consciousness. Where Head tracks the patient’s gradual improve-

ment into language, treating it as a fresh integration, Goldstein 

instead sees it as highly unlikely, valorizes it as self-actualization, 

and identifies no grand restitution of the whole. If the degree zero 

of integration resided for Goldstein in the abstract attitude, for 

Head it did so in vigilance: integration and disequilibrium are 

structured around these concepts.

Head’s turn to the neogrammarian theory of language further 

accentuates the very different kind of subject from the one that 

emerges from Goldstein’s extrapolation of order and self-actual-

ization out of tonus. As we have seen, Head posits that integration 

occurs at several levels—local and regional neurological levels, as 

well as both conscious and merely physiological levels—and these 

multiple integrations bear profoundly on language and its use: 

“The fact that speech can be disordered by injury to the brain is 

one of the most wonderful means placed in our hands for inves-

tigating the relation of mind and body.”92 Vigilance constitutes 

the hinge between them: any substantial reduction in its “neural 

potency” amounts to a destruction of the joint between the realm 

of consciousness, speech (interior and exterior) and language, 

and its neural underpinning. At this point “the mind/body prob-

lem does not exist so long as we are examining the consequences 
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of functional disintegration”; in other words, the organism becomes 

one in its attempt to create a “fresh integration,” in its use of “all avail-

able portions of the central nervous system” to achieve it.93 Lan-

guage, and symbolic expression more generally, was only partly 

unavailable to these patients; they remained broken and lacked 

this “normal” access to the outside world. But even as reduced 

wholes, they experienced a substantial recuperation that went 

toward actively building a (new) organism and self.

This raises the difficult problem of monism and dualism—so 

central to psychology, physiology, and philosophy—which Head 

and Goldstein negotiated in quite different ways. In his more the-

oretical writings Goldstein moved toward a theory of self-actu-

alization and holism—a half-hearted monism whose pursuit in 

the individual is undermined by brain injury, disorder, and the 

complete loss of the abstract attitude.94 He saw monism in self-

actualization, in the fully healthy individual seeking out, with-

out interruption by the environment, the life he or she sought. 

Having escaped death only to lose their self, Goldstein’s patients 

remained shattered into pieces, lost their chance at wholeness, 

became threatened with complete disintegration, and attempted 

out of their concrete experience to develop a reduced order.

But as we have seen, Head proposed instead that at stake were 

the particular ways in which the linguistic dimension of the self 

collapsed—and with it all direct access to language and society—

so that the self would collapse into two. Losing the normal form 

that allowed its singularity, the coexistence and coextension of 

integrations, this broken self remained vigilant beneath con-

sciousness, and it also began its pursuit of an internal reconstruc-

tion, sought a new wholeness without normal selfhood being 

quite available. Head’s patients broke and then reconstructed a 

certain wholeness that crisscrossed language, a wholeness that 

retained them in perpetual tension with their environment and 

the demands of the linguistic order, that could not be easily or 

perhaps even adequately understood from the physician’s linguis-
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tic perspective, and that could only be treated to aid toward a 

new and reduced harmony with the world. In other words, their 

pathological self-reconstruction was profoundly monistic, the self 

becoming one out of the fragments as it sought the new integra-

tion. Goldstein’s patients were accorded no such trend-toward-

unity by their neurologist.

This means, finally, that the two thinkers developed very dif-

ferent conceptions of individuality. For Goldstein only the healthy 

and free individual was truly individual—and he was individual 

precisely because he was free and healthy. For Head, by contrast, 

individuality resided in the pathological reintegration. It was pre-

cisely because each patient was a case unlike any other, with only 

barely any capacity for categorization into language and society, 

and at the same time because he was carrying out reintegrating 

processes while remaining unfree, imprisoned by his injury, that 

he could become truly, differently, pathologically individual.
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6 The History of a Brain Wound: Alexander Luria  

and the Dialectics of Soviet Plasticity

The “higher psychological functions” ought to have their own origin, but 

this origin should not be sought in the depths of the soul or in the hidden 

properties of nervous tissue; it should be sought outside the individual 

person, in objectively existing social history.

—Alexander Luria, “L. S. Vygotsky and the Problem of Localization  

of Functions,” Neuropsychologia 3, no. 4 (1965)

O N  M A R C H  2 ,  1943, a twenty-three-year-old Russian experienced 

a revolution every bit as transformative as the one that just pre-

ceded his birth. The revolution of 1917 had transformed the social 

world and had led to the creation of the Union of Soviet Social-

ist Republics in 1922. Coming to consciousness in the same his-

torical conditions as the USSR itself, this young Russian was to 

remain tied both to its hopes and its disasters, for in the Battle 

of Smolensk, as a solider in the Red Army, he received a dev-

astating bullet wound that penetrated the left parieto-occipital 

area of his cranium and created, in an instant, a revolution of the 

self. The injury and the scar tissue that altered the configuration 

of the lateral ventricles as the body attempted to heal itself left 

him with profound deprivations: his vision was deeply impaired; 

sometimes he would “lose” his sense of the right side of his body, 

while at others he thought that “his head had become inordi-
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nately large, his torso extremely small and his legs displaced”;1 he 

was unable to orient himself in space; his memory was damaged; 

and his ability to speak, read, and write was devastated. By his 

own and his doctor’s account, he was a man whose world had 

been irreparably shattered.

The young man was Sublieutenant L. Zasetsky, the subject of 

Russian neuropsychologist Alexander Luria’s famous 1971 “neu-

rological novel” The Man with a Shattered World: A History of a Brain 

Wound. The book was written by Luria following twenty-five 

years of clinical observation and treatment, and for the philoso-

pher Catherine Malabou, its account of Zasetsky’s revolutionized 

subjectivity is deeply revealing. Malabou cites Zasetsky’s sense of 

himself as “a kind of newborn creature” to support her concep-

tion of the explosive, destructive neural plasticity that can enter 

the self from without (as it did in this case, in the form of a bullet) 

but that is also immanent within the functioning of a brain ever 

vulnerable to strokes, tumors, and neurodegenerative disorders.2 

Malabou finds an unexpected political force in this destructive 

plasticity that she first articulates in What Should We Do with Our 

Brain? (2008). There she demonstrates that the concept of neural 

plasticity—the changes in neural pathways and synaptic activity 

that occur in relation to experience and that demonstrate that the 

brain is not a physiologically static organ—is all too frequently 

represented as a “brain fact” perfectly molded to the neoliberal 

formations of late capitalism. Donald Hebb’s 1949 description of 

synaptic plasticity states that “any two cells that are repeatedly 

active at the same time will become ‘associated,’ so that activ-

ity in one facilitates activity in the other.”3 Plasticity, by this 

account, implies that brain function cannot be reduced simply 

to itself; instead it is formed in relation to experiences and ele-

ments extrinsic to it. As Nikolas Rose and Joelle M. Abi-Rached 

have recently put it, neuroplasticity suggests “an openness” of 

the “molecular processes of the brain to biography, sociality, and 

culture, and hence perhaps even to history and politics.” But 
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this openness of the very structures of neurobiological matter to 

the unpredictability of experience has nevertheless tended to be 

understood according to specific shapes of selfhood that empha-

size liberal individuals’ accountability in relation to their (and 

their offspring’s) neurobiological development. Conceptions of 

the plastic brain have become molded and fixed according to a 

particular model of human nature in which our very neurobiol-

ogy becomes “a site of choice, prudence, and responsibility for 

each individual.”4 As Jan Slaby and Suparna Choudhury note 

in their polemical “Proposal for a Critical Neuroscience,” “scien-

tific enquiry tends to mobilize specific values and often works in 

the service of interests that can easily shape construals of nature 

and naturalness”;5 therefore perhaps it is no surprise that neu-

roplasticity has found itself pressed into being at one with the 

formation of liberally responsible individuals and the bounded, 

directed flexibility demanded by an ever-changing flow of market 

demands.

As Malabou notes in What Should We Do with Our Brain?, 

although plasticity offers a possibility for conceptualizing the 

brain’s historicity, in the sense that it becomes the account and 

the trace of how experience shapes itself into both matter and 

meaning, it persistently gets formulated as the mode and marker 

of a particular kind of individual identity, with history reduced to 

personal biography. Eric Kandel’s widely read and cited neurobio-

logical textbook coolly suggests that “it is this potential for plastic-

ity of the relatively stereotyped units of the nervous system that 

endows us each with our individuality,” while in Norman Doidge’s 

popular account, The Brain That Changes Itself, neuroplasticity is 

explicitly framed as a marker of a pioneering individuality, with 

brains, as the back cover has it, demonstrating their potential to 

“repair themselves through the power of positive thinking.”6 The 

subtitle of the book, Stories of Personal Triumph from the Frontiers 

of Brain Science, makes clear the particular version of heroic indi-

viduality invoked: plasticity as liberal self-determination.
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Malabou addresses this ideological insistence on plasticity as 

flexibility and adaptability in relation to capitalism’s demands 

and as the marker of the experience of liberal, continuous, coher-

ent individuality, with the question that underpins her book: 

“What should we do so that consciousness of the brain does not 

purely and simply coincide with the spirit of capitalism?”7 The 

answer she offers is that we must awaken a historically conscious 

sense of plasticity: we must become aware of the historicity of 

neuronal matter itself and of the complex ways neurological form 

and function both shape and are themselves shaped according to 

experience with and within a material world. If the plastic brain 

both sculpts and is formed in relation to experience, she hints, a 

consciousness of these processes might become the marker and 

embodiment of a sense of history that is not limited to individual-

ity’s life story. Malabou also draws from her philosophical work 

the notion of a destructive plasticity that can explosively undo 

past formations,8 finding in the possibility of a revolution within 

brain and psyche that appears following neurological damage 

something that fundamentally menaces the notion of the lib-

eral autobiographical subject. For Malabou what seems really to 

matter about neuronal matter is indeed its potential to embody 

destructive plasticity: the possibility of a neurological revolu-

tion of the self, a negation without reserve, and a form of living 

beyond narrative continuity.

This notion of revolution that contains “the image of a world 

to come” seems at first glance to pull strongly against Luria’s 

“romantic” “neurological novels” and the work of his strongest 

advocate in the United States and the United Kingdom, Oliver 

Sacks.9 Malabou describes how both Sacks and his predecessor 

transform accounts of destructive plasticity into “epic narratives” 

of “heroes, victims, martyrs, warriors . . . travelers to unimagina-

ble lands.”10 As Sacks himself put it in his introduction to The Man 

with a Shattered World, Luria’s work was “always and centrally con-

cerned with identity” and suffused with a “warmth, feeling and 
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moral beauty”; it thus formed a line of continuity with his own 

liberal and humanist accounts of brain damage.11 In such texts 

the self’s connection with the past may be profoundly ruptured, 

but the narrative work undertaken by the author or clinician 

becomes, in Malabou’s terms, a “clinical gesture” that enables 

these neurological case studies to become “mirrors in which we 

learn to look at ourselves.” Malabou contends, “The problem of 

such case histories is how to do justice, in the very writing of 

the cases, to the rupture of narrativity that ultimately character-

izes each one, to the destructive power of plasticity. . . . But what 

rhetoric could possibly account for the breakdown of connections, 

for destructive metamorphosis? And who would write the apha-

sic’s novel? . . . What mirror could reflect a brain?”12 She argues that 

to accede to narrative forms that cannot account for rupture and 

that overemphasize repair, even if just within the structure of 

humane meaning forged within the clinician’s literary work, is 

to take the destructive plasticity of the brain wound and mold 

it according to a mode of reparation. Through such writing the 

clinician lends the brain-damaged subjects their meaning, their 

place within a synthesized narrative whole, but at the expense 

of both the phenomenological and political reality that might be 

glimpsed in destructive plasticity. Filling in the gaps with the 

plastic, moldable material of narrative marks a submission to 

what Malabou delineates in her earlier work as “the absence of 

revolution in our lives, the absence of revolution in our selves.”13 

While attentive to many of their suggestions and possibilities, she 

finally finds in such “neurological novels” a reflection of the brain 

that supports a problematic naturalization effect and a conserva-

tive consonance with the way things currently are.

In order to take seriously Malabou’s insistence on an account 

of the historicity of the plastic brain, how the brain is a “work” 

within which an immanent capacity for revolutionary reformula-

tion is encoded and of which we are both authors and products, 

we would like, with due deference to destructive plasticity, to 
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make a return to narrative, and to Luria and Zasetsky’s narrative 

in particular. By giving back to Luria and Zasetsky’s “neurologi-

cal novel” its historicity—its place within the history of apha-

siology, but also, more significantly, by restoring it to its Soviet 

context—by returning this History of a Brain Wound to itself, we 

hope to render explicit the entanglement of neurobiology with a 

revolutionary politics of the social that insists on the Soviet con-

ception of plasticity. Contrary to Malabou’s project, however, we 

are not suggesting the possibility of a political philosophy built 

on the idea of a given materiality of neuronal function that sci-

ence is revealing to us. We are not claiming for Luria a discov-

ery of the brain’s essentially dialectical nature or a blueprint for 

a revolutionary subject built on the ontological primacy of an 

uncovered neurological substrate. Instead we want to demon-

strate how Luria and Zasetsky’s accounts of the plastic brain, and 

indeed the aphasic person embedded in a social world, are always 

and already objects and subjects of and in history in ways that 

demand the deconstruction of the idea of any given “brain fact” 

on which selves are built. The thoroughgoing historicity of Luria’s 

account of neuroplasticity, and the narrative he shapes to express 

it, seem instead to model a self-conscious awareness of the histor-

ically embedded, politicized, neurological subject in which there 

can be no ontological separation between biological matter and 

the social contexts that mold it into meaningful formations.

Emily Martin has argued that the contemporary insistence on 

models of subjectivity that “begin with molecules, but go no far-

ther than the central nervous system” has led to the emphasis on 

an “ahistorical concrete body” in neuroscience—a neurological 

self that measures its limits at the surface of the skin and that nec-

essarily occludes the importance of social practices in accounts 

of its formation.14 Against this “ahistorical concrete body” neces-

sarily drained of the political, and even against that more yield-

ing neuroplasticity that seemingly produces the potential for our 

individuality, we will use Luria’s Soviet neurology to explore the 
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formation of what might be termed a “historical plastic subject.” 

For, despite its reception in the West, Luria’s work always under-

stood itself to be both political and historical in ways that usefully 

complicate the biological reductionism that reads the self as sim-

ply an epiphenomenon of neural architecture. By showing how 

minds and bodies extend into social practices and are shaped by 

those practices in return, Luria’s work persistently suggests that 

the brain cannot adequately be understood as given or simply 

identical with itself; instead he conceptualizes it as dynamically 

implicated in a world-historical environment. As such, Luria’s 

explicitly dialectical understanding of how brain matter forms 

itself inextricably from its experience of an extended, material 

world offers the possibility of a more historically and politically 

imprinted concept of plasticity than tends to be visible when it 

is absorbed under the master concept of identity. Rose and Abi-

Rached have recently suggested that neural plasticity is one of 

the areas of contemporary biomedical science where there is an 

authentic and sophisticated “struggling toward a way of think-

ing in which our corporeality is in constant transaction with its 

milieu, and the biological and the social are not distinct but inter-

twined.”15 If this is so, perhaps Luria’s history, alongside his histo-

ricity, can pry open space for an account of plasticity that appears 

less like a property of our being waiting to be found and more 

like a force of becoming that extrudes into visibility as it comes 

into contact with form, with historical materials. By tracking the 

idea that neuroplasticity might itself be understood as a kind of 

history—a history cut through with the potential for disaster but 

that is nevertheless informed by the possibility that things might 

be worked into another shape—we explore the emergence of a 

concept that takes the impression of how interior and exterior 

human worlds precisely become pieces of “work” that are mutu-

ally, dialectically constitutive of one another.
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From Destruction to Narrative Plasticity

T H O U G H  C O N T E M P O R A R Y  N O T I O N S  of neuroplasticity emphasize flex-

ibility, adaptability, and indeed healing after brain damage, the 

aphasia with which Zasetsky was diagnosed, as both an indi-

vidual event and a historical object in the clinic, begins with 

destruction. The term refers to impairments of the expression and 

comprehension of language in any modality—in writing, speech, 

or use of linguistic signs—precipitated by acquired damage to the 

brain. The symptom complex was first definitively outlined in 

1861 by Paul Broca in his famous presentation of a case of “aphe-

mia” in a patient called Leborgne. Broca offered his case as part 

of a wider debate at the Société d’anthropologie in the Paris of 

the Second Empire (1852–70) on the question of “big heads” and 

whether there was a direct relation between brain size and intel-

ligence. The debate soon centered on the question of language and 

whether even this highest of human faculties, usually associated 

with the immaterial parts of human nature, could be localized 

within specific areas of the material brain. Broca’s belief in the 

principle of cerebral localization of faculties was demonstrated 

by the presentation of Leborgne’s case. Paralyzed in the right leg 

and almost mute for twenty-one years, Leborgne had been able to 

make only the utterance tan, tan, alongside a few oaths and swear 

words. At autopsy his brain was discovered to have a lesion in the 

third frontal convolution of the left hemisphere caused by a cyst, 

and this area was thus put forward as the localized center for the 

“faculty of articulated language.”

Joining clinical description with pathological anatomy, Broca, 

and those who immediately followed him, produced complex mor-

phological studies of the structure of the brain and its “centers” 

upon which clinical models of the spatial localization of function 

were then built. Early classical aphasiology had little place for 

a concept of reparative plasticity, as its methods were based on 

the conception of static damage to centers that could be mapped 
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at autopsy and then matched with the functional disturbances 

in speech that had been observed when the patient was alive. 

Consequently, as L. S. Jacyna has put it, and despite the efforts of 

various speech therapists, up until World War I the static diagram 

of damage to centers dominated aphasiology’s imaginary, and a 

mode of “therapeutic nihilism” obtained.16 But as Stefanos Ger-

oulanos and Todd Meyers have demonstrated in this volume, the 

Great War was a world-historical event that precipitated a factory 

production line of relatively discrete head wounds that offered 

up a new kind of patient for aphasiology. Kurt Goldstein’s After-

effects of Brain Injury in War (1942) affirms that during the Great 

War doctors were no longer “dealing with progressive diseases, 

but with young men with long lives before them. Adaptation of 

the organism to the damage can be expected to some extent. The 

patients themselves show more willingness to learn, and there 

is much more hope of improving their mental condition, than 

in the case of diseased individuals.”17 And through the lens of a 

different kind of patient, the expression of a reparative neural 

plasticity thus began to extrude into visibility. For, though “defec-

tive” of speech, these men, who were frequently of the officer 

class, were not without language completely, and their education, 

class position, and masculinity rendered them trusted witnesses 

of their own disability.18 By being possessed of a history their doc-

tors could register, these were men who could be granted a leg-

ible position within an emerging medical narrative of rigorous 

examination, scientific testing, and then therapeutic progression.

As Geroulanos and Meyers show in their essay in this volume, 

Goldstein’s systematized therapeutic regime emerged in tandem 

with a new theory of neurological organization—a theory that 

determined that brain-damaged patients would naturally compen-

sate for their losses and reorient their brain functions toward a form 

of holistic order. Goldstein insisted that aphasia must be understood 

as a complex constellation of symptoms and physical compensa-

tions that were only triggered by an organic injury that could be 
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observed and mapped onto a localized area of the brain. Indeed 

perhaps the most lasting contribution made by Goldstein to apha-

siology was his assertion that even though there may be a physical 

lesion in the brain, aphasic symptoms always appeared as the result 

of integrations carried out by all available portions of the central 

nervous system—by what he called, in 1934, the “organism” as a 

whole. “Symptoms are answers, given by the modified organism, 

to definite demands,” he writes.19 Explicitly conceptualizing these 

integrations and reorderings through a notion of Plastizität as early 

as 1931,20 Goldstein is clear, however, that the adaptive reaction 

to the experience of wounding does not represent a return to the 

track of the self that existed before the brain wound. Even in the 

early Uber Aphasie (1927) he is insistent: “Man is a psycho-physical 

organism. Each disease changes him in his entirety.”21

Goldstein’s account of aphasia differs greatly, then, from 

the static diagrams of the localizationists, with the temporally 

extended case study emerging in aphasiology as a mode capable 

of registering the paradoxical constellation of losses and “positive” 

symptoms and adaptations that track the complex progression of 

a nervous system reorienting itself in relation to both the inter-

nal and the external world. For a neuropsychological theory of 

language processing and recovery demands an emergent form—a 

form capable of following the complex torsions and vicissitudes 

of the expression of the relationship between neural matter, lan-

guage, and thought as psychological phenomena. Taking account 

of patients’ use of language and their subjective narratives rather 

than reducing them to diagrammatic representations also shifts 

clinical representations of aphasia from “therapeutic nihilism” to 

a new humanism—an empathetic engagement and the sense of 

a shared project of healing in which the clinician might hope to 

intervene therapeutically to become a protagonist, alongside the 

patient, in a tale of reintegration.

The temporally extended neurological case study is recentral-

ized in the work of Goldstein, but it is brought into full narrative 
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form by the tradition of “romantic” neuropsychology that Luria 

draws from him. Following Luria, and indeed following Sacks, 

however, narrated, even novelized case studies no longer seem 

at all unusual to us. Angela Woods has written of the privileged 

position of narrative and an idea of narrative collapsed into lin-

ear and therapeutic story that has come to dominate work in the 

medical humanities.22 She convincingly argues for the need to 

think in more detail about how a concentration on particular 

kinds of storytelling found in the work of writers such as Arthur 

Frank—with an emphasis on linear narratives that stress deep 

psychological continuities across time and an expressive, confes-

sional “I”—might privilege and render problematically universal 

modes of subjectivity and self-expression that are in fact highly 

culturally and historically contingent. Frank’s emphasis on the 

importance of story in medicine, which emerged in the 1990s, 

argues assertively that the ill person is a “narrative wreck.”23 By 

this account patterned stories might assist modes of psychologi-

cal reorientation toward meaningfully ordered experience, with 

linear narrative becoming a kind of prosthesis upon which the ill 

subject might lean in order to flesh out and fill in the disruptions 

and gaps in her individual embodied experience. But such a rei-

fication of certain modes of experience might fail to help us map 

the unexpected topographies encountered in disease and dam-

age: the possibility of absolute psychic discontinuity; the common 

reality of chronic conditions that resist narratives of subjective 

overcoming; the inevitability of death, which can be seized as 

a pole of orientation but can never be a part of a subject’s own 

narrative. As Malabou rightly notes, it is also the clinician, rather 

than the brain-damaged subject, who gets to shape the paradigm, 

the master plot of plastic reorganization.

Sacks certainly conceives of his own case histories, or what 

he calls “clinical tales,” as narratives that strive to reorient the 

self in a world experienced as broken; they are concerned with 

“organisation and chaos, order and disorder.”24 A clinical tale 
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aims to describe the relation of the patient’s altered world to “our 

world.” But what and whose world is “ours”? Notions of chaos 

and disorder rely on conceptions of disorganization and order, 

and such apparently stable entities are constantly shifting, con-

tingent. Although Sacks, who was influenced by Goldstein’s 

establishment of a deeply liberal, humanistic neurology in the 

United States after World War II, finds in The Man with a Shattered 

World an expression of “romantic” neurology that speaks in con-

sonance with Western ideas of heroic, individualized overcom-

ing, Sacks’s world is not the same as Luria’s. As is clear from his 

book Traumatic Aphasia (1947), Luria was significantly influenced 

by Goldstein’s aphasiology and the need for a holistic analysis of 

any constellation of symptoms, though he was keen to emphasize 

his engagement with both “holist” and “classical” traditions in 

aphasiology.25 But Sacks’s emphasis on what Luria himself calls 

the “romantic” qualities of his “neurological novel” occludes the 

degree to which the worlds into which they were attempting to 

reintegrate their patients were ordered and understood as mean-

ingful in definitively different ways. In what follows we hope to 

demonstrate that this difference in “world” becomes significantly 

visible in Luria’s account of plasticity. And plasticity perhaps 

becomes particularly revealing in this regard because it seems 

to function in aphasiology as a concept possessed of a peculiarly 

plastic quality; it seems to find itself molded to the world from 

which it emerges. Part of the reason for this is that in the period 

preceding the emergence of direct rather than inferred evidence 

of neurogenesis, but even still to a large extent, plasticity occupies 

the territory of a concept rather than a “brain fact” in aphasiol-

ogy. An entanglement of matter and idea, biology and culture, 

inner and outer demands, plasticity is a heuristic device that gets 

to stand in for various relatively poorly understood physiological 

mechanisms linked to psychological recovery. As such, plasticity 

registers the link between neuronal matter and correlated psy-

chological functions, while having to bridge with its own mold-
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able materials—materials susceptible to taking and holding the 

impression of the investments and attachments of individuals and 

cultures—the absence in understanding of a clear, causative rela-

tionship between the two.

Plastic Materials

O N  J U N E  2 2  1941, Germany broke its nonaggression pact with the 

Soviet Union. Operation Barbarossa was the largest invasion in 

military history. It was two weeks before Stalin finally addressed 

his Soviet “brothers and sisters,” mobilizing the masses for “a war 

of the entire Soviet people” in which perhaps 20 million of the 

country’s citizens would meet their deaths, the highest death 

toll of any nation involved in the conflict.26 Like the October 

Revolution and the Stalinist “great break” that preceded it, World 

War II was a violently transformative moment in Soviet history. 

But the Great Patriotic War played a crucial function in reshaping 

the revolutionary narrative, disrupting and consolidating Soviet 

identities in new ways, and forging myths that would ultimately 

outlive the Soviet Union itself.27 Echoes of this official state nar-

rative can be found in Luria’s own account of his scientific career. 

In his autobiography he writes:

World War II was a disaster for all countries, and it was 

particularly devastating for the Soviet Union. Thousands of 

towns were destroyed, tens of thousands of people died from 

hunger alone. Many millions, both civilian and military, were 

killed. Among the wounded were thousands who suffered 

brain injury and who required extended painstaking care. The 

unity of purpose of the Soviet people so clearly felt during the 

great Revolution and the subsequent years re-emerged in new 

forms. A sense of common responsibility and common purpose 

gripped the country. Each of us knew we had an obligation to 

work together with our countrymen to meet the challenge. We 

each had to find our place in the struggle.28
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Here we see Luria situating his medical work within the broader 

collective war effort, as he explicitly frames the experience of 

the conflict as part of the grand and ever-unfolding project of 

revolution. But if the Revolution represented a decisive rupture 

with all that came before it, then the war appears as a devastating 

external attack that united the nation around a shared mission to 

recover and restore what had been destroyed.

Not only did historical events have a direct impact on Luria’s 

research, but the grand historical narratives of rupture and repair 

have a counterpart in his neurological work. Following the out-

break of war, Luria briefly joined the volunteer corps before being 

commissioned to organize a hospital to care for those requiring 

treatment away from the front. In the 1930s Luria had entered 

medical school and retrained as a neurologist, splitting his time 

between his studies in Moscow and psychological work in the 

Ukrainian city of Kharkov. He graduated from medical school in 

1937,29 and during the war the focus of his work became peo-

ple who had survived traumatic brain injuries. He set up a four 

hundred–bed sanatorium in the southern Urals, overseeing the 

construction of laboratories and therapeutic training rooms along 

lines that mirrored Goldstein’s institute. He worked there with 

a team of thirty researchers, whose tasks were to diagnose and 

treat brain injuries and to develop “rational, scientifically based 

techniques for the rehabilitation of destroyed functions.” Luria 

notes that despite their modest equipment, their “most important 

resource was dedication to the task.”30 This was not routine sci-

entific research but work carried out in service to the state and 

in the hope of ameliorating some of the damage inflicted by the 

most devastating conflict in human history.

Although Luria had begun his research into aphasic disorders 

in the 1930s, as with Goldstein before him, the war provided 

unprecedented opportunities for Soviet neurologists to examine 

the impact of localized brain injuries. The event arguably deter-

mined the trajectory of Luria’s career, during the subsequent 
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three decades of which he continued to probe the theoretical 

questions and forms of therapy that he began to explore with 

this mass of brain-injured patients. The priorities for treatment 

were collective and determinedly social; they were to rehabilitate 

people as swiftly as possible with the aim of returning them to 

service in the Red Army or, if their injuries were too severe, to 

a productive civilian life. The initial emphasis of treatment was 

on the healing of physical wounds. Following this stage Luria 

and his team focused on rehabilitating their patients, attempt-

ing to discover ways they might recover their lost functions. Like 

Goldstein’s institute, their laboratories contained workshops, and 

therapeutic techniques incorporated writing and other practical 

tasks to allow people to relearn skills. This of course relied on an 

understanding of the brain as plastic, as capable of forging new 

connections in the wake of disaster.

Luria’s Traumatic Aphasia, published in the USSR in 1947, 

draws explicitly on his wartime work. By 1943 he and his team 

had already amassed eight hundred case histories. In Luria’s 

work the term trauma (travma), in accordance with its etymo-

logical roots, refers exclusively to physical wounds. In Traumatic 

Aphasia he gives little consideration to the emotional impact of 

war injuries or to the emotional efforts required to restore brain 

functions; instead trauma is something that happens to the tis-

sue of the brain. Luria’s use of the term trauma was consistent 

with the Soviet understanding of both the term and the experi-

ence of war in general, for the emotional impact of war was not 

something that the Red Army officially recognized or treated.31 

The state instead cultivated an image of brave masculine fight-

ers seemingly impervious to the war’s horrific events—figures 

whose individual identity and experience were subordinated to 

historical purpose. Catherine Merridale refers to “the disappear-

ance of individual trauma as an issue of public debate” in the 

Soviet Union, tying it to the state denial of the hardship, suffering 

and terror it unleashed on the population in the 1930s, as well as 
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a shifting emphasis from the individual to the collective.32 Eyes 

needed to be dry and fixed resolutely on the bright future.

Luria’s immediate postwar publications are concerned pre-

cisely with this future, figured through the possibility of recov-

ering from serious cerebral damage—figured, in other words, 

through plasticity. Luria is clear, however, that brain cells do 

not simply regenerate. “The neuronal structures of the cortex, 

once destroyed, are incapable of regeneration,” he writes. Total 

recovery is not a possibility, and an inert scar will always remain. 

Luria nevertheless notes “the high degree of plasticity [plastich-

nost’] shown by damaged functional systems, due to dynamic 

reorganization and adaptation to new circumstances.” It is some-

times possible to overcome the impact of the injury, but through 

compensation, substitution, and reorganization within neuronal 

structures rather than any “regeneration and restoration of their 

morphological integrity.”33 Luria’s research thus combines an 

acknowledgment of the permanence of injury with an insistence 

that patients could find new ways of performing the tasks previ-

ously undertaken by the damaged regions of their brain. As such, 

recovery becomes a process of discovery; subjects are oriented 

toward a new future in which there may be continuities with the 

past, but the past is repeated in a different way.

Because for Luria disruption caused by a brain injury is always 

understood in relation to the specific functions it precludes, he is 

never concerned with considering brains in isolation from human 

lives. Brain injury can be conceptualized only in relation to the 

patients’ former existence and the regular flows of social life from 

which they suddenly find themselves wrenched: “Lesions exclude 

people from everyday life and work. Restoring their functions will 

enable them to reintegrate into society: How may such a patient 

be brought back into the daily round of social activity and work? 

What measures must be used so that this may be done as ratio-

nally as possible?” Brain injuries “disrupt the normal life of the 

patient, exclude him from social intercourse and from work, and 
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may cause irreparable damage to his intellectual life.” In Luria’s 

work humans are precisely distinguished from animals through 

their greater social development: “Man’s mental activity always 

takes place in a world of objects created during the development 

of society, is always directed towards them, and is frequently car-

ried out with their aid.” More developed levels of plasticity in 

humans also endow them with a greater ability to reorient them-

selves to the world, with the brain’s capacity to find new ways of 

performing old tricks anchored in the patient’s interactions with 

the external world. As a consequence Luria’s research focuses on 

restorative training using tools as external mediators between the 

patient and the environment. Although this entails a long and 

arduous process, some progress can be made: “Human activity 

can be restored notwithstanding the irreversible changes affect-

ing those areas of the cortex responsible for its performance.”34

So there is in Luria’s Soviet neuropsychology a persistent 

emphasis on the structural relationship between the external, 

social world and the functioning of any individual brain—a 

relationship of collectivity significantly mirrored at the neuro-

nal level. One strong difference between Soviet plasticity and the 

Western model that has come to discursive prominence, then, 

is precisely the foregrounding of a collectivism in mental activ-

ity that forms part of a functional system “involving the partici-

pation of a group of concertedly working areas of the cortex.”35 

Accordingly, for Luria a brain lesion does not simply destroy indi-

vidual functions; it also disrupts a functional system. He deter-

mines a vital scientific rationale for localizing lesions (helping to 

reintroduce localization back into models of aphasia after Karl 

Lashley’s 1929 “holist” theory of “equipotentiality” suggested that 

different cortical areas were functionally equivalent, and when 

one part of the brain is damaged, another can assume its func-

tion) through an emphasis on localizable “functional systems.” 

Nevertheless by refusing what Juergen Tesak and Chris Code 

call the “two-dimensional connectionist view of the neoclassical 
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model,”36 Luria still argues for a temporal and “dynamic localiza-

tion of function.” His analysis of language as “a process model” 

provides space for strategies for rehabilitation precisely because 

his model is dynamic rather than static, with the brain conceptu-

alized as a complex interactive system. There is an emphasis on 

the possibility of plastic reorientation but a reorientation within a 

determined system that foregrounds what is collectively concrete 

over any individual flexibility. Neural plasticity, by this account, 

works toward the fashioning of Soviet subjects who are imagined 

as both responding to the material experience of the world and 

capable of reshaping and seizing its forms.

In Brain and History (1979), Luciano Mecacci, who studied psy-

chiatry in Moscow with Luria in the postwar years, suggests that 

the significance of Luria’s psychological work is its materialist 

conception of the brain: “The basic properties of the brain are plasticity 

and efficient functioning in its interaction with its environment. . . . The 

brain is always considered in terms of its relationships with the 

global history of the organism and of the individual; it is viewed 

as an active and plastic instrument with which man grows and 

lives in a natural and social environment.” And, like the brain 

itself, Luria’s theories also “matured in the course of a dialectic 

interaction between exceptional historical, social, philosophi-

cal and scientific developments.”37 The war might have provided 

Luria and his team of researchers with an unprecedented number 

of brain-injured patients to observe and treat, but the theoretical 

approach taken to those patients had its origins in Luria’s early 

psychological work, which developed in the two tumultuous 

decades following the October Revolution.

It is significant that Luria’s autobiography does not begin with 

an account of his birth in 1902, but in 1917: “I began my career 

in the first years of the great Russian Revolution. This single, 

momentous event decisively influenced my life and that of every-

one I knew.”38 His psychological work began in these heady and 

experimental postrevolutionary years, when a plethora of schools 
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were jostling to elaborate an authentically Marxist approach to 

their subject. And in this preneurological work, plasticity (plastich-

nost’) also appears as a general term for understanding human 

development and the mutual interactions between people and 

their surroundings.39 Luria’s later understanding of the brain 

as an active organ needs to be understood as developing out of 

psychological research that similarly treated the whole human 

subject as both adaptable and adaptive. The “brain fact” of neuro-

plasticity in his work thus needs to be read within the context of 

postrevolutionary Soviet discourse.

David F. Hoffman discusses how the nascent Soviet state 

sought to inculcate new behavioral norms in its overwhelmingly 

peasant population in the prewar years, as it attempted to trans-

form everyday practices and beliefs in order to create distinctly 

communist New Soviet People. Hoffman covers a range of Soviet 

initiatives focusing on literacy, cleanliness, and efficiency, all of 

which were in some sense directed toward “control of the living 

environment.”40 Crucially this civilizing mission relied on a par-

ticular understanding of the human that distinguished it from 

other modernizing regimes. In the words of Leon Trotsky, “The 

revolution gave a mighty historical impulse to the new Soviet 

generation. It cut them free at one blow from the conservative 

forms of life, and exposed to them the great secret—the first 

secret of the dialectic—that there is nothing unchanging on this 

earth, and that society is made of plastic materials.”41 Accord-

ing to Hoffman, ‘It was [the Soviets’] belief in the plasticity of 

humankind that heightened their ambition to transform not only 

people’s daily habits and culture but their modes of thinking and 

human qualities as well.”42 Though this process could be undeni-

ably brutal, Hoffman argues that it relied on enlisting the active 

and enthusiastic participation of Soviet citizens rather than their 

passive, subjugated compliance.

Psychologists participated directly in formulating this under-

standing of human adaptability. In his overview of Soviet psy-
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chology published at the end of the Stalinist era, Raymond Bauer 

declares, “Of all questions of psychology, none has been more 

clearly saturated with political and social implications than that 

of the plasticity of the human organism, the question of whether 

human nature is set by man’s biological endowment, or can be 

changed by environmental factors.” According to Bauer, 1928 rep-

resented a pivotal moment in the development of Soviet psychol-

ogy. That year saw the abandonment of the New Economic Policy 

that had reintroduced certain forms of private enterprise into the 

Soviet economy and the adoption of the First Five-Year Plan that 

entailed the collectivization of agriculture alongside a program 

of rapid industrialization. Bauer argues that a qualitatively dif-

ferent understanding of plasticity accompanied the onset of the 

First Five-Year Plan. An understanding of the subject as a pas-

sive, clay-like material, molded by external forces, was replaced 

by an emphasis on individuals’ internal emotional energies and 

their capacity for dynamic intervention in the material world. 

Bauer discusses the paradoxical combination of this new theo-

retical emphasis on individual agency, with a concrete increase in 

political repression. For the “agency” of the ideal Stalinist subject 

was to be directed solely toward the construction of communism: 

“The assumption that man acts purposively to destroy the equi-

librium between himself and his environment was the necessary 

premise for postulating that man has higher goals than the pres-

ervation of his own life, namely the building of socialism.”43 By 

placing the onus on the individual to cultivate an enthusiastic, 

self-sacrificing, and competitive commitment to communism, the 

Party was able to emphasize the subject’s agency in the world, 

while exercising greater control.

Luria’s work was attacked for cleaving too closely to the first of 

these two understandings of plasticity, for overemphasizing the 

impact of environment on psychology rather than highlighting 

the human capacity to shape and determine historical develop-

ment.44 But the politically charged denunciations of his work need 
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not be taken at their own word, for Luria’s theoretical approach 

did not conceive of the human as a passive entity responding to 

outside forces; instead, in conformity with the Stalinist values 

outlined by Hoffman and Bauer, it defined plasticity as a dialecti-

cal and purposive, mutually transformative relation between sub-

ject and world.

Luria’s work in this period was explicitly connected to the 

Soviet project of creating new people and norms. In 1931 and 

1932 he led two expeditions to Soviet Central Asia, where he 

hoped to trace the changes in thought that he assumed would 

accompany the rapid social changes occurring in the region, par-

ticularly the collectivization of agriculture and the Campaign to 

Eradicate Illiteracy. He defined the experiments as “a statement 

of the fundamental shifts that had occurred in human conscious-

ness during a vigorous realignment of social history—the rapid 

realignment of a class society and a cultural upheaval creating 

hitherto unimagined perspectives for social development.” The 

continuities with his later work are clear: he hoped to demon-

strate the mutual interdependence of humans with their envi-

ronment. But he intended not only to show that humans were 

formed by their historical circumstances; he aimed to prove that 

they were also capable of making changes in history: “Conscious-

ness is the highest form of reflection of reality: it is, moreover, not 

given in advance, unchanging and passive, but shaped by activity 

and used by human beings to orient themselves to their envi-

ronment, not only by adapting to conditions but in restructuring 

them.”45

In this period Luria was also involved in Soviet child psy-

chology (or “pedology”). Lisa Kirschenbaum discusses plasticity 

as an important concept for understanding Soviet conceptions 

of childhood, claiming that children formed “the pliable rising 

generation [that] could be moulded into the reliable vanguard 

of the revolution.”46 But this definition of plasticity misses the 

activist component of Soviet subjectivity described by Hoffman 
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and Bauer. Luria’s ideologically zealous colleague Aron Zalkind 

described children as an “extraordinary plastic material,” more 

susceptible to change than their adult contemporaries, but this is 

not to be understood as straightforward indoctrination. For Zal-

kind children are required actively to intervene in society, form-

ing miniature cadres of dedicated revolutionaries untarnished 

by the former “stagnant way of life,” and setting an example to 

the older generation rather than meekly following its authoritar-

ian lead.47 Luria’s own definition of plasticity in his work with 

children is also explicitly dialectical. In his early essay “Paths of 

Development through the Child” (1929) he defines “dialectical 

thinking” as the ability to “take into account all sorts of chang-

ing conditions. So as to be able not only to adapt to the real world 

but also to predict its dynamics and to adapt it to oneself.” This, 

he claims, demands “a considerable plasticity and flexibility of 

behaviour that enable one to make use of different devices and 

different means, depending on the situation.”48 By the time Luria 

was to meet Zasetsky—a child formed between the October Revo-

lution and the establishment of the USSR—he was able to match 

to the soldier’s devastating brain damage and his historically and 

ideologically specific desires for recovery, concepts and narratives 

of neural plasticity, alongside therapies, that spoke not just to this 

damaged individual but to a devastated society that nevertheless 

held to the hope that another world might be possible.

A World Shattered, a World Remade

A L T H O U G H  T H E  M A N  with a Shattered World is almost universally read 

in the West as inaugurating the genre of the “romantic” “neu-

rological novel” that supports the reintegration and reforma-

tion of the liberal humanist individual, such an interpretation 

denudes this narrative of plasticity of its status as an object of 

history. Zasetsky, the case history’s protagonist-patient, is cer-

tainly driven by a desperate desire to heal and to reintegrate 
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into society, but the narrative’s preoccupation with overcoming 

obstacles, of determined striving toward a final moment of rec-

onciliation, is also definitively tied to its Soviet context. Indeed 

the text stages a dialectical tension between woundedness and 

healing, fragmentation and unity, that overwhelmingly conforms 

to the master plot of a socialist realist novel. Katerina Clark dis-

cusses the socialist realist novel as ritual—a cultural form and 

social act through which meaning and national myths were gen-

erated, consolidated, and sustained. The socialist realist master 

plot permeated and organized everyday discourse, and the genre 

proved remarkably consistent from its official inception at the 

1934 Soviet Writers Congress up to the Brezhnev era, when Luria 

wrote his case history. Clark explains, “The formulaic signs of 

the Soviet novel . . . proved . . . tenacious over time. . . . The mas-

ter plot . . . is the literary expression of the master categories that 

organise the entire culture.”49

Unlike nineteenth-century realism, socialist realism was never 

intended as a mirror of the present; it was figured more like a win-

dow onto the future. From this tension between what is and what 

ought to be, the narrative derives its relentless forward-moving 

drive. The socialist realist novel is dynamic, with an emphasis 

on the ongoing struggle to shape and build communism, to bring 

a new reality into being, while the hero embodies the Marxist-

Leninist account of history. The questing protagonist undergoes a 

transformation, which Clark characterizes as a working out of the 

dialectic between spontaneity and consciousness, the movement 

famously discussed by Lenin in his 1902 text What Is to Be Done? 

Over the course of the novel the hero masters himself, seizes his 

own form, and eventually achieves harmony with the movement 

of history.

The Man with a Shattered World at least attempts to trace a simi-

lar movement. The case history describes a heroic man—Luria 

explicitly describes him as such throughout50—struggling with 

almost superhuman effort and determination to overcome his 
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own infirmity: “This book describes the damage done to a man’s 

life by a bullet that penetrated his brain. Although he made every 

conceivable effort to recover his past, and thereby have some 

chance of a future, the odds were overwhelmingly against him. 

Yet I think there is a sense in which he may be said to have tri-

umphed. The real author is its hero.” But Zasetsky’s acute sense of 

loss is not merely individual; it is also framed in terms of his sense 

of disaffiliation from society. He expresses regret that he can no 

longer “be of some service to my country” through work; never-

theless writing “the story of his life” becomes the means whereby 

he might become “useful to others.”51

Nature often appears as the antagonist in socialist narratives 

of heroic struggle, with dam building, farm collectivizing, and 

factory constructing in hostile environments all featuring promi-

nently. For Zasetsky, however, the nature to be overcome is not 

external but internal; he is at war with his own brain. And it is in 

its description of this psychic reality that Luria’s narrative sugges-

tively departs from the socialist realist master plot. According to 

Régine Robin, the hero of the socialist realist novel can undergo 

tragedy, can end up alone, can experience failure, conflict, and 

alienation, but he cannot, she insists, be uncertain of his destiny 

and the trajectory of history with which he is moving: “In the new 

man, there is necessarily and by definition . . . and in the midst 

of disasters, mud and horror—a wager on the future, on the con-

struction of a new society, a wager on the well-foundedness of the 

struggle that reconciles him at some point . . . with the movement 

of history, with which he turns out to be in harmony. . . . There 

is the idea . . . that the deficiencies will be overcome, and that 

the transparency of social and individual relations will finally be 

established.”52 Zasetsky himself does not express doubt about the 

well-foundedness of the struggle he continues to wage; neverthe-

less, although ostensibly staging a transition from spontaneity to 

consciousness, the work is not, finally, a portrait of reconciliation. 

The pieces cannot be reassembled, molded into a coherent total-
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ity. Though the novel is propelled by the unifying zeal of Soviet 

discourse, the neurological condition being described resists the 

final glimpse of totality necessitated by socialist realist narratives. 

Instead there is perhaps a more negative dialectic at work that 

ensures the narrative never achieves the smooth continuity of 

socialist realism in which aesthetic form synthesizes content into 

a coherent present.

“Who would write the aphasic’s novel?” Malabou asks. She 

suggests that instead of a Luria or a Sacks, Samuel Beckett, with 

his modernist aesthetic of rupture and exhaustion, with his rhet-

oric comprising “figures of interruption, pauses, caesuras—the 

blank spaces that emerge when the network of connections is 

shredded,” might offer a mimesis consonant with the world of 

the “new wounded.”53 But on close reading Luria’s “neurological 

novel” is also significantly gashed and gapped in a way that holds 

it distinctively apart from Sacks’s narratives. For, despite all his 

strenuous efforts, Zasetsky cannot retell a story, even a child’s 

fable—“disjointed phrases and clauses were all that occurred to 

him”—and although Luria details and quotes from the almost 

three thousand pages Zasetsky wrote in an attempt to unify his 

experience and compensate for his losses, the doctor resists the 

urge to form the book into a unified totality. Although Zasetsky 

states, “This writing is my only way of thinking. If I shut these 

notebooks, give it up, I’ll be right back in the desert, in that ‘know-

nothing’ world of emptiness and amnesia,” Luria is insistent that 

despite this heroic work, coherence cannot, will not be restored: 

“He desperately wanted to wake from this terrible dream . . . to 

find the world clear and comprehensible instead of having to 

grope for every word he uttered. But it was impossible.”54

Luria preserves in the text surreal images that might indeed 

come from the pages of Beckett: spoons appear as frightening 

“bits of space”; once familiar towns are completely bewilder-

ing; heads become as large as tables one minute and as small 

as chicken heads the next; hands and legs vanish and must be 
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“hunted”; written language appears as a mysterious series of 

squiggles. Zasetsky sees everything as though through a swarm 

of tiny flies, with words too appearing as though they had been 

“gnawed, plucked around the edges, and what’s left are scattered 

points, quills, or threads that flicker like a swarm.” The narrative 

is also persistently rent with elisions and lacunae, particularly in 

the early sections, which utter in a voice of frustrated inability, 

“How horrible this illness is! I still can’t get a grip of myself, can’t 

work out what I was like before, what’s happened to me.”55

Zasetsky’s wounding itself appears as an absence, an ineffable 

caesura in his biography: “Under fire, I jumped up from the ice, 

pushed one . . . towards the west . . . there . . . and . . . Some-

where not far from our furthest position on the front lines, in a 

tent blazing with light, I finally came to again.” The translator of 

the book, Lynn Solotaroff, notes that “Luria has scrupulously pre-

served the repetitions and inconsistencies which are symptoms of 

the patient’s condition” within the torn fabric of his account; but 

far more striking than this local detail is the way that Zasetsky’s 

and Luria’s interlaced and sometimes peculiarly merged narra-

tives persistently pull against the clarity of any broader synthe-

sizing mode. For it seems initially as if doctor and patient are 

set clearly alongside one another within Luria’s narrative frame. 

Luria (who is listed as the author on the title page) speaks coher-

ently in the past tense, while Zasetsky frequently slips into the 

present tense, as if unable to steel a grip on the past, and utters 

in a voice characterized by its affective intensity and abrupt, frus-

trated elisions. But as the narrative progresses Luria begins to slip 

into a clipped and cryptic style that seems to mirror his subject. 

“In the beginning it was all so simple. His past was much like 

other people’s: life had its problems, but was simple enough, and 

the future seemed promising,” he tells us. “Then suddenly it was 

all over.”56 And although Luria may be in control of the over-

arching structure, it is Zasetsky’s name that sits under the section 

entitled “From the Author,” and a large portion of his writings are 
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reproduced seemingly verbatim. The shift from Luria to Zasetsky 

in the narrative is never formally signaled, and even when Luria 

presents a number of lengthy scientific asides (“digressions,” he 

calls them suggestively), which read more clearly as case notes 

and case history, he soon regresses, in an oddly seamless fash-

ion, back into the “neurological novel” style of quotation from 

Zasetsky and contextualizing material. Here clinical discourse 

does not maintain its distinctness, its framing difference, from 

the language of aphasic struggle.

“What matter who’s speaking,” wrote Beckett in Texts for Noth-

ing; it matters here simply in the sense that the ambiguity signals 

how Luria allows Zasetsky’s words, his aphasia, to leak out of a 

containing frame. In a way that perhaps emphasizes commonal-

ity or a transferable shared place in a wider system, Luria even 

gives space to Zasetsky’s thought experiments that demonstrate 

his “marked capacity for fantasy and empathy.” He imagines liv-

ing other lives, and one of these fantasies is particularly sugges-

tive of a sense of collective endeavor that seems to have been 

present on both sides of the doctor/patient divide. Luria speaks 

of Zasetsky writing “with the precision of someone doing psy-

chological research—someone who really knows his field,” while 

Zasetsky projects himself into Luria’s place: “Say I’m a doctor 

examining a patient who is seriously ill. I’m terribly worried about 

him, grieve for him with all my heart. (After all, he’s human too, 

and helpless. I might become ill and also need help. But right now 

it’s him I’m worried about—I’m the sort of person who can’t help 

caring.)”57

The epilogue also has something of this odd, uncannily 

merged quality. “Were It Not for War . . . ” presumably belongs to 

Zasetsky, though no author is signaled. It does repeat Zasetsky’s 

earlier denunciation of oppression, slavery, and war and also 

extends a thought from his earlier “From the Author” piece about 

“the cosmos and outer space,”58 with its dream of interplanetary 

travel and opportunities to access new natural resources imagined 
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as infinite. But the lack of identifying signature extends the epi-

logue beyond the patient’s personal statement and seems to speak 

in both collective and concrete terms. Luria writes in his chapter 

“Romantic Science” in The Making of Mind of his admiration for 

Lenin’s observation “that a glass, as an object of science, can be 

understood only when viewed from many perspectives. . . . And 

the more we preserve the whole wealth of its qualities, the closer 

we come to the inner laws that determine its existence. It was this 

perspective that led Karl Marx to describe the process of scientific 

description with the strange-sounding expression ‘ascending to 

the concrete.’”59 If specificity and subjectivity are key, but only 

as paths to what will finally be synthesized as concrete, the indi-

viduality of the doctor, alongside the subjective experience of the 

patient, also become important only insofar as they illuminate a 

collective, shared, and objective reality.

In its shattered qualities, then, the text does not quite conform 

to Malabou’s account of the case history as a “narrative intrigue” 

in which the clinician usurps the voice of the patient.60 Instead 

the scarred surface of the case history captures a tension between 

woundedness and healing that retains hope for the future. The 

narrative clatters between despair and the hope, between the “I’ve 

never been able to put my life together again” of how things are 

and the “I hoped I’d be able to tell people about this illness and 

overcome it” of a potential future synthesis. The contradiction even 

expresses itself in the movement between the initial title of “The 

Story of a Terrible Brain Injury” and Zasetsky’s final, preferred “I’ll 

Fight On,” in English “The Man with a Shattered World” and in 

Russian “A World Shattered and Remade.” In the face of the present 

impossibility of synthesis, Luria concludes the book by describing 

how Zasetsky faces the future through continuing struggle, per-

haps even a mode of permanent revolution: “He continues to try to 

recover what was irretrievable, to make something comprehensible 

out of all the bits and pieces that remain of his life. He has returned 

to his story and is still working on it. It has no end.”61
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Malabou finds in her concept of destructive plasticity a refusal 

of “the promise, belief, symbolic constitution of all resources 

to come”; it operates instead in the open space left in the wake 

of the “collapse of messianic structures.” Destructive plasticity 

refuses salvation and redemption, placing a prohibition on think-

ing other possibilities: “It has nothing to do with the tenacious, 

incurable desire to transform what has taken place.” Instead, she 

insists, destructive plasticity “deploys its work starting from the 

exhaustion of all possibilities . . . when cohesion is destroyed, 

family spirit vanished, friendship lost, links dissipated in the ever 

more intense cold of a barren life.”62 But in the content and the 

unexpected form of The Man with a Shattered World, one finds a 

rather different account of destruction. Luria does bear witness 

to destructive plasticity in this text: the cortex cannot regen-

erate; Zasetsky knows he will not be returned to wholeness. 

Things remain shattered, disconnected, in pieces. And yet from 

this woundedness something else also emerges: a pole of orien-

tation toward a future that would not be a rebuilding of what 

went before but the possibility of another world. Indeed perhaps 

the very choice of Zasetsky as an exemplar of an aphasia is sig-

nificant because, pace Malabou’s emphasis on the revolutionary 

importance of the loss of affect, of coolness and indifference—of 

absolute change—Luria finds in Zasetsky the expression of a con-

tradiction between irreparable destruction and the cognizance of 

his losses that leads to the hope of another kind of future. Luria 

writes that Zasetsky “is robbed of any possibility of a future and 

loses precisely what it is that makes a person human,” and yet 

“the frontal cortex, had been spared, and with [it] his capac-

ity to recognize his defects and wish to overcome them. He was 

acutely aware of what it means to be human and, to the extent 

his strength permitted, worked feverishly to overcome his prob-

lems. He suffered intensely.”63 Zasetsky did recover some capacity, 

though there was no return to a previous self. He learned to write 

again using his habit body—the motor automatisms laid down in 
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the plastic nervous system that were preserved in his injury and 

that he used to support his other damaged functional systems. He 

positioned himself toward the future even though he could no 

longer conceptualize it. What is materialized in Zasetsky’s brain, 

then, is precisely a dialectic of destructive and reparative plas-

ticity that orients itself both from and toward a changed world 

but refuses to synthesize itself into the form of what Theodor 

Adorno would call an unreconciled totality. Writing from inside 

the impossible, paradoxical conditions of the Soviet real, narrated 

plasticity thus becomes something like a synecdoche for Luria—

the molded image, the place, and the time of a wounded world 

that nevertheless holds within itself the possibility of a future.

Read in this way The Man with a Shattered World becomes simul-

taneously a narrative of loss and anticipation. If, as Clark main-

tains, socialist realism is a form of ritual, then Zasetsky’s attempts 

to describe his life might be understood in similar terms: the 

beginning is returned to again and again. Returning to the site of 

disaster gestures toward the possibility of starting over or at least 

toward the hope of recovering something that was lost. Signifi-

cantly, then, when understood in relation to the collective revo-

lutionary history to which Luria and Zasetsky refer and in which 

both are embedded, the text’s formal oscillation between Soviet 

reconciliation and modernist fragmentation tacitly acknowledges 

the failures of state socialism to establish a reconciled whole in 

which the wounded subject might ultimately be healed. Zasetsky 

and Luria indeed share a shattered world; nevertheless they still 

hope that the past might be redeemed. The future they envisage 

does not imagine that ruins can be reconstructed into the forms 

they once held; instead they hope for another world, a differ-

ent world, which could shape itself in relation to the destruction 

of the past and present. In Luria’s representation plasticity thus 

takes the shape of the “how it is” but holds it in a dialectical, as yet 

unreconciled relation to the “how it ought to be.” The concept of 

plasticity seems to tread the boundary between destruction and 
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repair in a way that might allow us to see our neural biology 

as always already forming itself in relation to, while also simul-

taneously constituting, human history and culture. But Luria’s 

specifically Soviet plasticity also lends a visible shape to the pos-

sibility of a neurological subject who can fashion a social future 

that could be different to what has come before. This plasticity, 

understood as a dialectic, might offer some powerful tools for 

thinking through the knotted, entangled, historical relationship 

between what is given and what might be able to be seized.
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7 Automaticity, Plasticity, and the Deviant Origins 

of Arti�cial Intelligence

David Bates

T H E  C O N T E M P O R A R Y  B R A I N  is largely a digital brain.1 Not only do we 

study the brain through virtual technologies that rely on digital 

visualizations, but the brain’s very activity is often modeled by 

a digital simulation.2 And the brain is, in many different ways, 

still understood to be a digital machine; it is a kind of neural 

computer.3 The legacy of artificial intelligence (AI) still persists 

in contemporary neuroscience and cognitive science.4 The two 

competing projects to “map” the brain in Europe and the United 

States clearly reveal the discursive and conceptual connections 

between computers and neurophysiology—and neuropathology. 

As the European Union Human Brain Project website puts it, 

understanding the human brain will allow us to “gain profound 

insight into what makes us human, develop new treatments for 

brain disease and build revolutionary new computing technolo-

gies.”5 Similarly the Connectome project initiated by the National 

Institutes of Health and supported by President Obama with sub-

stantial funding, reveals the essential link between new research 

technologies, the technologized vision of the brain itself, and 
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pathologies: “Long desired by researchers seeking new ways to 

treat, cure, and even prevent brain disorders, this picture will fill 

major gaps in our current knowledge and provide unprecedented 

opportunities for exploring exactly how the brain enables the 

human body to record, process, utilize, store, and retrieve vast 

quantities of information, all at the speed of thought.”6

It would seem that the recent intensification of interest in the 

inherent plasticity of the brain—its developmental openness, its 

always evolving structure in the adult phase, and its often star-

tling ability to reorganize itself after significant trauma—puts 

considerable pressure on the technological conceptualizations 

of the brain that assume a complex but definite automaticity of 

operation. Indeed the concept of plasticity has been heralded as a 

counter to the machinic understanding of the brain, most notably 

by the philosopher Catherine Malabou.7 However, it is now the 

case that the neurophysiological phenomenon of brain plastic-

ity is rapidly becoming assimilated to computational models and 

digital representations of the nervous system. In the field of com-

putational developmental neuroscience, for example, the brain 

is figured as a learning machine that automatically constructs, 

according to set algorithms, connective webs that are dependent 

on the specific “experience” of the network. These models are all 

ultimately derived from the seminal theory of the neurophysi-

ologist Donald Hebb. As he famously explained in his 1949 book 

The Organization of Behavior, synaptic connections between neu-

rons are strengthened with use; the theory is often reduced to the 

paraphrase “Neurons that fire together wire together.” The pro-

cesses governing the determination of the plastic brain as it expe-

riences the world are obviously much more complex, but the basic 

principle still holds. Therefore even the contingent determination 

of the plastic brain can, it is thought, be rigorously modeled by a 

virtual computer simulation.

This doubling of the brain by its digital other has in turn 

affected the technological domain of computing itself. Attempts 
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to model the cortex of animal brains with “synaptic” architec-

tures, for example, are framed as experimental investigations of 

the neural organization itself; it is said that this is “a significant 

step towards unravelling the mystery of what the brain com-

putes,” which in turn, the researchers claim, open “the path to 

low-power, compact neuromorphic and synaptronic computers of 

tomorrow.”8 Digital visions of the plastic brain have stimulated the 

invention of new computational architectures. IBM, for example, 

has designed a chip that mimics the networked connectivity of 

neural systems. The chip has “digital neurons” that can rewire 

synapses based on their inputs.9 A rival Intel project also promises 

programmable “synapses” and the imitation of “integrating-neu-

rons.”10 These neurosynaptic chips are part of a broader investiga-

tion of what is being called “cognitive computing,” whose aim “is 

to develop a coherent, unified, universal mechanism inspired by 

the mind’s capabilities.” That is, the researchers “seek nothing less 

than to discover, demonstrate, and deliver the core algorithms of 

the brain and gain a deep scientific understanding of how the 

mind perceives, thinks, and acts.” Here the brain has become an 

algorithmic learning machine; it is a mirror of the very technology 

that represents it. Analysis of the brain’s networked organization 

will, it is claimed, “lead to novel cognitive systems, computing 

architectures, programming paradigms, practical applications, 

and intelligent business machines.”11

This mirroring has in fact a long history—arguably as long as 

the history of computing itself. The goal of early AI research was 

twofold: to produce an intelligent simulation and, by doing so, 

test hypotheses about the functions of the human mind. Underly-

ing this project was the assumption that the mind or brain would 

be amenable to such analysis. As researchers wrote in 1954, with 

respect to their own effort at cortical modeling, “No matter how 

complex the organization of a system . . . it can always be simu-

lated as closely as desired by a digital computer as long as its rules 

of organization are known.”12 This was, they note, the implication 
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of Alan Turing’s early conceptualization of the universal digital 

computer as a machine that can (virtually) imitate any other dis-

crete-state machine.

The automaticity of the brain’s operation (even in its most 

radically plastic guise) is to a great extent a consequence of the 

historical codevelopment of computer technologies, AI, and the 

cognitive sciences. The question of autonomy in this framework 

of automaticity is drained of all potential meaning. And so, once 

plasticity has been fully integrated into the computational and 

neurophysiological models of the brain, resistance to the total 

automatization of human thinking cannot simply rely on roman-

ticized concepts of selfhood or philosophical critiques of mate-

rialism; we must focus instead on the historical and conceptual 

foundations of the digital brain itself. Resistance can be gener-

ated, that is, through a critical history of automaticity. By return-

ing to the threshold of the digital age, that moment when the 

modern computer was first being conceptualized (and the ideas 

and practices of AI simultaneously set in motion), we can see that 

the digital was not, at the beginning, fully aligned with automa-

ticity. Indeed, although it has not received much attention, key 

developers of early computer technologies were explicitly trying 

to imitate, with their new thinking technologies, a more radi-

cal openness, a more unpredictable plasticity within the nervous 

system—a subject that was, we will see, very much alive in early 

twentieth-century neurophysiology and neurologically informed 

experimental psychology. At the same time that some cyberneti-

cians were claiming that the brain was just an automatic calcula-

tor like the computer, crucial figures in the history of computing 

and cybernetics immediately recognized the importance of the 

plasticity of the brain for the project of AI: the plastic brain, it 

was thought, offered the possibility of modeling creative, unpre-

dictable leaps of human intelligence, capacities that went beyond 

the relentlessly automatic performance of rigid functional mecha-

nisms or habitual behaviors. It is therefore significant that the 
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neurophysiological discourses of plasticity in the period were 

intimately linked to the disorders and crises of the diseased or 

injured brain. Constructing a plastic computational machine at 

the dawn of the digital age therefore entailed, I will argue, the 

invention of a machinic pathology.

Recuperating this historical moment will offer a new perspec-

tive on our contemporary “digital brain.” We need not be reduced 

to mere learning machines, largely unconscious of our own cog-

nitive processes, where any experience of freedom and contin-

gency of thinking can be exposed as some kind of Nietzschean 

illusion. The human brain was understood to be a special kind of 

genuinely open system that determined itself yet was also capable 

of defying its own automaticity in acts of genuine creativity. The 

originators of the digital computer were explicitly inspired by this 

neurophysiological concept of plasticity in their efforts to model 

the abilities of truly intelligent beings.

H I S T O R I E S  O F  A I  usually trace the lineage back through figures 

who attempted to simulate thinking in some kind of automatic 

machinery. It could be said that René Descartes’s philosophi-

cal and physiological writings gave us a vision of the first mod-

ern automaton—that is, a thinking machine. While he of course 

resisted the ultimate implications of his own systematic mecha-

nization of the human and animal body, Descartes pointed the 

way to a mechanical understanding of cognition when he gave a 

comprehensive description of the nervous system and the essen-

tial role it played not just in governing all animal behavior but 

also, more importantly, in producing the vast majority of human 

thinking and action, the routine cognition of the everyday.

Yet a closer look at Descartes’s writing reveals a theory that 

is somewhat more complex than a merely mechanical vision of 

the body’s operations. Descartes showed how the nerves and the 

brain were an information system, remarkable for its flexibility 

and adaptability. While the nervous system was a material struc-
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ture, it was nonetheless plastic and modifiable. As a space for 

integrating information, the brain was, he wrote, “soft and pli-

ant” (“molle et pliante”) and capable therefore of being imprinted 

with memories and of acquiring reflexes.13 The implication was 

that the cultural determination of the individual—through lan-

guage, culture, history—took place within the soft architecture 

of the brain itself. As he remarked in the Discourse on Method, “I 

thought too, how the same man, with the same mind, if brought 

up from infancy among the French or Germans, develops oth-

erwise than he would if he had always lived among the Chinese 

or cannibals.”14 The open brain was determined by the physical 

flows that were produced by the organs of sense and transmitted 

through the conduits of the nerves. Descartes’s automaton was no 

mere clockwork mechanism but an open site of perpetual orga-

nization and reorganization occasioned by information received 

through the sensory systems.15

It is true that the long history of automated thinking technolo-

gies shows that the idea of a “soft and pliant” system was over-

shadowed by the hard mechanisms of the industrial age. From the 

semi-automatic calculators of Pascal and Leibniz to Charles Bab-

bage’s Difference Engine (the first example of a truly automatic 

form of artificial thought) and the unfinished general computer 

he called the Analytic Engine, and then on to the “logic pianos” 

of the late nineteenth century (built by, for example, William 

Jevons and Allan Marquand), models of human reasoning were 

concretely instantiated by machines with precise and predictable 

operations. It is hardly surprising, then, that these early exam-

ples of artificially mechanized reasoning would greatly influence 

the conceptualization of human cognition. For example, Charles 

Sanders Peirce, the American pragmatist philosopher, reflecting 

on logic machines, noted that the performance of a deductive 

rational inference had “no relation to the circumstance that the 

machine happens to work by geared wheels, while a man hap-

pens to work by an ill-understood arrangement of brain-cells.”16 
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Peirce himself had the insight (many years before Claude Shan-

non) that these logical relations could even be performed by 

means of electrical circuits.17 With this step we are on the very 

edge of modern computing and, with it, the effort to understand 

the brain itself as a machine for thinking, constructed from so 

many neural “switches.”

We should pause, however, to remark that in the period before 

digital computing, knowledge of the brain was not at all congru-

ent with the mechanistic paradigm of automatism. By the late 

nineteenth century the idea that the brain was made up of mul-

tiple, localizable components was giving way to models of the 

brain that emphasized its distributed structural organization. The 

great British neurologist John Hughlings Jackson, for example, 

used extensive clinical investigation of neural disorders to argue 

that the brain had many levels of organization due to the grad-

ual development of the organ in the course of evolution. What is 

interesting is that Hughlings Jackson wanted to demonstrate that 

the highest intellectual capacities were associated with the least 

organized, least “evolved,” and what he called “least automatic” 

cortical structures. The most automatic functions governed our 

basic physiological systems, while the relatively open and unde-

termined cortex was associated with complex thinking and dis-

cursive language.

William James, perhaps the most influential figure in the syn-

thesis of psychology and neuroscience at the turn of the century, 

was very much interested in how the human mind was driven by 

habitual and unconscious cognitions. These were not given but 

rather acquired. The brain was at once a site of openness and a 

space of artificial mechanisms: “The phenomena of habit in living 

beings are due to the plasticity of the organic materials of which 

their bodies are composed.” “Plasticity,” wrote James, “means 

the possession of a structure weak enough to yield to an influ-

ence, but strong enough not to yield all at once.” For James, as for 

Peirce, the organismic forms of life were essentially plastic since 
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they were the product of evolutionary change, and the nervous 

system was the privileged site for this formation and reformation 

as the organism adapted to its changing environmental condi-

tions. “Organic matter, especially nervous tissue, seems endowed 

with a very extraordinary degree of plasticity,” he noted, and this 

explained the way beings could become automatons of a sort—but 

never true automata, precisely because plasticity never entirely 

disappeared from the brain and nervous system.18

Drawing on the evolutionary theories of figures such as Her-

bert Spencer and Hughlings Jackson, James took up the idea that 

the human capacity for intuition and insight was most likely 

linked not to some specific organ of intelligence but in fact to 

the instability and indetermination of the higher centers of the 

brain. James suggested that “the very vagueness [of the cerebral 

hemispheres] constitutes their advantage. . . . An organ swayed 

by slight impressions is an organ whose natural state is one of 

unstable equilibrium.” This “plasticity” of the higher brain made it 

unpredictable; it was “as likely to do the crazy as the sane thing at 

any given moment.” But James went even further, noting that an 

injured brain, missing component parts that have been damaged 

or destroyed entirely, might be seen as “virtually a new machine.” 

This new machine may initially perform abnormally, with psy-

chopathological symptoms, but as neurological cases repeatedly 

demonstrated, this new brain often found its way back to nor-

mality. “A brain with part of it scooped out is virtually a new 

machine, and during the first days after the operation functions 

in a thoroughly abnormal manner. As a matter of fact, however, 

its performances become from day to day more normal, until at 

last a practiced eye may be needed to suspect anything wrong.”19 

James’s colleague Peirce had similarly linked pathology with 

novelty. When our brain is injured, Peirce noted, we act in “new 

ways.” Usually this entails a state of mental illness, but Peirce was 

willing to admit that in special cases “disease of the brain may 

cause an improvement in the general intelligence.”20 The inherent 
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plasticity of the brain revealed itself best in the injured brain, but 

the ability to reorganize and defend against damage was linked 

to the cognitive flexibility of human minds. Intelligence was, in 

a sense, considered to be a consequence of a certain disorganiza-

tion and unpredictability, and potentially even pathological dis-

order might explain the leaps of a genius intelligence.

Clinical and experimental research on the brain in the early 

twentieth century was systematically exploring the ability of 

the brain to reorganize in the face of challenges—including the 

radical challenge of grave injury. The shock of disorder opened 

up the possibility of a new form of order that was not explicable 

in merely mechanical terms. As Constantin von Monakow put 

it in a book on brain localizations, the disruption of part of the 

brain led to a more general “shock” of the system (what he called 

diaschisis). “Any injury suffered by the brain substance will lead 

(just as lesions in any other organ) to a struggle [Kampf ] for the 

preservation of the disrupted nervous function, and the central 

nervous system is always (though not always to the same degree) 

prepared for such a struggle.”21 The pathological turn awakened a 

total response, aimed not at a simple return to the original order 

but rather to an order that reestablished stable functioning in a 

new form. As von Monakow wrote (in a book cowritten with the 

French neurologist R. Mourgue), “It is a question of combat, of an 

active struggle for the creation of a new state of affairs, permitting 

a new adaption of the individual and its milieu. The whole organ-

ism intervenes in this struggle.”22

Interwar neurological theory produced many theoretical models 

that emphasized the plastic nervous system that could adjust itself 

to constantly changing circumstances, and even to radical damage 

of the brain.23 One influential figure in this field, the American 

psychologist Karl Lashley, sought to disprove localization theories 

of memory by systematically removing pieces of the brain of animal 

subjects and demonstrating the persistence of learned behaviors in 

mazes and other environments. Surprisingly the test animals were 
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often still able to run the mazes efficiently, implying that the brain 

must have a way to restructure itself to compensate for the missing 

tissue. Lashley saw this capacity as continuous with the adaptive 

unity of the brain as a complex system, a system that integrated 

activity throughout its component parts: “The whole implication 

of the data is that the ‘higher level’ integrations are not dependent 

upon localized structural differentiations but are a function of 

some general, dynamic organization of the entire cerebral system.” 

Lashley’s term for this flexibility was equipotentiality, alluding to his 

theory that because the brain was a dynamic and ever-changing 

entity, it could reorganize itself when challenged with new obsta-

cles or internal failures.24 As he later wrote, “I have been struck by 

the fact that even very extensive destruction of brain tissue does 

not produce a disorganization. Behavior becomes simplified but 

remains adaptive.” For Lashley intuitive, insightful, intellectual 

activity was dependent on this feature of the brain and nervous 

system—“its plastic and adaptive” nature.25

Perhaps the most important figure in this history of plasticity 

was Kurt Goldstein, who synthesized his own extensive clinical 

research on neurological defects in brain-injured patients with 

broader streams of thinking about organismic life itself. Using neu-

rological concepts such as diaschisis, taken from von Monakow’s 

work, as well as German holistic philosophy, especially Gestalt 

theory, Goldstein defined the organism less as a fixed organization 

or structure and more as a dynamic configuration constantly strug-

gling to maintain coherent unity when challenged by the ever-

changing conditions of life. Pathological states of being exhibited 

their own peculiar characteristics in neurological patients. When 

an organism’s responses to the environment were “constant, cor-

rect, adequate,” it could survive in its milieu. But in a condition of 

shock the organism was often led to “disordered, inconstant, incon-

sistent” actions, which created a “disturbing aftereffect.”26

However, as Goldstein would argue, organisms have the capac-

ity to modify themselves in the face of this disordered behavior, 
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which he called a “catastrophe reaction.” The organism’s ability 

to reorganize in response to shock was, according to Goldstein, 

just one way that this organism sought unity in moments of dis-

ruption. The catastrophes that were labeled pathological were in 

fact continuous with the dynamic of a healthy, normal body as it 

struggled to maintain its equilibrium. That is, the organism was 

always seeking unity and order: “Normal as well as abnormal 

reactions (‘symptoms’) are only expressions of the organism’s 

attempt to deal with certain demands of the environment.”27

And so Goldstein writes that even the normal, healthy life of 

the organism can be considered a series of what he calls “slight 

catastrophes” (leichter Katastrophenreaktionen), where inadequacies 

are first confronted and then “new adjustments” or “new ade-

quate milieu” are sought to respond to this lack. The more seri-

ous catastrophic breakdown differs only in the scale and intensity 

of the reaction. The whole organism is really a potential unity 

always falling into states of shock, and it must, over and over 

again, creatively establish new order to overcome these shocks: “If 

the organism is ‘to be,’ it always has to pass again from moments 

of catastrophe to states of ordered behavior.”28 The essential plas-

ticity of the organism was of course most clearly visible in the 

brain because it was the center of organization and integration 

and therefore the site of reorganization and reconstitution.

However, the same structures of crisis and reorder can be 

tracked in interwar psychology in theories of creative and adap-

tive thinking. In Gestalt psychology most clearly, genuine intelli-

gence was defined as the ability to solve difficult problems with 

new perspectives that reorganized the experience of the subject to 

produce new arrangements. The word used for this sudden real-

ization was insight. In his famous ape studies conducted during 

World War I, Wolfgang Köhler aimed to uncover the primordial 

conditions of intelligence, using primates as a way into the essence 

of human intelligence before it was overlaid with language and 

cultural knowledge. Köhler showed how insight (Einsicht) was 
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achieved when the mind freed itself from one interpretation of the 

situation to discover a new one that resolved the tension—in these 

cases, to see objects as tools that could lead to food that had been 

placed out of direct reach. For Köhler intelligence was revealed by 

the ability to “detour” away from the direct path in order to under-

stand how to circumvent obstacles.29 Psychological insight had its 

“isomorphic” counterpart in the organism itself: “Human beings 

construct machines and compel natural forces to operate in defined 

and controllable ways. A system of this sort is one of ‘fixed’ connec-

tions in the sense of analytical mechanics.” But a dynamic system 

was capable of reorganization and adaptation. Köhler’s example 

was the developing organism: “Many embryos can be temporarily 

deformed (artificially) in ways utterly incongruous with their racial 

history and nevertheless regain by a wholly other route the same 

developmental stage reached by another, untouched embryo.”30

The investigation into “productive thinking” emphasized the 

novelty of analogical extensions of established knowledge into 

radically new zones of understanding.31 Köhler’s Gestalt col-

league Kurt Koffka, for example, argued that the mind was not 

limited to combining and recombining the “reaction pathways” 

and memories that it already possessed. The mind had, he said, 

a fundamental “plasticity” that allowed for radical novelty and 

therefore real progress in thinking.32 The Swiss experimental 

psychologist Edouard Claparède perfectly captured this relation-

ship between automatisms of habitual thinking and radical lib-

erty characteristic of intelligence; he also echoed Goldstein’s idea 

of the catastrophic reaction: “The rupture of equilibrium, when 

reflexes or habits are not available to intervene, is not reestab-

lished automatically, and we are momentarily disadapted. It is 

intelligence which takes on the task of readapting us.”33

H E R E ,  A T  T H E  threshold of the computer age, it was understood that 

the brain’s open structure precluded any easy reduction of human 

cognition to some forms of automatic “machinery.” Yet the most 
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advanced computing devices of the period were analog machines, 

such as Vannevar Bush’s Differential Analyzer (ca. 1930) and the 

hybrid electromechanical Mark I at Harvard (1940–44). However 

complex these technological machines were, they clearly incar-

nated the principle of automaticity: constructed as a series of physi-

cally coupled moving elements, these analog devices were arranged 

to represent directly the relationships of various mathematical or 

other determined functions. This seemed to preclude any serious 

form of AI that could mimic intelligent life. As Vladimir Janké-

lévitch put it in 1931 in a book on Bergson, “With a perfect machine 

there is never any deception, but also never any surprise. None of 

those miracles which are, in a way, the signature of life.”34

So when Turing first imagined the “universal” digital com-

puter in a 1936 mathematical paper it was a strange interloper in 

the field of automatic computing precisely because it had no intrin-

sic organization of its own. As a simple machine with nothing more 

than the capacity to manipulate two symbols on a moving tape, 

this digital computer was defined as a radically open machine 

whose sole purpose was to take on the configurations of other 

discrete-state machines. What Turing invented was a machine 

that automatically mimicked (virtually, in coded representations) 

the successive states of another automatic machine. Soon enough, 

of course, the Turing machine became much more than that. The 

binary logic of the digital computer was quickly applied to synap-

tic connectivity in the brain. Turing’s main point—that a digital 

computer’s operation was governed by its logical and not physical 

organization—only strengthened the analogy of computer and 

brain in this period. For some the brain was in essence a digital 

computer instantiated by the sequential firing of neurons, which 

were analogous to the mechanical switching of relays or the pro-

cessing of electrical impulses. The physical substrate of the Turing 

machine was irrelevant to its logical operation.35

Critics of the mechanistic worldview zeroed in on the rigid 

automaticity implied by the computer analogy. Machines, wrote 
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Georges Canguilhem in a 1948 essay, could only affirm ratio-

nal “norms” of consistency and predictability. In contrast living 

beings were capable of improvisation; in its creative drive to sur-

vive, “life tolerates monstrosities.” Pointing to the great plasticity 

of the nervous system, Canguilhem noted that if a child suffers a 

stroke that destroys an entire half of the brain, that child would 

not suffer aphasia (as is the case with many brain injuries later 

in life) because the brain reroutes language performance to other 

regions in order to compensate for the damage. Organisms are 

stable as unities precisely because their organization is not fixed 

into any one rigid structure; they are open, and thus equipped to 

surmount even a traumatic loss of functions in some cases. How-

ever, as Canguilhem declared, “There is no machine pathology.”36 

And of course for Canguilhem the pathological state of illness 

revealed the living being’s power to create new norms in crisis sit-

uations.37 Michael Polanyi echoed this observation, writing, “The 

organs of the body are more complex and variable than the parts 

of a machine, and their functions are also less clearly specifiable.” 

He noted that a machine knows only “rules of rightness” and can 

never accommodate error or “failures”—unlike living bodies that 

are capable of such radical transformation.38 Or, as the systems 

theorist Ludwig von Bertalanffy put it, unlike a living, open sys-

tem, a “mechanized organism would be incapable of regulation 

following disturbances.”39

However, with the rise of cyberneticists came the belief in a 

wholly new kind of machine technology, a flexible, adaptive one 

that would mimic the vital improvisation of the organism. Yet 

the cybernetic machines (examples included self-guided missiles 

and other servomechanisms) were, it seems, still governed by the 

logic of automaticity, despite their ability to correct their behavior 

through negative feedback circuits. Adaptive responses to envi-

ronmental changes were fully determined by the engineered sys-

tem. The cybernetic being had specific embedded “goals” and a 

fixed organization of sensors, processors, and effectors to guide 
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it to these ends. As a French neurologist put it in 1955, “The 

rigidity of electrical mechanisms deployed in machines or robots 

appeared from the start far removed from the variability, the plas-

ticity of those in the nervous system.”40 Was there any possibility 

of genuine plasticity in the cybernetic machine? Could such a 

machine exhibit genuine pathologies in the sense that Goldstein 

and Canguilhem gave the term?41

The cybernetician W. Ross Ashby investigated the possibility of 

such a pathological machine, one that would then be capable of 

truly novel and unexpected behavior. In a notebook fragment from 

1943 we find him reading William James. Ashby was particularly 

interested in passages from James where the rigid “machine” is 

compared to the organic and open structure of the nervous sys-

tem. As we saw, for James this system paradoxically exhibited 

both fixity of structure and an open-ended, adaptive plasticity.42 

The notebooks also show that Ashby was reading Charles Sher-

rington’s revolutionary work on neural integration, published in 

1906.43 Ashby zeroed in on passages that described the dynamic 

nature of the nervous system. Like James, Sherrington located 

the great advantage of the nervous system’s fragility: by virtue of 

being so sensitive to disruption, the organism was highly sensi-

tive to changes in its environmental milieu.44 Inspired by these 

ideas, Ashby set out to construct a machine that could behave like 

an open system, behave, that is, like a determinate structure that 

was nonetheless capable of reorganization.

Ashby admitted in 1941 that artificial machines that could 

change their organizations were “rare.”45 He was searching for 

the machine’s missing quality, that “incalculable element” (in the 

words of James) capable of producing novel actions. If machines 

were defined, as Polanyi had argued, by their calculability, Ash-

by’s project would be impossible. But he eventually hit upon a 

new way of thinking about machines and plasticity. In essence 

he realized that for a determinate machine to be radically open 

to new forms of organization, it had to be capable of becoming, in 
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a way, a wholly different machine. Failure, or breakdown, which 

was already inevitable in any concrete machine, turned out to be 

the key idea. For Ashby “a break is a change in organization.”46 

A cybernetic machine, one that continually tried to find equilib-

rium, could at times find itself in a condition where maintain-

ing homeostasis became impossible. However, if that homeostatic 

being was constructed so that it would, in these moments, break 

down in some fashion when equilibrium was not being achieved, 

then (theoretically at least) this machine could be said to acquire 

a new organization, and therefore new possible paths to equilib-

rium. As Ashby wrote, “After a break, the organization is changed, 

and therefore so are the equilibria. This gives the machine fresh 

chances of moving to a new equilibrium, or, if not, of breaking 

again.”47 Using the language of neurophysiology in this period, 

we could say that the internal failure of the machine was a form 

of shock to the system. Ashby pointed the way, then, to a new 

form of cybernetic plasticity that flowed from the basic weakness of 

any machine, namely the inevitability of failure.

Ashby’s rethinking of the human brain followed from these 

ideas on the physical forms of adaptive behavior. The brain was 

not only dynamic and flexible in its organization; it was also a 

special kind of “machine” made up of individual elements (neu-

rons) that were in essence unreliable, in that they would stop 

working at certain thresholds until they could recover and begin 

again to reconnect with other neurons. Due to their latency 

period, individual neurons were, so to speak, constantly appear-

ing and disappearing from the system as a whole. The challenge for 

cybernetics was to model this form of productive failure within 

artificially constructed intelligent machines.48

The link between brain science and cybernetics offers a new 

way of contextualizing the origins of AI. Turing opened the field, 

conceptually at least, when he published “Computing Machin-

ery and Intelligence” in 1950, introducing the famous “imitation 

game” to the public. Turing’s project, as it is usually understood, 
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was to think about how a digital computer could successfully 

simulate human intelligence by modeling thought in algorithmic 

processes. However, in 1946, in the midst of developing Britain’s 

first stored program digital computer, the Automatic Computing 

Engine, Turing wrote to Ashby. In that letter Turing admitted 

that he was “more interested in the possibility of producing mod-

els of the action of the brain” than in any practical applications 

of the new digital computers inspired by his work.49 His interest 

in models of the nervous system and brain in fact indicate a turn 

from the strict notion of machine automaticity introduced in his 

formal mathematical work on computability toward a new inter-

est in the dynamic organization and reorganization of organic 

systems.

In 1936 Turing had envisioned the universal computer as, 

in theory, a perfectly automated, stand-alone machine. How-

ever, by 1948, after much experience with real computing dur-

ing and after World War II, he was thinking more and more 

about the relationship between brains, human intelligence, 

and these new computers. Turing noted that by definition any 

machine can be “completely described” by listing all its possible 

configurations: “According to our conventions the ‘machine’ is 

completely described by the relation between its possible config-

urations at consecutive moments. It is an abstraction that can-

not change in time.” Yet he imagined that if something interfered 

with this machine, the machine would in essence be modified; 

it would become a new machine. Turing then suggestively noted 

that human learners might well be considered “machines” that 

have been constantly modified by massive interference, namely 

through teaching and communication, and sensory forms of 

stimuli.50

Turing remarked, “It would be quite unfair to expect a machine 

straight from the factory to compete on equal terms with a univer-

sity graduate. The graduate has had contact with human beings 

for twenty years or more. This contact has been modifying his 
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behaviour throughout that period. His teachers have been inten-

tionally trying to modify it.” The “routines” of thought and action 

in a student have been “superimposed on the original pattern of 

his brain.” Now it was not the case that the human became an 

automaton in this process of “programming.” Rather the open 

machine that is subject to such modification by interference is the 

one that becomes capable of real creativity. With new routines the 

human-machine can, Turing said, “try out new combinations of 

these routines, to make slight variations on them, and to apply 

them in new ways.”51 And crucial to genuine intelligence was 

the freedom from automatic routine: “If a machine is expected 

to be infallible, it cannot also be intelligent. The machine must 

be allowed to have contact with human beings in order that it 

may adapt itself to their standards.” Intelligence, Turing wrote, 

“consists in a departure from the completely disciplined behav-

ior involved in computation.”52 Therefore the intelligence of a 

computer (or a human) was not measured by its computational 

prowess but by its radical openness to interference—from outside, 

most obviously, but also, to a certain extent, from within.

Turing’s hypothesis was that the infant human brain should 

be considered an unorganized machine that acquires organization 

through suitable “interference training”: “All of this suggests that 

the cortex of the infant is an unorganized machine, which can 

be organized by suitable interference training. . . . A human cor-

tex would be virtually useless if no attempt was made to orga-

nize it. Thus if a wolf by a mutation acquired a human cortex 

there is little reason to believe that he would have any selective 

advantage.”53 An isolated, solitary human brain would make no 

progress because it needs a social milieu of other human beings 

in order to learn and create. Turing’s project for AI was not, as 

we usually think, a project to dissect the operations of cognition 

and translate them into programmable routines. Instead the goal 

was to model a mostly open, pliant brain that transforms itself as 

nature and culture impress themselves upon it. “Our hope,” he 
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wrote, “is that there is so little mechanism in the child-brain that 

something like it can be easily programmed.”54 Human intelli-

gence, like computer intelligence, is in its essence already artifi-

cial, imprinted, that is, from outside onto the plastic architecture 

of the brain/computer.

Turing’s American counterpart, John von Neumann, was 

equally fascinated by the robust and flexible behavior of organic 

nervous systems and brains. Appointed to oversee the develop-

ment of an electronic computer at the Institute for Advanced 

Study at Princeton from 1945 to 1951, von Neumann looked to 

neurophysiology for inspiration. That the brain and the nervous 

system exhibited an amazing robustness was, he observed, in 

stark contrast to the immense fragility of the new high-speed 

computers then being constructed out of undependable mechani-

cal relays, telephone switches, or vacuum tubes. In his early 

reflections on the computer, von Neumann was careful to draw 

attention to the critical differences between digital machines and 

the nervous system.55 Yet he himself was drawn to the nervous 

system as a way of thinking of the computer as something more 

than a sequential calculating device. One of the most important 

marks of the natural communication and control system was, he 

saw, its inherent flexibility and hence dependability: “It is never 

very simple to locate anything in the brain, because the brain has 

an enormous ability to re-organize. Even when you have local-

ized a function in a particular part of it, if you remove that part, 

you may discover that the brain has reorganized itself, reassigned 

its responsibilities, and the function is again being performed.”56

In 1948 von Neumann gave his celebrated lecture “The Gen-

eral and Logical Theory of Automata” at the Hixon Symposium 

held at Cal Tech. This interdisciplinary gathering on the topic 

of the brain is one of the key founding moments of cybernetics. 

Some of the most influential researchers in psychology were in 

attendance there, including holistic thinkers such as Köhler and 

Lashley. In fact von Neumann seemed sensitive to this tradition 
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in his own presentation. He was interested in developing artificial 

computing machines that mimicked the robustness of natural, 

living systems, and he pointed to just the kind of nervous system 

behavior studied by the neurophysiologists. As he explained, the 

organism was always challenged by unpredictable but inevitable 

errors. How did the nervous system in particular maintain itself 

despite the pressure of pathological circumstances? In the discus-

sion of von Neumann’s paper it was noted that we must “not only 

be able to account for the normal operation of the nervous system 

but also for its relative stability under all kinds of abnormal situ-

ations.”57

Error was linked, in von Neumann’s work, to plasticity. If a 

complex computer was going to be flexible and stable across error 

and failure it was important that “error be viewed . . . not as an 

extraneous and misdirected or misdirecting accident, but as an 

essential part of the process under consideration.”58 Somehow the 

computer would need to have the ability to “automatically” sense 

where errors were occurring and simultaneously reorganize the 

system as a whole to accommodate those errors. It seems clear that 

von Neumann was alluding directly to key concepts taken from 

theoretical biology, what Lashley called “equipotentiality” and 

Bertalanffy understood by “equifinality.” Von Neumann looked 

to how natural organisms could reorganize themselves when they 

faced what he labeled “emergency” conditions.59

F R O M  I T S  O R I G I N  the digital computer was a machine that was 

always awaiting its determination. To put it another way, the 

computer needed to contain what the postwar philosopher of 

technology Gilbert Simondon called “a margin of indetermina-

tion.” For Simondon the perfect machine could never be per-

fectly automatic. If it was going to be open to information and 

therefore capable of genuine communication, then the machine, 

like the organism, must be in some measure plastic: “The true 

perfection of machines . . . does not correspond to an increase in 
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automation, but on the contrary to the fact that the functioning 

of a machine harbors a certain margin of indetermination.” If, 

as Descartes understood centuries ago, the human being is an 

automaton of sorts, determined by its education, training, lan-

guage, and culture, it is nonetheless a special kind of automa-

ton. As Simondon put it, “The human being is a rather dangerous 

automaton, who is always risking invention and giving itself new 

structures.”60 The challenge of creating any intelligent automata 

is the challenge of modeling indetermination, disruption, failure, 

and error. In an age of automation that figured cognition itself 

as an automatic procedure, it was doubly important to show that 

the automaticity of the thinking being was predicated on a more 

foundational plasticity. Lewis Mumford explained this in 1964: 

“Let me challenge the notion that automation is in any sense a 

final good. If the human organism had developed on that prin-

ciple, the reflexes and the autonomic nervous system would have 

absorbed all the functions of the brain, and man would have been 

left without a thought in his head. Organic systems [have] . . . the 

margin of choice, the freedom to commit and correct errors, to 

explore unfrequented paths, to incorporate unpredictable acci-

dents . . . to anticipate the unexpected, to plan the impossible.”61

In our own age of automation, where the automaticity incar-

nated by digital technologies structures the conceptual founda-

tions of cognitive science, it is once again time to rearticulate 

human nature in terms of what is not automatic. Our digital 

brains—brains modeled on and simulated by computers and 

increasingly formed by repeated interactions with our digital pros-

theses—will reveal their genuine plasticity only when they redis-

cover the power of interrupting their own automaticity.
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Joseph Dumit

8 Plastic Diagrams: Circuits in the Brain  

and How They Got There

Poring Over Brain Diagrams

T O D A Y  W E  T A L K  easily about the similarities between brains and 

computers, between programs and thought processes, between 

neurons and neural networks.1 We speak of recovering addicts 

“reprogramming” their minds. We talk about “hard-wired” fears 

and urges. We order additional “memory” for our laptops.

The computer—the mechanistically functioning contrap-

tion—has become a go-to metaphor for the brain, whose com-

plexity nonetheless eludes the orderly, mechanical rules one 

would expect of such a machine. There’s the sense that we can 

easily understand the computer, or at least its programs, because 

it is mechanical: it follows rules; it is rational. But what about 

the brain? Does it “appear alive” merely because its computer-

like machinery is so complex that we lose track of what’s going 

on and throw our hands in the air? That may be the view sup-

ported by the brain-computer metaphor—that inside our skulls 

there’s nothing more than what amounts to a mere mess of elec-

trical circuits but that they’re so intricate, so hard to tease apart 
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that we’ve decided to think of them as “mysterious,” simulating 

life. I’ve begun to suspect that we celebrate the brain as plastic in 

order for it to be something more than a computer.

C O G N I T I V E  S C I E N T I S T S ,  P E R H A P S  more often than the rest of us, like 

to think of brains as computers. While conducting ethnographic 

fieldwork on brain imaging, looking at how experiments were 

designed, subjects selected, images produced and circulated, I was 

struck by how often researchers suggested there are circuits in 

the brain. And as I watched them return to this analogy over and 

over again, I noticed a third element that kept appearing, linger-

ing alongside everything, utterly taken for granted: flowcharts. 

Drawings of the circuits that purportedly make up our brain. 

Textbooks and journal articles often juxtaposed these box-and-

arrow diagrams of our brain circuitry with brain images, as if the 

diagrams were explanations of the evidence.

The PET scan researchers I spent time studying in the 1990s 

were continually trying to identify these circuits in the brain in 

order to connect them to mind. One summer, for instance, I fol-

lowed around psychiatrist K.T. and his colleagues at a university, 

spending hours with them in the computer room where they pro-

cessed brain images, in the imaging center where subjects were 

given radioactive tracers, performed tasks, and then had their 

brain scanned, and in meeting rooms where they discussed their 

new data. During these observations I found myself in a room 

with K.T. and four collaborators from pharmacology, speech ther-

apy, neuroanatomy, and neuroscience as they prepared to write 

a grant proposal. They were poring over preliminary brain scans 

scattered across the table, attempting to piece together a hypoth-

esis about a reading disorder. As they peered at the colorful brain 

images before them, they pointed out possible hotspots that sug-

gested brain activity, consulted journals online to figure out what 

brain regions these hotspots might correspond to, and then pro-

ceeded to sketch the boxes and arrows on paper to propose cir-
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cuits and searched the literature for possible theories on reading 

disorders that could be described by each hypothesized circuit. 

These interdisciplinary researchers were communicating with 

each other by drawing and editing each other’s flowcharts. The 

diagrams as they evolved were both anatomical maps and func-

tional circuits. In other words, every single box in the scribbled 

flowcharts was meant to correspond to a particular area of the 

brain, but also to represent the execution of a particular “mental 

step.” These prospective grantees were actively evolving flow dia-

grams that would serve to explain their current data and present a 

model for future experiments. This practice was thus creative and 

constraining at the same time. Yet the question was never whether 

brains had circuits, but only which circuits were involved.

When I asked how they came to use box-and-arrow diagrams 

to represent their speculations, they seemed perplexed. They had 

always done so. It just made sense. And it worked. When I tried to 

study the interaction of visual metaphors in designing the imag-

ing algorithms, psychological task protocols, and brain circuitry 

theories, the answer I constantly received from the researchers 

was “We used what was available.” Inquiring into the history of 

the software programs that turned stochastic data emitted from 

brains into colorful pictures that are often interpreted as evi-

dence of circuits in our minds, I was stumped by the circularity 

of it all. The researchers I studied used software programs that 

assumed that the noisy, sometimes diffuse areas of activity were 

produced by small, specific regions of the brain (represented by 

a flowchart’s boxes), separated by gulfs of space (presumably tra-

versed by a flowchart’s arrows). It turned out that the neuroim-

aging results that so nicely seemed to demonstrate circuits were 

made by algorithms with built-in assumptions that circuits were 

present.2 Here the software and the neurocognitive researchers 

agreed implicitly.

The circuits and their diagrams, in other words, were flow-

charts that invoked computer chips or computer programs, and 
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this relation was one of final explanation, because once we had 

the complete circuit diagrammed, we would fully understand. 

Assuming that it is possible to compare brains to circuits is a 

way to make the brains seem more functional, manageable, and 

understandable. No one is claiming that we are anywhere close to 

a complete diagram of course, but the implication always was that 

if it were possible one day to model the brain-mind as a computer, 

then we will have reached our goal—because computers are not 

really mysterious, only sometimes very complex, and because 

inside computers are only small circuits, mechanisms, that are 

not mysterious at all but rather the most commonsense examples 

of logic and rationality, the foundations of our agency.

Rethinking Flowcharts

M Y  E T H N O G R A P H Y  O F  contemporary science thus led to historical 

questions: Where and when did the notion of the brain as com-

puter arise? From whom did programmers who created the soft-

ware used to interpret data from neuroimaging devices borrow 

this notion of circuits? How did the drawing conventions them-

selves evolve? To what extent is the brain = computer equation 

today sustained by the fact that the same diagrammatic practices 

and convention are used for each? In other words, was there a 

period when the conventions and assumptions underlying cir-

cuits and flowcharts seeped, unnoticed, into the way we think 

about and study brains? In this chapter I want to begin a geneal-

ogy of these diagrams, inquiring into where these practices of 

drawing circuits that melded brain, mind, and computer came 

from, and how they changed along the way.

At the origin of contemporary flowcharts are two creative dia-

gramming practices from the 1940s that emerged out of attempts 

to model the behavior of digital circuits in time. These diagrams 

grew out of problems and concerns with the timing and tem-

porality and pathology of circuits. I’ve been surprised over and 
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over at how strange these researchers found running computers, 

running digital circuits. They were uncanny, weird, and irratio-

nal. Yet they were clearly logical. One could follow them along as 

they followed their instructions, step by step. And yet the result 

was often not rational. They would get caught in a loop and have 

no way out, akin to people getting stuck in a rut or becoming 

obsessive. They would ignore everything else except their pro-

gramming, like subjects of ideology. Little errors would com-

pound into big ones. They had no way of reflecting on whether 

they were running the right program. In other words, different 

running computers were great analogs for types of personalities. 

They were logical each in their own way, “patho-logical.” Circuits 

(in our brains or minds) were seen as part of what we as humans 

have to deal with and learn to live in relation to. It was only 

later that computers and whole minds/brains came to be directly 

equated.

Reading these early researchers I’ve been struck by how easy 

it is to be anachronistic and think that they talk about computers 

and draw circuits the way we do. But they don’t. The first thing to 

ponder is how they could draw a little logical circuit, a whole sim-

ple program, and then find it mysterious. In my curious reading, 

which follows these moments of mystery only, they were fasci-

nated by the consequences of following the circuit along its path, 

in time, step-by-step, in order to see where it led them: whether to 

a solution, or a loop, or something quite unexpected (especially 

when feedback between two or more circuits was involved).3

The main idea of this chapter is to recover how for decades 

some people found computers wily because they were logical cir-

cuits, and at issue was what it meant to be in this particular circuit 

or that one, not whether a brain or mind was actually a circuit 

or a computer in general. To juxtapose a circuit and a neurosis, 

or a mechanism and an affect, or a diagram and a pathology was 

not to reduce one to the other but to expand our understanding 

of each by recognizing how each pair might share a particular 
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strange temporality. Neither human memory nor calculator mem-

ory could be taken for granted. Today many cognitive neurosci-

entists imply that reduction to mechanism or computer program 

or circuit is success; this is because most people think they com-

pletely understand how calculators or computers work. But in the 

1940s–1960s computers and diagrams, circular systems and psy-

chotic people, traffic jams and fascism equally boggled the mind 

despite being able to simulate them. There was no explaining 

away, only the modeling of problems that still remained problems.

McCulloch’s Existential Devices

The McCulloch laboratory, more than any other, cared about the 

relations between cellular events and the processes of mind. The spirit 

 of the laboratory was well characterized by the sign on the door.  

It read “Experimental Epistemology.”

—Robert Gesteland, “The Olfactory Adventure,” in Collected Works of Warren 

S. McCulloch, ed. Warren S. McCulloch, Rook McCulloch and Heinz von 

Foerster, vol. 3 (Salinas, CA: Intersystems, 1989)

T H E  F I R S T  D I A G R A M M I N G  practice I want to focus on is the McCulloch-

Pitts logical neuron diagrams. Warren McCulloch trained in 

philosophy, psychology, neurophysiology, engineering, and psy-

chiatry. He worked and thought with Norbert Wiener and chaired 

the wide-ranging Macy conferences on cybernetics (1946–53). 

As an engineer he thought constantly about the problems of real 

machines, and as a psychiatrist he thought constantly about prob-

lems that real humans have with their thinking—he found both 

uncanny. He was fond of discovering what he called “existential 

devices” in which an existing mechanism could be used to posit a 

possible material basis for a psychic structure.4

McCulloch was the coauthor with Walter Pitts of the original 

work defining the field of neural nets. Their 1943 paper was titled 

“A Logical Calculus of the Ideas Immanent in Nervous Activity,” 

and it in fact took the nervousness of the nets quite literally.5 The 
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paper begins by taking up Rudolf Carnap’s project on a “propo-

sitional calculus,”6 literally a calculus of propositions about the 

world. Carnap wanted to logically work out relations among ideas 

in the world. What Pitts (who was Carnap’s protégé) did was add 

time to Carnap’s logical notation system so that they could create 

a “formal equivalence” to neural activity in time, creating what 

they called temporal propositions.7 Starting with the idea that “the 

response of any neuron [is] factually equivalent to a proposition 

which proposed its adequate stimulus,”8 they then accounted for 

the stimulus as proposed to have taken place at time T-1. The 

innovation in notation was that neurons acted in discrete time 

states (synaptic delays). If a neuron at time T had just received 

two or more shots, it will shoot out a signal to the neurons it is 

pointing to at time T+1. Each neuron fired on by two at that time 

will fire the next time, and so on (fig. 8.1). According to Michael 

Arbib’s history of the paper, “Taking account of the delay in each 

neuron’s response to its inputs—and thus resolving McCulloch’s 

concerns about the possible temporal paradoxes in neural net-

works containing loops—was a key ingredient in the eventual 

development of a logical calculus of neural activity.”9

For McCulloch each neuron that fires offers a proposition to 

the next neurons, a proposition that implies the neuron that fired 

on them.10 This paper first proved that even these far too simple 

“neurons” could calculate anything that a Turing machine could 

(that is, they were computing machines). The first finding of the 

paper was that, to the extent that human neurons at least include 

the possibility of functioning like these ideal neurons (which 

they do), they can calculate all calculable things. This is the first 

existential fact about our neurons.

The conclusion to the paper is more startling, and little dis-

cussed. To understand such a neuronal circuit one cannot just 

look at it—this is crucial: one must enact it. These diagrams are 

nonsensical without a discrete, lived notion of time. Here McCull-

och was concerned that if even simplistic “neurons” were to be 



Figure 8.1 McCulloch-Pitts “neurons.” Each neuron fires from its 

flat side (to the right), and each neuron that is fired upon by two 

or more sources (bulb end of lines) will fire in the next time step. 

So in (a), if 1 fires, 2 will fire in the next step because two bulbs 

come from 1. In the case of (i) in the bottom right corner, the 

middle unnumbered neuron will fire on itself each time step 1 and 

2 fire simultaneously. Thus it serves as a “memory” that 1 and 2 

happened together at least once sometime in the past.  

Source: McCulloch and Pitts, “A Logical Calculus,” figure 1, p. 130.
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referred to humans, then the question of the “subject” of these 

neurons needed to be posed. For instance, one of the key proper-

ties of a nervous net is that, looked at from the outside, they are 

deterministic forward in time but undetermined backward. That 

is, given the state of a net at time T, the state of the net at time 

T+1 is predictable. But the state of the net at time T–1 is not. In 

the case where two different neurons (A or B) could have caused 

the action, the previous state might have been either one. A third 

possibility is that there was a misfiring.

These nets, McCulloch said, were more than metaphors. Tara 

Abraham shows that these neural diagrams did not represent 

neurons; they presented “theoretically conceivable nets.”11 But, 

equally, this did not mean that the process itself was fully under-

stood: “Man-made machines are not brains, but brains are a very 

ill-understood variety of computing machines.”12 Specifically 

McCulloch insisted that the point of view of the machine mat-

tered and that we should consider ourselves as if we were a type 

of machine that functioned like a neural net. McCulloch was thus 

interested in what happens from the inside: if you were in such a 

circuit, enacting it, as you must, then you could find no difference 

among these three possibilities.

You could not know if the definite ringing in your ears is truly 

happening outside or not. You could not know if you really saw 

what you remember. Here was a logical basis for understanding 

tinnitus, hallucinations, delusions, and confusions. McCulloch is 

making an existential point: to the extent that our brains have 

structures like these nets (which they do), they can be structur-

ally, logically delusional, hallucinatory, confused, and so on. And 

to the extent that mechanisms have subjects, they too must be 

thought through as neurotic, deluded, haunted, and so on.13

McCulloch termed this process of investigation “experimental 

epistemology,” and it involved asking about the existential being 

of mechanisms and the mechanistic being of subjects. Experi-

mental epistemology involved understanding each model as lively 
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in its own manner, as a different species of thought and knowing, 

posing the question of different forms of life and knowing to dif-

ferent circuits.14

McCulloch and Pitts described, for instance, a memory neu-

ron like the one in figure 8.2, which, once activated, will fire in 

every subsequent time state because at each moment it activates 

itself again. This circular action thus “represents” a memory not 

of the time it was activated but only of having been activated 

at some indeterminate time in the past: “Thus, our knowledge 

of the world, including ourselves, is incomplete as to space and 

indefinite as to time. This ignorance, implicit in all our brains, is 

the counterpart of the abstraction which renders our knowledge 

useful.”15

A particular form of epistemology (here the abstraction of “the 

past in general”) is matched to a particular form of neural net 

(“a single neural circle”) as its existential device. As existential 

devices, suggested McCulloch, each circuit might be a model for 

a psychic structure, everyday ones as well as neuroses and psy-

choses. Different circuits suggest different therapies. In the case 

of the prospective but not retrospective deduction, he takes aim at 

some psychotherapies: “The psychiatrist may take comfort from 

the obvious conclusion concerning causality—that, for prognosis, 

history is never necessary.”16

In another paper McCulloch explored a topology of circular 

preference.17 If you are in it, and at this moment you prefer A, 

then the next moment you will prefer B (over both A and C), and 

then once you have B, you will prefer C (over A and B), and if 

you are in C, then you prefer A (over B and C), and so on in an 

endless loop. Such neural topologies are easy to build with circuit 

materials, and they have been identified in brains. McCulloch 

then wondered whether such a circuit, should it be at the heart of 

our motivational structure, would put us on an endless treadmill, 

preferring love to leisure, leisure to work, and work to love, in 

a never-ending yet always motivated cycle. This little tiny logi-
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cal circuit, completely easy to see and draw and build and run, 

might hold a tragic insight into the human condition. If we were 

in such a circuit, our fate would be such a repetition, and herein 

he sought to understand our psychic life—full of headaches, he 

said.18 To understand such a neuronal circuit one cannot just look 

at it—this is crucial: one must be in it running, enact it in time, 

trace it. This is similar to Norbert Wiener’s claim that the brain “is 

not the complete analogue of the computing machine, but rather 

the analogue of a single run on such a machine.”19 These dia-

grams are nonsensical without a discrete, lived notion of time.

Time matters because McCulloch is sensitive to the psychic life 

of circuits, one that he emphasized many times: “Because light 

falling on a rod [in the eye] may or may not start a signal, that 

signal implies—but only implies—the light. . . . Thus what goes 

on in our brains implies—but only implies—the world given in 

sensation.”20 His point in this implication is that trust and doubt, 

Figure 8.2 McCulloch’s “irreducible nervous net.” In this diagram the 

solid lines represent connections inside a body, and the dotted lines 

represent the outside environment. Due to the special arrangement of 

inhibitions (the loops around the bulb-like neurons), it forms a circular 

preference in which the top is preferred to the middle, the middle to the 

bottom, and the bottom to the top.  

Source: McCulloch, “A Heterarchy of Values,” figure 4, p. 92.
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psyche in general, is constitutive in life because it runs in circuits. 

Truth for us is more than physics. A signal is both physical (on/off) 

and also semiotic (true/false). He writes:

Perhaps this calculus [of atomic propositions] does something 

more important, for it separates physics, for which the signals 

are only something that happens or else does not happen, from 

communication engineering, for which these same signals are 

also either true or else false. If you press on your eye you will 

see a light when there is no light. The signal is just as physical 

as ever, but because it arose in the wrong way or in the wrong 

place, it is a false signal, just as false as a ring on the telephone 

when lightning strikes the wires. It is because communication 

engineering deals with signals, true or else false, that neuro-

physiology is part of engineering, not merely of physics.21

We should pause here and note the importance of this claim, one 

missed by most commentators on McCulloch, who read him as a 

physicist, “on = true,” “off = false,” when in fact he is doing his 

best to distinguish himself from one.22 He writes, “[The physi-

cal happening of a signal] is half the story! It is the essence of a 

signal that it proposes something. A signal is true if what it says 

happened did happen, otherwise it is false—for example, pares-

thesia or hallucination. Thus a signal has the mental—the logical 

properties of a proposition. By definition, a signal is a proposition 

embodied in a physical process.”23 It is best to keep in mind that 

there are no signals in general, only specific signals in specific 

places and times, signals that can lie.24

In 1949 McCulloch delivered a paper on “psychoneuroses” to psy-

chiatrists, explaining to them how engineering systems with certain 

kinds of loops have what engineers call “gremlins,” similar to how 

a problem in an automobile’s carburetor can cause a problem in the 

engine block that causes a problem in the exhaust. Learning this “eti-

ology” doesn’t help figure out what to do about the exhaust.

One of his examples was causalgia, a condition in which snake-

bite on a finger causes tremendous pain first in the fingertip, then 
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the hand, then arm, then spine, then brain, where it persists inter-

minably. He showed a circuit arranged such that causalgia is not a 

misfiring but rather a form of action in the circuit that is created by 

the snakebite but sustains itself as a spiral action, best explained as 

a self-sustaining demon that doesn’t have physical existence except 

as this temporal repetition, a soul that starts at one point of a large 

circuit and travels through it. Each temporal circuit, separated from 

the rest by gaps, thus functioned as a kind of “center of indetermi-

nation,”25 with a subject, a form, a will, and a pathology all its own.

The year before, McCulloch gave a lecture to engineers, “The 

Brain as a Computing Machine,” about the need to consider cer-

tain kinds of electrical systems as suffering from neuroses and 

benefiting from consideration of psychology. He thus posed to each 

discipline the necessity to attend to the form of posing problems 

of time, location, and liveliness that arise in the other discipline:

In the neurotic brain you may find no general chemical reaction 

gone astray, nor any damaged cells, for when activity ceases, 

regeneration ceases. The most you might expect to find are 

some changed thresholds or connections—those little invisible 

differences which each of us acquires by use—the basis of our 

characters. The more we build negative feedback into machines, 

the more surely they will have neuroses. These diseases are 

demons with ideas and purposes of their own. Physicists have 

been known to curse them but they cannot be exorcised. If, 

instead of our variety of psychodynamic nonsense, you wish to 

think sensibly of them I would suggest, in all seriousness, that 

you start now to prepare a dimensional analysis of gremlins.26

In a future paper I will work through in detail the parallel here to 

Jacques Lacan’s 1954 Seminar 2, where he engages cybernetics and 

parallels experimental epistemology, asking what it would mean 

for a homeostat or a circuit to have a subject.27 He does not ask 

whether we are circuits (or even worse, “just circuit”), but what 

we would experience if we were caught in this or that particular 

circuit. In reading Seminar 2 it is important to pay attention to 
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messages as signals in McCulloch’s sense, having both yes/no and 

true/false. The problem with signals, tragically for Lacan, is that 

“yes” does not always mean “true,” and even not getting a signal 

also has meaning (like what happens after you say “I love you” 

to another person and he or she hesitates). Like each neuron, it is 

as if we are always already receiving messages and interpret both 

their reception and nonreception moment after moment. Lacan 

continues, “Suppose I send a telegram from here to Le Mans, with 

the request for Le Mans to send it back to Tours, from there to 

Sens [and back] to Paris, and so on indefinitely. What’s needed is 

that when I reach the tail of my message, the head should not yet 

have arrived back. The message must have time to turn around. It 

turns quickly, it doesn’t stop turning, it turns around in circles.”28

Time and delays are fundamental to enacting this circuit. Semi-

nar 2 is full of discussions about how every hesitation can itself be 

a message, from experiments in haste to “The Purloined Letter” 

as a model of subjects moved and moving around circuits.29 Not 

paying attention to time is the strangest thing today about cir-

cuits that are supposed to represent the mind or brain. The sub-

jects are never looked for inside the circuits, which is why most 

cognitive neuroscientists can never seem to find them.30 Lacan 

concludes one of his lectures with the following statement that 

I think best articulates the relational notion of being in a circuit 

(vs. being a circuit):

The need for repetition . . . doesn’t conform much with vital 

adaptation. . . . Here [considering adding machines] we 

rediscover what I’ve already pointed out to you, namely that 

the unconscious is the discourse of the other. This discourse 

of the other is not the discourse of the abstract other, of the 

other in dyad. . . . It is the discourse of the circuit in which I 

am integrated. I am one of its links. It is the discourse of my 

father . . . in so far as my father made mistakes which I am 

absolutely condemned to reproduce . . . because one can’t stop 

the chain of discourse, and it is precisely my duty to transmit it 
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in its absolute form to someone else. I have to put to someone 

else the problem of the situation of life or death in which the 

chances are that it is just as likely that he will falter, in such 

a way that this discourse produces a small circuit in which 

an entire family, an entire coterie, an entire camp, an entire 

nation or half the world will be caught. The circular form of 

speech which is just at the limit between sense and non-sense, 

which is problematic.31

Lively Flow Diagrams

The analysis of the operation of a machine using two-indication 

elements and signals can be conveniently expressed in terms of a 

diagrammatic notation introduced, in this context, by von Neumann  

and extended by Turing. This was adapted from a notation used by  

Pitts and McCulloch.

—Douglas R. Hartree, Calculating Instruments and Machines  

(Urbana: University of Illinois Press, 1949)

A C C O R D I N G  T O  T H E  few histories of programming that attend to flow 

charts, Herman Heine Goldstine and John von Neumann devel-

oped the concept ex nihilo for their 1947 Planning and Coding of 

Problems for an Electronic Computing Instrument, with the help of 

Adele Goldstine.32 They drew on McCulloch and Pitts’s neurons 

as well as conventions from engineering and brain and factory 

diagrams, and fed them back through common engineering and 

chemical engineering schematics and flows (also called flow dia-

grams). But as S. J. Morris and O. C. Gotel observe, “the new flow 

diagrams of Goldstine and von Neumann altered the basic defini-

tion in two fundamental ways”:33 the flow diagram’s object was 

abstract rather than material, and it assumed a staged process that 

attends to the logic of iterative processes.

Goldstine and von Neumann were in the middle of invent-

ing the modern computer; they were trying to imagine “mem-

ory” during iterative routines and were having a tough time of it. 

Memory—as in RAM (random access memory), as in stored pro-



234 J O S E P H  D U M I T

grams—was named after human memory, but this analogy didn’t 

really help explain how it worked. Memories are not straightfor-

ward in humans, nor are they in machines.

T H E  P R O B L E M  W A S  that the stored program could overwrite itself, 

and then, when it came back to the same place, the program 

would be different. So what was the “it” that came back? They 

named “it” C, for control. C was the control organ that executed 

and was executed by the memory organ. They used the example 

of a Turing machine: C is the “head,” but one subject to and sub-

jecting the programs to change. C was the time-place attention of 

the computer; it subjected the computer to its time of succession 

and was itself timed by the internal clock. Control was the lively 

subject of the computer:

To sum up: C will, in general, not scan the coded sequence 

of instructions linearly. It may jump occasionally forward 

or backward, omitting (for the time being, but probably not 

permanently) some parts of the sequence, and going repeat-

edly through others. It may modify some parts of the sequence 

while obeying the instructions in another part of the sequence. 

Thus when it scans a part of the sequence several times, it may 

actually find a different set of instructions there at each pas-

sage. All these displacements and modifications may be condi-

tional upon the nature of intermediate results obtained by the 

machine itself in the course of this procedure. Hence, it will not 

be possible in general to foresee in advance and completely the actual 

course of C, its character and the sequence of its omissions on 

one hand and of its multiple passages over the same place on 

the other, as well as the actual instructions it finds along this course, 

and their changes through various successive occasions at the 

same place, if that place is multiply traversed by the course of 

C. These circumstances develop in their actually assumed forms only 

during the process (the calculation) itself, i.e. while C actually runs 

through its gradually unfolding course.34
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Time in the machine algorithm needed to be engaged with. 

The key in dealing with it was understanding the necessity of dis-

crete time within diagrams, such that the diagrams themselves 

did not so much represent the code as immanently enact a process 

that could leave a trace so it could be reenacted in the software. 

A process philosophy of immanence and duration pervades their 

descriptions as they come to realize that the diagrams themselves 

represent new forms of life they have to relate to:

Thus the relation of the coded instruction sequence to the mathematically 

conceived procedure of (numerical) solution is not a statical one, that of a 

translation, but highly dynamical: A coded order stands not simply for its 

present contents at its present location, but more fully for any succes-

sion of passages of C through it, in connection with any succession 

of modified contents to be found by C there, all of this being 

determined by all other orders of the sequence (in conjunction 

with the one now under consideration). This entire, potentially 

very involved, interplay of interactions evolves successively while 

C runs through the operations controlled and directed by these 

continuously changing instructions.35

In the flow diagrams of Goldstine and von Neumann however, 

computers were not theorized as models of human brains, nor 

human brains as models of computers; rather brain and computer 

and diagrams were all different species of thought, in this case 

inductive. These flow diagrams were lively, in a literal manner; 

they could grow and learn. Control set them apart from all previ-

ous diagrammatic types (fig. 8.3).

According to Goldstine, “In the spring of that year von Neu-

mann and I evolved an exceedingly crude sort of geometrical 

drawing to indicate in rough fashion the iterative nature of an 

induction. At first this was intended as a sort of tentative aid to 

us in programming. Then that summer I became convinced that 

this type of flow diagram, as we named it, could be used as a logi-

cally complete and precise notation for expressing a mathematical 

problem and that indeed this was essential to the task of pro-



Figures 8.3a and 8.3b Goldstine and von Neumann’s flow diagrams. These 

lines with arrows in them, and then boxes, represent the dynamic, 

iterative processing of code inside a computer.  

Source: Goldstine and von Neumann, Planning and Coding, figures 7.1 and 

7.2, pp. 6–7.

A 

B
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gramming.”36 The method turned out to be a way of planning a 

schematic of the course of C through the code. Thus, faced with a 

coding problem, the procedure they suggest for the programmer 

is to evolve a diagram. Like the mystic writing pad that is never 

the same but appears new, flow diagrams and other paper tools 

were created to solve the impossibility of representing a process 

that changed itself. The diagrams showed the various states of C, 

its growth and its trails, and its traps (fig. 8.4). In a manner simi-

lar to the concept of acceleration, the flow diagrams captured the 

form of the changing memory, thus relating the beginning to the 

desired end of the program: “Since coding is not a static process 

of translation, but rather the technique of providing a dynamic 

background to control the automatic evolution of a meaning, it 

has to be viewed as a logical problem and one that represents a 

new branch of formal logics.”37

The diagrams were invented to express, in mechanical form, 

the problem of reflexive algorithms, forms that change them-

selves, forms that could learn. Goldstine, von Neumann, Adele 

Goldstine, and Arthur W. Burkes worked it out iteratively in large 

measure by coding hundreds of problems included in the book.38 

Distributed in two parts, this followed up Preliminary Discussion 

of the Logical Design of an Electronic Computing Instrument by Burks, 

Goldstine, and von Neumann.39 This second part was “intended 

to give an account of our methods of coding and of the philosophy 

which governs it”; they wanted to discuss the “nature of coding 

per se and in doing this lay down a modus operandi for handling 

specific problems.”40 The book then provides a series of diagrams 

with extensive textual description that justifies each step.

As they make clear in their text many times, the advantages of 

this method of diagramming are many. Primarily the diagrams 

provide an “economy of analysis.” Errors can be traced, interven-

tions and corrections can be proposed, and their results and con-

sequences can be read off immediately.41 This is effected by the 

fact that the diagram operates on a different level than the actual 



Figures 8.4a and 8.4b Goldstine and von Neumann’s coding problems. 

These diagrams demonstrate the simple and then more complicated 

techniques of bookkeeping used to keep track of the iterations of code 

as the computer was running.  

Source: Goldstine and von Neumann, Planning and Coding, figures 7.7 

and 8.2, pp. 12, 38.

A 

B
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code: iterations and loops do not usually affect the diagram, and 

hence the dynamism and evolving meaning are more or less con-

tained. They note that the flow diagrams are designed to remain 

unchanged, but even that is not unqualifiedly true as there are 

places where one has to erase and redraw lines to keep track of C. 

Here the diagram is plastic in relation to the course of time (figs. 

8.5a, 8.5b). They explicitly note that the flexibility of their system 

is that these corrections and modifications “can almost always be 

applied at any stage of the process without throwing out of gear 

the procedure of drawing the diagram, and in particular without 

creating a necessity of ‘starting all over again.’”42 These factors are 

crucial in understanding the technique’s power as it migrates to 

other fields.43

This book was widely distributed and placed in the pub-

lic domain from the moment of its printing. It was widely read 

and iterated. Goldstine and von Neumann’s specific manner of 

flow diagramming was quite involved and often counterintui-

tive, despite being logically rigorous. They were never used again. 

Nonetheless the term flow diagram and the technique of repre-

senting the flow of control as a network of instructional boxes 

connected by arrows flourished and quickly became ubiquitous 

in computer programming. Just two years after its publication, 

a conference at Cambridge University Mathematical Laboratory 

called “High-Speed Automatic Calculating Machines” on June 

22–25, 1949, included many kinds of flow diagrams and fea-

tured Turing apologizing that no one knew exactly how to read 

or write them; each person in fact developed a different mode of 

diagramming.44 Here we can note two more things about flow 

diagrams: in addition to being extremely flexible in operation, 

they are adaptable in convention and style, and they are immedi-

ately comprehensible.
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Plans and the Structure of Behavior

S O M E  O F  T H E  first digital flow charts taken up by psychology hap-

pened via the book Plans and the Structure of Behavior. In 1958 two 

psychologists, George Miller and Eugene Galanter, and neurophysi-

ologist Karl Pribram at the Center for Advanced Studies in Behavioral 

Science at Stanford attempted to “discover whether cybernetic ideas 

[had] any relevance for psychology.”45 They also had a pile of mate-

rials that Miller had just obtained from one of the first computer 

programming summer schools, run by Allan Newell, J. C. Shaw, and 

Herbert Simon at a Research Training Institute on the Simulation of 

Cognitive Processes, at RAND Corporation in July 1958.

Figure 8.5a Turing’s flow diagram draws upon Goldstine and von Neumann’s 

diagrammatic conventions but greatly simplifies the bookkeeping, allowing 

the diagram to now remain static with respect to time.  

Source: Alan Turing, “Checking a Large Routine,” in The Early British 

Computer Conferences, ed. Michael R. Williams and Martin Campbell-

Kelly (1949; Cambridge, MA: MIT Press, Tomash, 1989) , 70–72.
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T H E  A I M  O F  the book is to get past behaviorism’s bias against cog-

nitivism, the idea that an organism has ideas, something “in its 

head,” as it were, a picture of itself and its universe. At the same 

time, the authors think that even if we admit to some “ghostly 

inner somethings,” as they call them, cognitive insights are still 

missing a crucial mediator: motivation or will. They cite a critic 

(Guthrie) arguing that “[cognitivists] are so concerned with what 

goes on in the rat’s mind, that they neglect to predict what it will 

do.” And they continue, “It is so transparently clear to them that if 

a hungry rat knows where to find food—if he has a cognitive map 

with the food box located on it—he will go there and eat. What 

more is there to explain? The answer, of course, is that a great 

deal is left to be explained. The gap from knowledge to action 

looks smaller than the gap from stimulus to action—yet the gap 

is there, indefinitely large.” Note the striking persistence here: at 

the core of what will become cognitive psychology is posed an 

Figure 8.5b Noble’s diagram is remarkable for how redundant it appears, 

with lines having multiple arrows and boxes explaining exactly what 

must be done, including how to exit, and with the exits also marked. 

This excess of instruction indicates how new this technique of digital 

stepping through diagrams was at the time.  

Source: B. Noble “The Control of Magnitudes of Numbers in Digital 

Computing Machines with a Fixed Binary Point,” in The Early British 

Computer Conferences, 54–59.
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inverted problem—not What is cognition? or How might it go wrong? 

but How does cognition do anything? How does the brain act, even given 

a rationale? This is a tragic problem for them, partly because it 

requires returning to the concept of the will, going back to Wil-

liam James, who at least thematized it as “ideo-motor action.” 

But even that “helps us not in the least. The bridge James gives us 

between the ideo and the motor is nothing but a hyphen. There 

seems to be no alternative but to strike out into the vacuum on 

our own.” Temptingly they make clear that the answer will not 

be simple: “The present book is largely the record of prolonged—

and frequently violent—conversation about how that vacuum 

might be filled.”46

This vacuum, into which motivation and will must be accounted 

for, is fascinating and violent precisely because it concerns the 

rational actor as problem and not solution. How does reason come 

to act? The paradox that the authors will contemplate at the heart 

of calculators even as complex as computers is that programs run; 

they do not reflect. The calculative program is not necessarily 

rational at all, and therefore there is a deep problem in the notion 

of “instrumental action.”

The solution, as the book’s title indicates, is grounded on the 

notion of plans, which are simultaneously complete descriptions 

of behavior and the way organisms such as humans actually make 

their way in the world: “A Plan is, for an organism, essentially the 

same as a program for a computer.”47 But, as in Goldstine and von 

Neumann’s discovery of flow diagramming, the actual following 

of the plan or program involves a complex evolution of meaning. 

In the scheme of Miller et al., each organism has a set of plans 

and an Image, being “all the accumulated, organized knowledge 

that the organism has about itself and its world. The Image con-

sists of a great deal more than imagery, of course.”48 Plans are 

developed in order to make one’s way through the world as seen 

in the Image. These plans in turn modify the image, which in 

turn generates new plans.
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T H E  A U T H O R S  B E G I N  their analysis of plans by considering the con-

cept of the reflex arc, stimulus response, and the cybernetic con-

cepts of feedback and homeostasis. None of these presents the 

complexity that they feel is needed to explain real reflexes or 

human behavior. But they do not actually make an argument. 

Instead they draw a diagram (figs. 8.6a, 8.6b).49

There are only five diagrams in the entire book, and they appear 

within ten pages of each other at the beginning. They begin with 

the Test-Operate-Test-Exit unit, or TOTE. Although they initially 

present the diagram to illustrate the cybernetic feedback device, 

or servomechanism, they then take the diagram as central: “If 

we think of the Test-Operate-Test-Exit unit—for convenience, we 

shall call it a TOTE unit—as we do of the reflex arc, in purely 

anatomical terms, it may describe reflexes, but little else. That is to 

say, the reflex should be recognized as only one of many possible 

actualizations of a TOTE pattern. The next task is to generalize 

the TOTE unit so that it will be useful in a majority—hopefully, 

in all—of the behavioral descriptions we shall need to make.” 

Thus they explicitly want the diagram to represent, potentially, all 

behavioral and cognitive descriptions. They accomplish this with 

an ingenious bait-and-switch rhetoric, asking, “Consider what the 

arrows in Figure 1 might represent. What could flow along them 

from one box to another? We shall discuss three alternatives: 

energy, information, and control.” I call this a bait-and-switch 

because they ask a question I have not seen repeated in scholarly 

or scientific texts. They don’t ask what do the arrows mean? Or 

how should one interpret them? But what could the arrows repre-

sent? They then act as if there is a choice to be made among three 

alternatives. And they proceed to analyze the same diagram from 

each perspective. In the history of flowcharts and flow diagrams, 

these three considerations are worth quoting at length:

If we think of energy—neural impulses, for example—flowing 

from one place to another over the arrows, then the arrows 
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must correspond to recognizable physical structures—neurons, 

in the example chosen. As a diagram of energy flow over dis-

crete pathways, therefore, the TOTE unit . . . might represent a 

simple reflex. Or . . . a servomechanism.

There is, however, a second level of abstraction that psy-

chologists usually prefer. We can think of information as 

flowing from one place to another over the arrows . . . as the 

transmission of correlation over the arrows. . . . In that case, 

we are concerned not with the particular structures or kinds 

of energy that are involved in producing the correlation but 

only with the fact that events at the two ends of the arrow are 

correlated . . . exactly what [psychologists] mean when they 

draw an arrow leading from Stimulus to Response in their S-R 

diagrams or when they define a reflex as a correlation between 

S and R but refuse to talk about the neurological basis for that 

correlation.

A third level of abstraction . . . is the notion that what flows 

over the arrows . . . is an intangible something called control. 

Or perhaps we should say that the arrow indicates only succes-

sion. This concept appears most frequently in the discussion 

of computing machines, where the control of the machine’s 

operations passes from one instruction to another, successively, 

as the machine proceeds to execute the list of instructions 

that comprise the program it has been given. But the idea is 

certainly not limited to computers.50

They provide the example of looking up authors in an index.

Each of these three alternatives is semiotically rich in descrip-

tive value. Each is a distinctly different way of interpreting the 

diagram, and each creates a different set of entailments. But now 

they present their revolution: “When [the TOTE diagram] is used 

in the discussion of a simple reflex it represents all three levels 

of description simultaneously. When it is used to describe more 

complex activities, however, we may want to consider only the 

transfer of information and control or in many instances only 

the transfer of control. In all cases, however, the existence of a 
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TOTE should indicate that an organizing, coordinating unit has 

been established, that a Plan is available.”51 What fascinates me 

most about this analysis is that it takes the ambiguity for granted 

as a necessary entailment of the flow diagram. Without further 

instructions on how not to interpret such a diagram, it will imply 

all three kinds of flow, and, they indicate, in the case of a simple 

reflex, it does.

Here, in a nutshell, is a key to understanding the power and 

persuasiveness of the flow diagrams sketched by the research-

ers in my opening story. The same diagram, taken to represent 

a reading disorder, can be read by the neuroanatomist in terms 

of anatomy, by the psychiatrist in terms of information and neu-

rotransmitters, and by the literacy therapist in terms of control. 

Here also we can see a particular kind of diagrammatic equiv-

alence, simultaneously describing the brain, the mind, and the 

computer.

But the authors of this diagram don’t yet know how to iden-

tify with this image. The space of existential conflict in Plans is 

severe. Control, or C in Goldstine and von Neumann, is what 

hangs them up: the subject in the circuit versus the subject of 

them. If we are such circuits, Miller et al. are forced to wonder, 

how do we account for motivation? The compulsion to follow the 

arrows, to repeat indefinitely, seems insane. They know that their 

system seems too crazy, psychotic even, yet they are also com-

pletely seduced by it. They spend chapter after chapter trying to 

follow the arrows, but without settling the question of where the 

subject lives they go repeatedly out of their minds.

They say that what we mean when we talk about intentions are 

“the uncompleted parts of a Plan whose execution has begun.” 

No problem—but we seem to be in the middle of things already. 

So how does Planning begin, since it can’t be with another, meta-

Plan? “Why should any Plan ever be executed[?] . . . Plans are 

executed because people are alive. This is not a facetious state-

ment, for so long as people are behaving, some Plan or other 
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must be executed. The question thus moves from why Plans are 

executed to a concern for which Plans are executed.” They con-

tinue, noting that the “obvious is sometimes hard to see.” “The 

fundamental, underlying banality, of course, is the fact that once 

a biological machine starts to run, it keeps running twenty-four 

hours a day until it dies. The dynamic ‘motor’ that pushes our 

behavior along its planned grooves . . . is located in the nature of 

life itself. As William James says so clearly, the stream of thought 

can never stop flowing.”52 We are always already inside of a Plan. 

Consciousness is already ongoing.

I’m dwelling on this setup because it points out a number of 

key properties regarding the idea of programs in the brain: (1) 

that having them doesn’t account for either running them or 

choosing which one to run, and (2) that there is a funny obses-

sion with “getting things done” with Plans. They often give office 

examples: filing, going to the dentist, and so on.

This leads directly to the fact that humans so often screw up 

and therefore a chapter on remembering: “How could anyone for-

get what he intends to do?” The answer is that the Plan doesn’t 

have a Plan, and the brain doesn’t have a brain. Interrupts hap-

pen. To which they consider Freud’s repression and “the man 

whose appointment book is destroyed through no fault of his 

own,” calling for “more research on the way people use external 

aids as memory devices.” They further comment, “Remembering 

the Plan is most difficult when we try to do it without external 

crutches.”53 In other words, they are attentive to the lived tempo-

rality of memory in their lives.

As the book progresses, the authors become even more aware 

of the strangeness of placing Plans at the core of their notion 

of human nature. They defend it, however, as an “indispens-

able aspect of the human mind,” but they note, “Nonetheless, 

a cautious reader should not overlook the American origins of 

this book on the psychology of Plans.”54 This is to say that they 

are taking their own notions very seriously. The fact that flow 
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diagrams in computers have their origins in war and operations 

research, whose origins are in mapping factory floors, flows, and 

processes should not be taken lightly when imagining that some-

how our brains are actually organized like factories or computers.

Much of the book is an inventory of key aspects of the diagram 

that seem to run into trouble when we think of actual social humans. 

How to account for language, for instance, or “Plans for speaking,” 

as they call it? In their fight with behaviorists, who reduce language 

to speedy-efficient behavior coordination, they feel compelled to 

come up with some “new and important psychological process that 

is introduced by language that cannot be thought of as a technique 

to increase the efficiency of inarticulate processes.”55

Why not death? “Man is the only animal that knows he is going 

to die. . . . A man can make death a part of his Plans, as when 

he buys life insurance policies or draws a will, or he can even 

devise and execute a Plan that intends his own death. Indeed, we 

occasionally hear it said that a truly rational man would commit 

suicide immediately. But whatever one’s evaluation of life . . . ”56

Plans now have two striking features: On one side they need 

the joy of life to set them in motion, and on the other the mere 

fact of planning one’s life as such means planning for death. There 

is a chapter, for instance, on “relinquishing the Plan” where they 

meditate on the fact that if the goal of a Plan is to complete it, then 

what? Can plans as a whole stop? And if stopped, can they start 

again? How does one have a metaplan for when one is “Planless”? 

“To find oneself without any Plan at all is a serious matter. Inter-

preted literally, it is impossible, for complete planless-ness must 

be equivalent to death.”57

The authors are in a quandary. They realize that if one is in a 

Plan, there is no way to know whether the Plan one is running is 

one’s own or another’s. Is fanaticism a Plan that can’t be checked? 

And they speculate that psychosis might be following an old Plan 

that no longer applies (and not knowing it): “One possible reaction 

is to reinstate the old Plan in spite of the fact that it is no longer rel-
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evant or feasible, to continue to develop it, transform it, and execute 

it despite its inadequacy. In its most extreme form, this is the para-

noid reaction.” The chapter on relinquishing Plans is obsessed with 

hypnosis and its implications for our plans, on knowing whether 

we are living our own plans or someone else’s, such as our parents’: 

“One of the seven wonders of psychology is that so striking a phe-

nomenon as hypnosis has been neglected. . . . The hypnotized per-

son is not really doing anything different, with this exception: the 

voice he listens to for his Plan is not his own, but the hypnotist’s. 

The subject gives up his inner speech to the hypnotist.”58

The weird wonderfulness of this book is that by placing them-

selves inside of circuits, Miller et al. ponder a life lived within 

logical circuits. Their careful following along the paths of plans 

leads them to one existential crisis and insight after another: “The 

person who makes his life’s Plans in terms of concrete and spe-

cific objectives, in terms of ‘goals,’ invites the disaster of plan-

lessness. . . . The problem is to sustain life, to formulate enduring 

Plans, not to terminate living and planning as if they were tasks 

that had to be finished. This simple point has been overlooked 

by many psychologists who seem to take it for granted that all 

behavior must be oriented toward explicit goals.”59

Experimental Epistemology or Arti�cial Neuroses

T H I S  P R A C T I C E  O F  experimental epistemology continued through-

out the latter half of the 1950s and through the 1960s, during 

which various projects that were then called artificial intelligence 

were developed but focused instead on computer simulation or 

models of personality.60 Rather than intelligence, however, these 

projects attempted to simulate irrationality, frustration, stupidity, 

neuroses, and paranoia. Imagine ELIZA and you have a sense of 

the complexity of these programs, which were often less than 

one hundred lines long. Each of the programs functioned like an 

existential device.
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Kenneth Mark Colby wrote a short program that would respond 

to demands neurotically. Given two conflicting demands, such as “I 

hate my father” and “I love my father,” the program would return a 

psycholinguistic variant: “I hate my brother.” The point of the exer-

cise was to demonstrate that neuroses like this, to the extent that 

Figure 8.7 Kenneth Mark Colby’s simulation of a neurotic process. This 

diagram served as a demonstration of the logical nature of a neurosis. By 

following from box to box, a subject could turn “I hate my father” into “I 

hate my brother.”  

Source: Kenneth Mark Colby, “Computer Simulation of a Neurotic 

Process,” in Computer Simulation of Personality: Frontier of Psychological 

Research, ed. Silvan Samuel Tomkins and S. Messick (New York: Wiley, 

1963), 171.
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they could be reliably modeled, quite possibly shared this algorith-

mic structure, and therapy could make use of this (fig. 8.7).

Colby’s second program is more famous because it is to date 

the only program that rigorously passed the Turing test. Called 

PARRY, the program was designed to simulate a paranoid indi-

vidual. If you typed “What does your father do?,” it would reply, 

“Why do you want to know about my father?” Sounds ludicrous? 

Like a trick? It is, and yet that is the point. When a transcript 

of a psychiatrist interviewing PARRY was mixed up with tran-

scripts of interviews with real paranoid schizophrenics, a panel 

of psychiatrists was unable to detect the difference. Apparently 

the simple, mechanical tricks of the program were parallel to the 

mechanisms by which many paranoids constructed their answers 

(fig. 8.8). We see a trick; they live inside its temporality. That 

is how the diagram and the program function like existential 

devices.

A final example: Robert Abelson wrote a program whose goal 

was to take a fact and offer a right-wing interpretation of it; for 

example, if you told the program there were movements in North 

Korea, it would reply that the communists were behind it (fig. 

8.9). Abelson’s point was very explicit: “to simulate responses to 

foreign policy questions by a right-wing ideologue, such as Barry 

Goldwater.”61 He called it the “Ideology Machine.” To the extent 

that the simple program could mimic Goldwater’s responses, 

right-wing ideology could be shown to be mechanical.62

For Abelson, Colby, and others, the simulations were both 

simple and powerful. In many contemporary histories of arti-

ficial intelligence, these receive little if any attention.63 To the 

extent they do (ELIZA and to a lesser extent PARRY), they are 

treated as cute “frauds” or tricks, ultimately failing to “ade-

quately” account for human intelligence.64 I think that this defi-

nition misses their uses, which were much closer to those of 

McCulloch’s existential devices, in which one learns something 

about paranoia in tandem with being able to simulate a part of 



Figure 8.8 Kenneth Mark Colby’s model of self-reference. This flowchart is part 

of a larger program for simulating a paranoid subject. As with neuroses, Colby 

was interested in the logic of irrational psychic structures, patho-logics.  

Source: Kenneth Mark Colby, Artificial Paranoia: A Computer Simulation of Paranoid 

Processes (New York: Pergamon Press, 1975), 61.
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its linguistic logic. And this happens interactively in getting the 

program right. The program for these simulators was meaning-

ful only when run; Margaret A. Boden touches on this issue. But 

it is the intersubjective nature of the run that is the focus. The 

program is not the object to be compared with a paranoid person; 

a run of the program interviewed by the psychiatrist is the proper 

comparison. This is a process approach to crafting artificial intel-

ligence (AI) that some contemporary research in science, tech-

nology, and society recognizes.65

One of my aims in tracing the lineages of these diagrams is to 

analyze how the same diagrams come to be used in very different 

ways, in one case to highlight a problem, in another to bypass that 

same problem. For example, in Allen Newell’s combined praise 

and critical discussion in 1972 of cognitive psychology’s use of 

flow diagrams and binaries, he notes that flow diagrams in cog-

nitive psychology are advances over verbal theories by “asserting 

the existence of an entire set of processing stages or components 

Figure 8.9 Robert Abelson’s “Flow Chart for Cognitive Balancing.” Abelson 

designed a simulation of “hot” cognition, of the logically emotional 

interpretive strategies of a right-wing ideologue, such as Barry Goldwater.  

Source: Abelson, “Computer Simulation of ‘Hot’ Cognition,” 289.
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and some orderings between them.” But he adds, “They do not 

model the control structure”—meaning a programming language 

such as FORTRAN that constrains the kinds of operations and 

limitations of the machine. He then provides an example, one 

of the foundational cognitive psychological works on memory by 

Richard C. Atkinson and Richard M. Shiffrin in 1968 (fig. 8.10a):

The model of memory is there all right, and is applied to a 

number of tasks with quantitative precision. However, the 

control structure is completely absent and is used as a deus ex 

machina to concoct separate models for each task. Criticism 

is not directed at that justly influential piece of work. But it 

does illustrate well the current state of the theoretical art. As 

long as the control structure—the glue—is missing, so long it 

will be possible to suggest in indefinite sequence of alternative 

possibilities for how a given task was performed, hence to keep 

theoretical issues from becoming settled.66

Subsequent versions of the same diagram show a successive 

repression of even this ghostly control structure, first to dotted 

lines, then erased altogether (fig. 8.10b). The result is a static map 

of modules rather than a dynamic model or existential device. 

Newell is essentially arguing that there is a lack of existential 

commitment to the running computer in time. He nonetheless 

also argued that the ambiguity in the diagrams was still produc-

tive, of new research papers if nothing else!67

A similar paradox haunted the last chapter of Miller et al.’s 

Plans and the Structure of Behavior, where the authors at last take on 

the problem of the brain’s relation to psychology, which they have 

explicitly avoided up to then. There was a fundamental disagree-

ment between Miller and Galanter, who believed that cognition 

and the brain are computer-like, and Pribram, who believed that 

they are more biological.68 They reveal in a footnote that they 

argued severely and without resolution regarding this question, 

almost to the point of not writing the book: “The arguments 

revolved around a three-way analogy: The relation of a Plan to 



Figures 8.10a and 8.10b Two iterations of the Atkinson-Shiffrin memory 

diagram, in neither of which is any notion of timing present. In the first, 

control processes are represented by a “Control Processes” box connecting 

with dotted lines to the other boxes. In the second, used in Wikipedia to 

represent the same diagram, the control processes are removed entirely. 

Sources: Richard M. Shiffrin and Richard C. Atkinson, “Storage and Retrieval 

Processes in Long-term Memory,” Psychological Review 76, no. 2 (1969): 179; 

“Atkinson-Shiffrin Memory Model,” Wikipedia, https://en.wikipedia.org/

wiki/Atkinson-Shiffrin_memory_model. The original paper does not have 

this diagram, but it is nonetheless attributed to Richard C. Atkinson and 

Richard M. Shiffrin, “Human Memory: A Proposed System and Its Control 

Processes,” in The Psychology of Learning and Motivation, ed. K. W. Spence and 

J. T. Spence (New York: Academic Press, 1968), 2: 89–195.

A

B
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the mind is analogous to the relation of a program to a computer, 

and both are analogous to the relation of X to the brain. Ques-

tion: What is X? Is it possible to locate parts of the brain that 

correspond, however crudely, to these parts of a computer?” The 

problem with this analogy, they reveal, is that it is exceedingly 

open-ended. Each solution that fits the available data is not only 

promising and suggestive of new research; it is also ad hoc: “After 

several months of discussion, the present authors were almost 

(but not quite) convinced that you could put the names of parts 

of the brain on slips of paper, scramble them up, draw two at ran-

dom, assign them in either order to serve either as the memory 

or as the processing unit, and you would be able to interpret some 

evidence somehow as proof that you were right. . . . It is wonder-

ful to see how these analogies can blossom when they are given 

a little affection.”69

In sum, the function of the careful explication of the triple ref-

erent of the flow diagram was not to encourage better diagrams 

or more analytic readings but in fact to enable and authorize pro-

ductively polyvalent diagrams. The triple reading thus allows the 

diagrammer and the reader to act as if brains, behavior, and cogni-

tion were functionally organized like diagrams and like comput-

ers. Although the diagrams impose some constraints by means 

of boxes and the direction of the arrows between them, they 

primarily function as analogies and models that make the kind 

of conscious behaviorism proposed by them seem understand-

able.70 They provide a space for cooperation without agreement, 

in James R. Griesemer and William C. Wimsatt’s terms, “concep-

tual maps . . . which fix conceptual environments for a variety of 

problems.”71

Summary: Plastic Diagrams x 2

I N  T H I S  P A P E R  I have all too rapidly explored the variety of mean-

ings that flowcharts have had since their digital inception. For 
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Goldstine and von Neumann they were flexible, erasable paper 

tools to keep track of time in running processes and to thereby 

notice the incredible liveliness of mechanisms. For McCulloch 

these existential devices demonstrated (among other things) that 

if we are mechanisms like these, we will be neurotic, psychotic, 

dogmatic, and so on. We will be neurotic in our parts, logically, 

so to speak, while in other parts logically paranoid, and in still 

others obsessive, attentive, abstracting, willful, and so on.

While flowcharts started out this way for Miller, Galanter, and 

Pribram, as plans that logically ran us (rather than our running 

them), the yearlong conversation they had transformed the dia-

grams into plastic spaces of productive disagreement and ambigu-

ity over the correct analogies. Newell’s 1972 critique of the state 

of the field acknowledged the transition, so to speak, from tempo-

ral to spatial model, from running computers to black boxes (with 

more boxes inside). The arrows that mattered so much for Miller, 

Galanter, and Pribram vanished altogether into simple lines.

Telling a story of flowcharts this way makes them akin to the 

story of Feynman’s diagrams as narrated so beautifully by David 

Kaiser, where the specificity of their initial use mutates into an 

altogether different practice while maintaining visual similarity.72 

The diagrammatic conventions are therefore historically plastic, 

while at each moment the diagrams were being used as plastic 

“conceptual scaffolds” or “paper tools” in ways that are both gen-

erative and limiting.73 Intriguingly, contemporary computer sci-

ence, AI research, cognitive psychology, and neuroscience have 

a lively critique of flowcharting that they each call “boxology,” 

sometimes defined as “the ostentatious display of flow-diagrams 

as a substitute for thought.”74

The hypothesis that the research in this chapter generates is 

that diagrams do more than exercise powerful constraints on 

how theories develop and how experiments are imagined.75 The 

evolution of diagrams is an extremely useful indicator of concep-

tual change, of agreement on the framing of problems (though 
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not on solutions), and of units of thought, theorizing, and exper-

imentation. By following their theoretical and practical entail-

ments within and across disciplines, we can better understand 

the importance of both visual and metaphorical studies in the 

history of science and technology. By concentrating on the actual 

changes in diagrammatic practices of flowcharts and their semi-

otic use in publications, we can track how they often cement and 

reify the mutual implication of computers and brains.

As we turn to the plastic brain to escape the apparent limita-

tions of the nonplastic too-computer-like brain, we may be mis-

placing our fears. My critical suspicion is that in the turn away 

from the analogy of brain as a running computer and the turn 

toward the notion of brain as computer, contemporary cognitive 

psychology and neuroscience have lost more than time. It is not 

so much a poor view of the brain as an impoverished view of 

computers. The idea that computers are not mysterious because 

they are logical mechanisms misses the core point of the early 

diagrammers: there are many kinds of running computers, many 

kinds of logical mechanisms in time, just as there are many kinds 

of running brains, and parts of brains, and parts of minds. Both 

have a plasticity with relation to time. The former are simple 

enough to build and spend time with and can potentially teach 

us about the different ways of being in and with the latter. This, 

in rapid form, is one genealogy of our sense of mechanism, brain, 

computer, and self. Perhaps resurrecting some of these existential 

devices and experimenting with epistemologies again will offer 

new avenues for lively thought and discussion.
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9 Imperfect Re�ections: Norms, Pathology,  

and Di�erence in Mirror Neuron Research

Katja Guenther

I N  T H E  E A R L Y  1990s the neurophysiologist Giacomo Rizzolatti and 

his research group in the Department of Neuroscience at the 

University of Parma in Italy described a group of cells in the 

premotor cortex of monkeys that presented an unusual response 

pattern.1 The cells, located in the rostral part of the inferior pre-

motor cortex (F5 of area 6),2 fired not only when the monkeys 

performed a given action (such as grasping a raisin) but also 

when they observed somebody else perform that same move-

ment. In recognition of the similarity between the observed 

and executed movements, in 1996 Rizzolatti christened the cells 

“mirror neurons.”3

Mirror neurons have since become the subject of much debate. 

In 2012 they were termed the “most hyped concept in neurosci-

ence,”4 in part because they had been marshaled to make claims 

about a wide range of questions: the origins of language, empathy, 

and forms of pathology such as autism. Due to their centrality in 

these fields, some commentators in more enthusiastic moments 

have seen in them the key to what makes us human: the neuro-
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scientist V. S. Ramachandran argued in a 2009 TED talk that they 

were the “neurons that shaped civilization.”5

The extravagance of such claims has incited the suspicion of 

academics from the social sciences and humanities.6 Ruth Leys 

and Allan Young have criticized the tendency of mirror neu-

ron researchers to sideline cognition in their understanding of 

human mental activity.7 Mirror neuron researchers, in this argu-

ment, rely on an assumption that so-called basic emotions do “not 

involve ‘propositional attitudes’ or beliefs about the emotional 

objects in our world. Rather, they are rapid, phylogenetically old, 

automatic responses of the organism.” In mirroring other people, 

the argument goes, we don’t think about their situation but rather 

place ourselves “in their shoes,” feel what it is like to be them. In 

this way, Leys has argued, the elevation of mirror neurons to a 

sort of human quintessence has tended to prioritize excessively 

the emotional and the immediate.8

These scholars have focused their analyses on the way mirror 

neurons have been used to explain empathy. But while the study 

of empathy has certainly been the most prominent of the research 

directions resulting from the discovery of mirror neurons, it is 

only one strand of a larger paradigm. Like many other neuro-

scientific paradigms in the contemporary period, mirror neu-

ron research has a complex institutional ecology. Its core is the 

neurophysiology lab in Parma, whose most prominent members 

are Rizzolatti, Vittorio Gallese, Leonardo Fogassi, and Maurizio 

Gentilucci. Parma is, however, but one node in a transnational 

network of research institutes and working groups. As the insti-

tutional and scientific prestige of mirror neuron research grew, 

the Parma team entered into collaboration with other research-

ers: on the question of language Rizzolatti worked with computer 

scientist Michael Arbib at the University of Southern California; 

for empathy the Parma team drew on the imaging expertise of 

scientists like Marco Iacoboni at UCLA and Bruno Wicker in 

Marseille; for arguments about theory of mind they collaborated 
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with analytic philosophers like Alvin Goldman at Rutgers Uni-

versity. Only recently has mirror neuron work been undertaken 

that is relatively independent of the Parma group, with research 

into autism and psychopathy.9

The intertwining of these strands of mirror neuron research 

allows us to treat them as possibilities of a single research project. 

Analyzing that project as a whole and taking into account its his-

tory, which stretches from the 1980s to the present, makes visible 

the underlying structure of mirror neuron research, a structure 

that is obscured when analysis is restricted to only one of its com-

ponent parts. As I will show, the organization of mirror neuron 

experiments made as conditions of research two forms of differ-

ence between the mirrored acts: nonsimultaneity and incongruence. 

References to these forms of differences have multiplied within 

the mirror neuron literature, and they have provided powerful 

resources for a number of important debates, for instance about 

the distinction between animals and humans in so-called higher 

order mirroring and the explanation of the origins of language. 

In this way a historical account of mirror neuron research that is 

attentive to its experimental conditions sheds new light on cen-

tral features of the modern neural subject.

In the final part of the paper I will return to mirror neuron 

research on empathy and the emotional reading of mirror neuron 

function that it has legitimated. In that research the two forms of 

difference that I argue are essential to mirror neuron research—

nonsimultaneity and incongruence—are not immediately visible. 

In emphasizing the immediate character of the mirroring response 

in empathy, mirror neuron researchers effaced the differences 

between the executed and the observed act. But as I will argue, 

when one looks at research into what were taken to be patholo-

gies of empathy—psychopathy and autism—those differences 

resurface. The conceptual and experimental demands of research 

that sought to tease apart normal and pathological mirror neuron 

function required researchers to draw on the full complement of 
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conceptual and experimental resources, exposing some that were 

otherwise hidden. Pathology is thus a privileged site for examining 

the underlying structure of scientific objects. I end the paper with 

a discussion of how this analysis recasts debates over the emotional 

or cognitive understanding of mirror neuron function.

The Emergence of Mirror Neurons as a Research Program

T H E  P R O C E S S  O F  “mirroring” always involves difference. Even in 

the archetypal situation, my mirrored image confronts me as 

something foreign and inverted. But, depending on the type of 

mirroring, that difference can be expressed in a number of ways: 

Lacan’s mirrors offer an “imaginary” wholeness, in contrast to 

the fragmentary self; fairground mirrors distort our shape and 

height. For mirror neuron theorists like Rizzolatti and colleagues, 

the differences that were constitutive of the neuronal “mirroring” 

they described were determined by the history and demands of 

their experiments. As I will show, those experiments required 

first the nonsimultaneity of observed and executed action, often 

produced by a process of inhibition, and second what I’d like to 

call a tolerance for incongruence.

To understand why these two forms of difference were central 

to mirror neurons, we need to take a brief detour through the 

broader tradition out of which mirror neuron research emerged: 

the mapping of the sensory-motor cortex. This history goes back 

to the work of Canadian neurosurgeon Wilder Penfield in the 

1930s, 1940s, and 1950s. During that period Penfield and his 

coworkers mapped out the primary motor and somatosensory 

cortex, that is, the parts of the brain responsible for the process-

ing of motor and tactile information. The maps were configured 

pictorially, as “homunculi,” somatotopic maps with a positional 

arrangement of the body along the cortex (where the representa-

tion of the toes was adjacent to that of the foot, the lower leg, the 

upper leg, etc.). These images have since become iconic (fig. 9.1).10
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Two assumptions of Penfield’s maps are important for us here. 

First, the maps were either sensory or motor, not both.11 The motor 

map indicated which part of the cortex controlled the movement 

of which body part; conversely the somatosensory map contained 

a tactile representation of the body. The separation was expressed 

spatially: the motor and somatosensory homunculi were located on 

the so-called precentral and postcentral sulci. Second, according 

to Penfield’s model, the motor cortex coded only simple, elemen-

tary movements. The combination of such movements required the 

ordered excitation of multiple points on the motor map. For this 

it relied on a structure that lay outside the map, the higher order 

integrating system located between the sensory and motor cortices, 

a region sometimes referred to as the “associative areas.”12 In this 

view, then, with the associative areas at the center, the motor cor-

tex was considered “peripheral and almost exclusively executive.”13

In the 1980s Rizzolatti and his team in Parma worked to chal-

lenge the second assumption of Penfield’s model; they disputed 

the attribution of such a lowly function to the premotor cortex. 

Figure 9.1 Wilder Penfield’s motor and sensory homunculi.  

Source: Wilder Penfield and Theodore Rasmussen, The Cerebral Cortex of 

Man (New York: Macmillan, 1950), 44. Reproduced by permission of the 

Osler Library of the History of Medicine, McGill University.
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Instead they thought that a part of the premotor cortex might be 

responsible for complex “actions,” which Rizzolatti et al. defined 

“as a sequence of movements which, when executed, allows one 

to reach his goal.”14 In a pair of papers published in 1988 the 

researchers set out to demonstrate that “complex actions” were 

not dependent on an association system; they could be coded 

within the premotor cortex itself, even by a single neuron.

To provide evidence for their claims, Rizzolatti and colleagues 

worked with three macaque monkeys “selected for their docility” 

and trained to sit on a chair with their head fixed looking forward.15 

Electrodes were inserted into their brain, which recorded the activ-

ity of individual neurons during the experiment. The animals 

were surrounded by a “plexiglass perimeter” at arm’s length. The 

plexiglass had nine holes arranged in three rows into which the 

experimenters could place pieces of food. The monkeys were then 

prompted to extend their arm to reach for the food, which counted 

for Rizzolatti as a complex “action” rather than a simple “move-

ment.” Through the varying locations in space of the objects in the 

nine perimeter holes, and an additional set of variations of the test 

(e.g., presenting food to the animal closer to the body, and with dif-

ferent experimental apparatuses), researchers were able to relate a 

large set of actions to the activity of individual neurons.16 Based on 

these data, they mapped out the function of the premotor cortex.

We can see how the maps Rizzolatti produced could serve as evi-

dence for the complexity of the premotor cortex. The maps showed 

two things. First, the premotor cortex, more specifically the rostral 

and caudal areas of its inferior part (areas F4 and F5), had its own 

somatotopy, which lent a certain independence to it.17 Second, as 

the researchers pointed out, in the premotor areas “neuron activ-

ity [was] frequently related to movements involving more than 

one articulation, [and] the maps [were] expressed in terms of body 

parts controlled by the neuron encountered in a given penetra-

tion.”18 The maps were thus representations of “active movements” 

or, in the later terminology, “actions” (fig. 9.2).19
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Rizzolatti’s challenge to the second assumption of Penfield’s 

motor maps (that they did not code “actions”) also led him to chal-

lenge the first: the clean distinction between sensory and motor 

areas. The actions Rizzolatti elicited from the macaques had an 

inherent sensory element. They involved both the visual recogni-

tion of the stimulus in space (presented in one of the perimeter 

holes) and the proprioceptive experience of grasping the object.20 

In the 1988 papers the Parma team described a similar mixture 

of sensory and motor elements at the level of the neurons.21 The 

majority of neurons in area F4 was “strongly responsive to tactile 

stimuli” and “related to proximal and facial movements.”22 More-

over the stimuli and actions were closely related: for instance, 

the neurons that controlled proximal movement (i.e., movement 

within the space close to the body) were “triggered by stimuli 

Figure 9.2 Brain map of areas F1, F4, and F 5. The letters indicate parts of the 

body: A = arm; F = face; H = hand; M = mouth; N = neck; T = upper trunk.  

Source: M. Gentilucci, L. Fogassi, G. Luppino, M. Matelli, R. Camarda, and 

G. Rizzolatti, “Functional Organization of Inferior Area 6 in the Macaque 

Monkey. I. Somatotopy and the Control of Proximal Movements,” 

Experimental Brain Research 71 (1988): 478. Reprinted with kind 

permission from Springer Science and Business Media.
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presented in the animal’s peripersonal space.” “Thus, an object 

presented in a particular spatial position activate[d] the neurons 

controlling the motor act ‘reach’ and, if the motivation [was] suf-

ficient, these neurons [would] bring the arm in the space position 

where the stimulus [was] located.”23 The researchers concluded 

that for F4 neurons “their input-output relationship [was] very 

complex.” The difference between Penfield’s traditional “execu-

tive” primary motor cortex and the premotor cortex was thus 

“quite clear.”24

The Nonsimultaneity of Observation and Action in the Mirror Box

T H E  F U N C T I O N A L  C O M P L E X I T Y  of the reaching-grasping neurons 

explains the introduction of the first form of difference into our 

story: nonsimultaneity. In 1990 the Parma team turned their 

attention to the anterior superior part of the premotor cortex 

(area F7).25 As before, these neurons seemed to be closely related 

to reaching and grasping movements, that is, complex actions, 

which were tested with an experimental apparatus (the perim-

eter test) similar to that in the 1988 papers. In the 1990 paper, 

however, the researchers adopted more rigorous means to prove 

that the neurons were functionally complex; they had to discount 

the possibility that the neurons’ activities could be explained in 

sensory or motor terms alone. This required two conditions: a 

recording of neural activity clearly attributable to the sensory 

stimulus and a recording of activity attributable to the movement. 

And because these two conditions were mutually exclusive, they 

had to be separated temporally.

The researchers related the neuronal activity to three moments 

in the experiment: the initial awareness of the sensory stimulus 

(marked by a saccade, which is an eye movement), the beginning 

of the reaching-grasping movement, and the end of the move-

ment. In figure 9.3 these three moments are represented by a 

triangle, a dotted vertical line, and a heavy vertical line, respec-
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tively. The three moments delimited two distinct phases of neuro-

nal activity: stimulus without movement, and movement.

As figure 9.3 shows, the researchers noted a change in neuro-

nal activity—represented by white space26—after the presenta-

tion of the stimulus. Importantly the activity of the neuron was 

similar during both the premovement phase (from the initial 

awareness of the stimulus to the beginning of the reaching move-

ment, triangle to dotted line) and during the movement (dotted 

line to heavy line).27 Rizzolatti concluded that the neurons in area 

F7 were functionally complex.

Even given this temporal separation, Rizzolatti wasn’t entirely 

satisfied that he had identified both sensory and motor proper-

ties. Because the neurons were located in the premotor cortex, he 

was most concerned to discount the possibility that the neurons’ 

activity during the premovement phase could be attributed to 

motor activity.28 One such concern revolved around “set-related 

neurons.” Set-related neurons had been found in various motor 

areas and showed activity before the movement began. But this 

premovement activity “reflect[ed] the motor aspect of the move-

ment preparation rather than sensory or motivational factors.”29 

If the reaching-grasping neurons were like set-related neurons, 

the premovement activity wouldn’t indicate that the neurons also 

had sensory properties. I will not go into the details of how Riz-

zolatti and his team sought to distinguish the two sensory and 

motor responses; for my argument it is sufficient to know that 

they took great care to do so: they needed a clear and sharp dis-

tinction between sensory and motor phases.30

In the 1990 paper the nonsimultaneity of stimulus presentation 

and movement, and thus the delimiting of two distinct phases of neu-

ronal activity, was determined by observation. In a paper published 

two years later that nonsimultaneity was produced by the experimen-

tal apparatus. In “Understanding Motor Events: A Neurophysiologi-

cal Study,” the paper that first described the characteristics of mirror 

neurons (without yet using their name), Rizzolatti and his coworkers 



Figure 9.3 Neural firing is inhibited before and during a reaching-grasping 

movement. Every row in this plot is a single trial. Every black dot is the 

occurrence of an action potential within the trial. Ten individual trials are 

shown. The triangles signify the saccadic eye movement triggered by stimulus 

presentation; the dotted line designates the beginning of movement; and the 

solid line designates the end of the movement.  

Source: Modified from G. Rizzolatti, M. Gentilucci, R. M. Camarda, V. Gallese, G. 

Luppino, M. Matelli, and L. Fogassi, “Neurons Related to Reaching-Grasping 

Arm Movements in the Rostral Part of Area 6 (Area 6aβ),” Experimental Brain 

Research 82 (1990): 341. Reprinted with kind permission from Springer Science 

and Business Media.
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repeated their experiment with a new setup. Now food was placed 

under a geometric object in a box. The front door of the box consisted 

of a one-way mirror. When the monkey pressed a switch, the inside of 

the box was lit so that the mirror became transparent, presenting the 

monkey with the sensory stimulus. Provided he continued to press 

the switch, after a delay of 1.2 to 1.5 seconds the door would open, 

and the monkey could reach for the object and thus access the food. 

The one-way mirror thus experimentally produced the three dividing 

lines that had been described in the earlier paper: the presentation of 

the stimulus (mirror-door becomes transparent), the beginning of the 

movement (mirror-door opens), and the end of the movement (grasp-

ing the object). But unlike the relatively messy and varying timings 

of the 1990 experiment, where the triangles didn’t line up and there 

was no consistent gap between the presentation of the stimulus and 

the start of the movement, here it could be more closely controlled: 

the two phases, “seeing without moving” (glass door shut) and “mov-

ing” (glass door open), were neatly separated.

In the analysis and comparison of these two phases we can 

already see the sensory-motor basis that would become central 

for the mirroring neurons: neurons that both responded to sen-

sory stimuli (observation condition) and were active during motor 

action (execution condition). But the structure of the experi-

ment makes clear why the presentation of the stimulus and the 

action couldn’t be simultaneous. The evidence that the neurons 

had both sensory and motor properties required the comparison 

of neuronal activity during two mutually exclusive conditions: 

stimulus without movement, and movement. This reliance on the 

nonsimultaneity of the stimulus and the executed action would 

carry over into the research on mirror neurons.

Incongruence

A T  T H I S  S T A G E  we are still an important step away from mirror 

neurons. The two experimental conditions during which neuro-
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nal activity was recorded and compared remained starkly differ-

ent: On the one hand the researchers measured the activity of 

the neuron during a complex action; on the other they measured 

it during the presentation of a simple sensory stimulus, an object 

placed in a particular location in the monkey’s visual field. Given 

the disparity between what was observed and what was executed, 

it was difficult to make the claim that there was any mirroring 

between them. The emergence of mirroring as an explicit theme 

would have to wait for a chance event.

In running the experiment the researchers periodically had 

to enter the scene to pick up the food or place it inside the mir-

ror box. During this process (officially outside the limits of the 

experiment) the monkeys remained in place and the recording 

equipment was on. The electrodes thus caught the activity of the 

monkey’s F5 neurons in response to the researchers’ actions. As 

the 1992 paper noted, “in the absence of any overt movement of 

the monkey,” the behaving scientist activated a “relatively large 

proportion of F5 neurons,” which had been active when the mon-

key performed the same movements.31 That is, the researchers 

had inadvertently substituted a new stimulus, and—this was the 

important change—the observed action (researcher reaching for 

the object) was now similar to—in Rizzolatti’s language, “congru-

ent” with—the monkey’s (monkey reaching for the object); they 

mirrored each other.32 Following this discovery the researchers 

began to “perform a series of motor actions in front of the ani-

mal.”33

The increased similarity between observed and executed 

actions made the “congruence” between them a central con-

cept in the research. Already in the 1996 paper Rizzolatti dis-

tinguished between two types of mirror neurons based on their 

congruence.34 In the first class, the broadly congruent (the most 

common type, accounting for over 60 percent of mirror neu-

rons), neurons could be activated by a varied range of actions, 

for example reaching, grasping, and rotation of the hand; in the 
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researchers’ words, “There was a link, but not identity, between 

the effective observed and executed action.” In the second class, 

the strictly congruent, the observed movement and the executed 

movement correlating with the neuronal activity “corresponded 

both in terms of general action (e.g. grasping) and in terms of the 

way in which the action was executed (e.g. precision grip).”35

The responses of a strictly congruent neuron are presented in 

figure 9.4. The neuron was tested under three conditions: in A 

the experimenter placed a raisin on a tray; in B he grasped the 

raisin; and in C the monkey performed the same grasping action. 

Actions B and C were “congruent,” and in both cases the neu-

ron showed a “response inhibition of the spontaneous discharge” 

(which can be observed by the absence of activity immediately 

after both observing, as in B, and executing, as in C, the grasp-

ing).36 The action A was not, however, sufficiently similar to C, 

and in that case the neuron showed no change in activity. For 

“strictly congruent” neurons the observed actions had to reach a 

threshold similarity to the executed action in order for the neu-

ron to fire.

The term congruent seems appropriate to this situation. In 

geometry two figures are congruent when they have the same 

shape and size but different locations and orientations. So too in 

the mirror neuron experiment the same action (grasping) was 

performed by two different subjects, in this case the macaque 

and the experimenter. But because the actions were performed 

by different subjects, even at the level of the action there could 

be no identity. In fact even strictly congruent mirror neurons 

needed to respond to a range of actions that were only broadly 

similar to the executed action coded by the neuron; they had to 

have a tolerance for incongruence. This tolerance for incongru-

ence was crucial both for the research trajectory—after all, when 

they first noted neuronal response to the observation of a “con-

gruent” movement, they were actually testing for its response to 

an entirely incongruent static stimulus—and for the experiment 
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itself, where the experimenters could only hope to activate the 

neurons if they didn’t have to produce a direct copy of the ani-

mal’s action.

The nonsimultaneity and incongruence of the observed and 

executed actions are hardly surprising given the nature of the 

experiment. It is impossible to imagine that the two actions 

could be absolutely simultaneous or identical. But as I have 

suggested, these forms of difference were not simply noise in 

the experiment, something to be reduced as much as possible. 

Without the nonsimultaneity of the two actions it would not 

have been possible to attribute sensory properties to the neu-

ron. It was not that the two acts were not simultaneous; they 

could not have been. And without a tolerance of incongruence, 

the researchers would not have been able to experiment on and 

thus analyze the neurons’ sensory properties. The two forms of 

difference were conditions of the discovery of and experiment-

ing on mirror neurons.

Figure 9.4 Example of a highly congruent mirror neuron.  

Source: G. Rizzolatti, L. Fadiga, V. Gallese, and L. Fogassi, “Premotor 

Cortex and the Recognition of Motor Actions,” Cognitive Brain Research 3 

(1996): 135. Reprinted with permission from Elsevier.
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Human-Animal Distinction

N O T  O N L Y  D I D  nonsimultaneity and incongruence play a central 

role in the discovery of mirror neurons; they also provided con-

ceptual resources for some of the most important debates within 

the field. Not least, despite the robust and multiple connections 

between animals and humans that mirror neuron research has 

brought to light, these two forms of difference have opened space 

for others to argue that mirror neurons hold the key to human 

specificity.

The history of mirror neuron research, as I have been telling it 

here, certainly tends to challenge the idea that mirror neurons set 

humans apart from animals, not least because they were first dis-

covered in monkeys. The relationship becomes even more com-

plicated when we remember that the first mirroring took place 

between humans and animals, when the recording device picked 

up neuronal activity in the macaque brain as the scientists set up 

the experimental system.37 Moreover, in the paper that first sug-

gested the existence of mirror neurons in humans, a collabora-

tion between the Parma group and researchers at the University 

of Milan, the researchers relied on homologies between monkeys 

and humans to make their case.38 Given this closely entwined 

nature of human and animal research, how have scientists jus-

tified their claims that mirror neurons set humans apart? The 

answer lies in a judicious use of the two forms of difference I dis-

cussed earlier: nonsimultaneity and incongruence.

Higher Order Mirroring and Nonsimultaneity

T H E  M O S T  P R O M I N E N T  scientist to claim that mirror neurons provide 

the key to our humanity is Ramachandran, one of the few who 

contributed to the debate about mirror neurons without sustained 

collaboration with the Parma center. In 2001 Ramachandran 

discussed the “great leap” (sometimes called the “big bang”) 
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of human evolution, which was a sudden rise in technological 

development and cultural expressions such as cave art, clothes, 

and new kinds of dwellings about forty thousand years ago.39 He 

asked why this happened only then, rather than 250,000 years 

ago, when the hominid brain had reached its present size. The 

common answer was that, due to a sudden genetic shift, previ-

ously unconnected functional areas of the brain were suddenly 

able to work together. Ramachandran suggested a modification of 

this view: if there was a genetic change, it concerned the mirror 

neuron system, increasing its “sophistication” and therefore its 

“learnability.”40

It is not exactly clear what “sophistication” means here, but 

from what Ramachandran argued, he seemed to be referring 

to the human ability to imitate highly complex actions. As he wrote, 

these “sophisticated” mirror neurons, and the advanced imitation 

capacities they enabled, allowed developments such as “tool use, 

art, math, and even aspects of language” to “spread very quickly 

through the population.”41 The emphasis here was not so much 

on invention as dissemination. Ramachandran admitted that the 

same or similar innovations might as well have occurred with 

“earlier hominids” like Homo erectus or Neanderthals, but, he sug-

gested, because these hominids possessed a less powerful mir-

ror neuron system, the innovations “quickly drop[ped] out of the 

‘meme pool.’”42 The distinction between humans and animals, 

and between Homo sapiens and other members of the same genus, 

then, seemed to be located in their ability to match ever more 

closely the observed action.

As the discussion developed, and the analysis of higher order 

mirroring was picked up by Iacoboni at the UCLA Brain Map-

ping Center, it became clear that the key to this process was 

inhibition (separating action-execution and action-observation 

temporally). Drawing on the work of Dutch social psychologist 

Ap Dijksterhuis, Iacoboni distinguished two forms of imitation 

in humans: “low road” imitation, a straightforward form of imi-
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tation like grasping a cup; and “high road” imitation, a form 

of complex automatic mimicry where subtle forms of imitative 

behavior (e.g., set off by thinking of a college professor on the 

one hand, or soccer hooligans on the other hand) had an effect 

on cognitive performance.43 Iacoboni didn’t believe that these 

higher forms of imitative behavior could be explained by the 

class of mirror neurons that the Parma team had discovered 

in monkeys. Rather, he suggested, an additional element was 

needed to regulate the simpler mirror neurons. He called these 

higher order neurons “super mirror neurons,” to indicate that 

they worked as a “functional layer ‘on top of’ the classical mirror 

neurons, controlling and modulating their activity.”44

The existence of such “super mirror neurons” was suggested to 

Iacoboni by the results of a collaborative study with the electro-

physiologist Itzhak Fried at Tel Aviv University.45 The paper “Single 

Neuron Responses in Humans during Execution and Observation 

of Actions” that resulted from this collaboration is considered a 

milestone in the history of mirror neuron research, for it pro-

vided the first direct evidence for mirror neurons in humans.46 

But what interests me about the paper here is that the researchers 

found evidence for super mirror neurons. They took advantage 

of a group of patients suffering from drug-resistant frontal lobe 

epilepsy (their epileptic foci were located in the medial frontal 

and temporal cortices). The last resort treatment of these patients 

was surgery, and in order to locate the exact focus of the epileptic 

activity and tell the surgeon where to cut, electrodes were rou-

tinely implanted in various brain regions so that brain activity 

could be measured over an extended period of time. The situa-

tion provided an unrivaled opportunity for studying areas of the 

brain with far greater precision than was usually allowed; Iaco-

boni could benefit from the “exquisite resolution of single cells” 

recorded from these patients while they completed various tasks.47

In the study, a collaboration between researchers at UCLA, UC 

Davis, and Tel Aviv University, subjects were asked to observe 
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various grasping actions and facial gestures on a computer screen 

(observation conditions); in addition they were cued to perform 

the same actions in response to a visually presented word (execu-

tion conditions). The scientists identified a set of mirror neurons 

in the medial frontal and temporal cortices, which responded 

during both the execution and the observation of the same action. 

These, however, could be divided into two groups, one that had 

similar responses in both action-execution and action-observa-

tion and another where the cells responded “with excitation dur-

ing action-execution and inhibition during action-observation” 

(fig. 9.5).48 It was these latter cells that Iacoboni would later call 

“super mirror neurons,” which the researchers suggested might 

play a role in controlling “unwanted imitation.”49 As they wrote, 

“Mirroring activity, by definition, generalizes across agency and 

matches executed actions performed by self with perceived action 

performed by others. Although this may facilitate imitative learn-

ing, it may also induce unwanted imitation. Thus, it seems neces-

sary to implement neuronal mechanisms of control. The subset 

of mirror neurons responding with opposite patterns of excitation 

and inhibition during action-execution and action-observation 

seem ideally suited for this control function.”50

The point is that Iacoboni explained the ability of super mir-

ror neurons to “organiz[e] simpler imitative actions—the low 

road—into complex forms of imitative behavior—the high road” 

by their ability to separate the observed and the executed act.51 

But of course this separation was not a new addition to mir-

ror neuron research. In breaking the immediacy of the rela-

tionship between observed and executed acts in super mirror 

neurons, Iacoboni was only maximizing a similar mediation at 

the heart of all mirror neurons (including those in macaques): 

the action inhibition during observation and thus nonsimulta-

neity between observation and execution that had been central 

to their discovery in the first place.



Figure 9.5 “Super mirror neurons” showing inverse mirroring.  

Source: R. Mukamel, A. Ekstrom, J. Kaplan, M. Iacoboni, and I. Fried, “Single-

Neuron Responses in Humans during Execution and Observation of Actions,” 

Current Biology 20 (2010): 754. Reprinted with permission from Elsevier.
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Language and Incongruence

S I M I L A R L Y  T H E  T O L E R A T I O N  of incongruence has also played an 

important role in the human-animal debate, especially as relates 

to the origin of language. The origin of language is not a widely 

studied question in mirror neuron research—we are essentially 

dealing with a handful of papers written in the 1990s of which 

a short speculative paper by Rizzolatti and the computer scientist 

Arbib from 1998 is the most important one—but the arguments 

used are nonetheless instructive.52

As mentioned in my earlier discussion of the 1996 paper, 

the Italians had argued for the existence of mirror neurons in 

humans by drawing on homologies with monkey brains. Signifi-

cantly F5 in monkeys, the area that contained mirror neurons, 

corresponded to area 44 in humans, also called Broca’s area. 

Since Broca’s area has long been regarded as the area of the brain 

related to motor speech, the homology seemed to suggest that 

mirror neurons might play a role in the emergence of language. 

To understand this connection, Rizzolatti and Arbib engaged 

with the idea that there was a sharp divide between human and 

animal speech.53 Vocalization in nonhuman primates was medi-

ated by the cingulate cortex and the diencephalic and brain stem 

structure, located deep within the brain, far from Broca’s area. 

In addition animal vocal calls seemed to serve a different form of 

communication, which aimed not at a particular individual, like 

speech, but at a group at large. Finally, monkey vocalization was 

related to instinctive and emotional behavior, whereas speech was 

not.54 While agreeing with the broader argument, Rizzolatti and 

Arbib suggested another evolutionary pathway: human speech 

evolved out of animal gestures, gestures controlled by mirror 

neurons.55 The mirror neurons in motor area F5 might then be 

the “neural prerequisite for the development of inter-individual 

communication and finally of speech.”56 This was the significance 

of the supposed homology between F5 and Broca’s area.
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Rizzolatti and Arbib argued that mirror neurons could explain 

primary communicative gestures, but to do so they had to rely 

on the incongruence between the mirrored actions. When con-

fronted with an action “of particular interest,” the mirror neuron 

system would “allow a brief prefix of the movement to be exhib-

ited.” Thus in seeing ingestive processes, the monkey would per-

form “lipsmacks” or “tonguesmacks.” In similar ways “a primitive 

vocabulary of meaningful sounds could start to develop.”57 Later 

experiments suggested a similar process in humans. For example, 

Gentilucci et al. presented participants with two 3-D objects, one 

large, one small, and asked them to open their mouth when see-

ing them. They found that lip aperture increased when the move-

ment was toward a large object and decreased when directed at 

a small object.58 What is important for my argument here is the 

way in which differentiation or the lack of absolute congruence 

was central to the process; the mirrored “prefix” (lipsmacks) was 

only weakly congruent with the act observed (eating). Such dif-

ferentiation allowed the connection and yet difference between 

the signified object and the signifying sign, and by extension 

the development of a linguistic system where even this tenuous 

relationship of resemblance was given up. That is, the process 

of multiple incongruent mirrorings eventually allowed a purely 

conventional relationship between signifier and signified. In Riz-

zolatti and Arbib’s words, “Sounds acquired a descriptive value.”59

Empathy and the E�acing of Di�erence

W H I L E  T E M P O R A L  D I S P L A C E M E N T  and incongruence, forms of differ-

ence fixed by the initial experimental setup of mirror neuron 

research, have played important roles in debates around human-

animal difference, they have been far less visible in the most 

prominent strand of mirror neuron research: on empathy.60 In 

fact, despite researchers’ claims, empathy research required a sig-

nificant refiguring of what mirroring involved. The best-known 
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paper connecting a mirror neuron mechanism to empathy (a 

“mirroring” of other people’s emotions) was published in 2003 

by Marseille-based neuroscientist Bruno Wicker in a collabora-

tion with Rizzolatti, Gallese, and Christian Keysers at Groningen, 

Netherlands: “Both of Us Disgusted in My Insula.” Running sepa-

rate fMRI trials on human subjects for the observation of the facial 

expression of disgust on the one hand, and the actual experience 

of disgust from exposure to “stinking balls” on the other hand, 

the researchers found that some regions of the anterior insula 

were activated in both cases. The researchers asserted that the 

same principles underlying the function of “classical” visuomotor 

mirror neurons in F5 applied to those responsible for these emo-

tions: “As observing hand action activates the observer’s motor 

representation of that action, observing an emotion activates the 

neural representation of that emotion.” The understanding of 

emotions took place by “matching felt and observed emotions” 

(fig. 9.6).61

At first sight the experiment looks similar to the earlier ones: 

a comparison of neuronal activity during observation and exe-

cution. But the French-led team diverged from previous papers 

in a crucial way. As we saw in the earlier experiments involving 

actions, it was a condition of the analysis that during observation 

of an action (the experimenter grasping a raisin), the subject’s 

own performance of that action (the macaque grasping the rai-

sin) had to be delayed, otherwise it would have been impossible 

to exclude the possibility that the neuronal activity was corre-

lated with the executed, not the observed, action. This was what I 

called the nonsimultaneity condition. Transposed to the empathy 

experiments, this would suggest that to be able to prove the exis-

tence of mirroring, the researchers would have to measure neuro-

nal activity in response to the observed emotion during a period 

when the subject wasn’t feeling (executing) that emotion herself.

Wicker et al.’s experiments, however, did not recognize this con-

dition. This can be seen in a slippage in their terminology. For the 
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majority of the paper the authors are clear that observation merely 

activates the “neural representation” of an emotion, and this is 

what allows the subject to “understand” it. But at a number of cru-

cial moments, especially when working out the larger implications 

of the research, they suggest that this was more than just a “repre-

sentation.” During the “observation condition,” when the subject 

was presented with a video clip of a disgusted face, the research-

ers claimed that the subject also felt disgusted, so the emotion was 

“shared.” The activation of the emotion (its feeling), not just its neu-

ral representation, is what allowed Wicker et al. to endorse the “hot 

hypothesis” of emotion understanding. When an observer saw a 

“conspecific” looking disgusted after the consumption of food, the 

observer inferred “automatically” that the food should be avoided 

because they experienced the disgust at the same time.62

The slippage between the “neural representation” of an emo-

tion and that emotion itself also directly concerns the second form 

Figure 9.6 Sagittal sections through the averaged left hemisphere of the 

fourteen participating subjects in the study. The white patches indicate the 

overlap of the vision and olfaction of disgust, which are located in the insula.  

Source: B. Wicker, C. Keysers, J. Plailly, J.-P. Royet, V. Gallese, and G. 

Rizzolatti, “Both of Us Disgusted in My Insula: The Common Neural 

Basis of Seeing and Feeling Disgust,” Neuron 40 (2003): 660. Reprinted 

with permission from Elsevier.
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of difference: incongruence. When Wicker et al. implied that the 

neuronal representation was the emotion, they shut down the 

possibility that the neuronal representation could correspond to 

a range of different feelings. It is telling that in the paper the 

authors did not actually ask the subjects about their emotional 

response to sniffing the odorants or observing the actors’ facial 

expressions; the fMRI results were sufficient evidence of the emo-

tion.63 Ruth Leys has made a parallel criticism in her questioning 

of the cogency of Wicker et al.’s experiment (together with the 

follow-up study by Jabbi et al.).64 She explains the failure of mir-

ror neuron researchers to ask their subjects about their emotional 

states by their assumption that there was a direct and reliable 

relationship between so-called basic emotions and facial expres-

sions. According to this assumption, Leys argued, the research-

ers collapsed emotions into corporeal states and neglected the 

“social-transactional character” of emotional (re)actions.65

If in much empathy research we see a downplaying of the con-

stitutive differences of the mirror neuron paradigm, that does 

not mean that they were fully effaced there. Indeed we can see 

a return to the themes of nonsimultaneity (through inhibition) 

and incongruence at the margins, most importantly in mir-

ror neuron researchers’ attempts to understand disturbances of 

empathy: psychopathy and autism. As is often the case in medi-

cine, researchers had to draw on the full arsenal of conceptual 

resources available to them in order to understand the complex-

ity of pathology and its relationship to normality. For this reason 

the study of research into psychopathy and autism provides priv-

ileged access into the structure of mirror neuron research into 

empathy more generally.66

Psychopathy

I N  R E C E N T  Y E A R S  a number of smaller research groups have begun 

to investigate the relationship between mirror neuron systems 
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and psychopathy; among these is a collaboration between the 

University of Montreal and Harvard Medical School led by Alvaro 

Pascual-Leone and a research group at University of Groningen 

in Holland led by Christian Keysers.67 The use of mirror neurons, 

more specifically the ability to produce nonsimultaneity through 

inhibition, helped explain the dual nature of psychopathy: psy-

chopaths seemed at the same time acutely aware of the emotions 

of others (which allowed them to be so charming) and profoundly 

indifferent to them (which accounted for their ability to harm oth-

ers). In a more popular presentation of his work, Keysers used the 

fictional Hannibal Lecter from The Silence of the Lambs to describe 

the condition: “Despite the varnish of sophistication . . . Lecter is 

capable of horrible crimes.” What makes psychopathy so disturb-

ing to us is not simply the discovery that psychopathic individuals 

lack empathy; it is also the insight that they “combine a talent for 

manipulation with a lack of remorse.”68

Keysers’s graduate student Harma Meffert and their colleagues 

demonstrated this dual character of psychopathy and its relation-

ship to the mirror neuron system in 2013 in an fMRI study on 

convicted psychopathic offenders in Holland.69 In the “observa-

tion condition,” the subjects were asked to watch videos of two 

hands interacting with each other in different ways, represent-

ing “love” (hands caressing each other), “pain” (one hand hitting 

the other), and “social exclusion” (one hand pushing away the 

other hand), while their brains were scanned. In the “experience 

condition,” subjects experienced matched conditions on their 

own hands, being alternately caressed, hit, or pushed away by 

the experimenter. During all this the activity of their brain was 

recorded.

As the results suggested, the psychopathic group showed 

reduced activity in regions involved in experiencing emotions, 

the supposed mirror neuron areas, what the researchers termed 

reduced “vicarious activity.”70 The psychopaths did not “feel” the 

emotions of the people they observed. But the study also showed 
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that this didn’t have to be the case, and this allowed the research-

ers to draw conclusions about the seductive-merciless character 

of psychopaths. In a third condition (the “empathy condition”), 

subjects were explicitly instructed to empathize, to “feel with the 

receiving . . . or the approaching . . . hand” on the videos. The 

researchers found that these “explicit instructions to empathize 

significantly reduced the group differences with regions associ-

ated with vicarious activations.”71 The mirror neuron system in 

psychopaths, which was normally “switched off,” could also be 

switched on.72 In fact this possibility held the key to the psycho-

paths’ ability to be charming as well as cruel.73

This confirmed a similar observation that had been made 

five years earlier in normal individuals. In their 2008 study the 

Harvard-Montreal group of Pascual-Leone (a leader in the devel-

opment of transcranial magnetic stimulation, or TMS) recorded 

TMS-induced motor evoked potentials (MEP) in a group of male 

college students.74 Based on results from previous studies, they 

assumed that the observation of pain in others led to a decreased 

MEP amplitude in normal subjects, which was considered a mea-

sure of mirror neuron activity. To determine character traits all 

subjects also took the Psychopathic Personality Inventory, which 

situated the subjects along several axes measuring their “Machia-

vellian egocentricity,” “coldheartedness,” and “stress immunity.” 

Somewhat surprisingly the team found that individuals who 

scored highest on the coldheartedness scale displayed the largest 

modulation of cortical excitability.75

To explain their results the Montreal-Harvard group appealed 

to a distinction made by A. Aventani et al. in 2005 between “sen-

sory empathy” and “emotional, state or trait empathy.”76 “Sen-

sory empathy” was the “strict ability to understand the affective, 

sensory or emotional state of another individual”; “trait empa-

thy” made that information “available to the observer for an 

emotional/affective response.” They suggested that their conclu-

sions—using a distinction between understanding and feeling 
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of emotion—were consistent with data by R. Blair, who in 2005 

had suggested that in psychopathy “motor empathy” and “theory 

of mind” were unaffected, whereas “emotional empathy” was 

impaired (here “motor empathy” roughly mapped onto “sensory 

empathy” in Aventani’s distinction). The high modulation of cor-

tical excitability among the “cold-hearted” subjects suggested that 

they were sensorially empathetic, which enabled their “notorious 

manipulative nature” and “their ability to exploit weaknesses in 

others.” In contrast “trait empathy” seemed to be “maladaptive” 

in psychopaths.77 The subjects’ pathology could thus be traced to 

their ability to distance themselves emotionally from the actions 

of others, to separate the knowledge of the observed act from the 

feelings they had themselves. The nonsimultaneity of observed 

and felt emotion in “sensory” empathy thus became key to under-

standing psychopathy.

Autism

W H I L E  P S Y C H O P A T H Y  R E S E A R C H  suggested the existence of a form of 

empathy and mirroring that involved separation of observed and 

felt emotions, a parallel strand of research suggested that our two 

forms of difference—nonsimultaneity and incongruence of exe-

cution and observation—were not merely pathological but were 

necessary for normal mirroring. Deeply connected in this tradi-

tion to the question of empathy, autism has a similarly prominent 

profile in the research.

Experimental evidence for a connection between mirror neu-

rons and autism came from three research groups in the mid-

2000s. In 2004 a group of researchers around neuroscientist 

Riitta Hari at the Helsinki Institute of Technology noted that in a 

magnetoencephalography study individuals with Asperger’s syn-

drome (a condition related to autism) manifested delayed activa-

tion of the mirror neuron system in the inferior frontal lobe during 

an imitation task.78 A year later, using a method involving “mu 
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oscillations” to determine mirror neuron activity, Ramachandran 

and his colleagues at UC San Diego compared normal and autistic 

patients while opening and closing their own hand at a specific 

rate and observing the same action on a video screen.79 The lack 

of “mu suppression” in the autistic patients during observation 

suggested to the researchers a “possible dysfunction in the mirror 

neuron system,” what Ramachandran later presented as the “bro-

ken mirror” hypothesis.80 Finally, in 2006 Justin Williams at the 

Department of Child Health at the University of Aberdeen and his 

coworkers (among them the evolutionary psychologist Andrew 

Whiten and David I. Perret, an expert in monkey neurophysiol-

ogy at St. Andrews) used fMRI to provide evidence for a link 

between mirror neurons and autism. Building on a protocol used 

by Iacoboni et al. in 1999 to identify the neural substrate of imita-

tion and mirror neuron function, they found a different pattern 

of brain activity in autistic individuals during an imitation task.81

The authors of these three studies discussed in considerable 

detail the neurophysiological changes seen in the disturbed mir-

ror neuron system. But on the specifics of the failures (behav-

ioral, cognitive, emotional, etc.) they were less clear. It remained 

undetermined how the symptoms of autism could be explained 

by a failure of mirroring. What did it mean to say that autism was 

caused by “broken mirrors”? For the most part Ramachandran 

and Williams outsourced this part of the project, relying on other 

studies to show the breakdown of mirroring in autistic patients. 

Claiming that mirror neuron impairment helped explain the 

full range of symptoms observed in autism, including imitation, 

language, theory of mind, and empathy, Ramachandran cited a 

range of works for each field.82 Similarly Williams referred back 

to one of his earlier articles on the topic, which contained a brief 

survey of autism research.83

This literature review (Williams et al. 2001) discusses the com-

plex relationship between autism and mirroring. Williams et al. 

referred to studies showing that “people with autism do not readily 
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imitate the actions of others,” especially when those actions were 

“complex.” But while this problem fit with the idea of an absence 

of mirroring in autism, the researchers also made reference to 

another type of pathology, referring to studies that described how 

autistic patients showed “inflexible and stereotyped behavior and 

language,” such as “copying actions,” “obsessive desire for same-

ness,” and “more stereotyped mimicking, such as echolalia.” For 

example, autistic patients might only repeat a question instead 

of answering it. Here the excess of mirroring, not its lack, was 

the problem. Williams et al.’s explanation for this second type of 

pathology should hold our interest, because it recalls our previ-

ous discussion of super mirror neurons. They argued that in such 

cases the mirror neuron system “might be evidencing poor mod-

ulation”; that is, the “inhibitory components” of the system were 

damaged.84 The implication was that healthy mirroring required 

inhibition, a separation or nonsimultaneity between observed 

and executed action.

We see a reference to the second form of difference, incon-

gruence, in a later paper by Ramachandran and his colleagues 

at the UCSD Center for Brain and Cognition. In an editorial for 

the journal Medical Hypotheses published in 2007, they emphasized 

the ways mirror neurons allowed the subject to discover com-

monality across different realms. They then extended the argu-

ment to help explain the understanding of metaphors. Quoting 

Shakespeare’s line “Juliet is the sun,” they claimed that we could 

understand it because we can “reveal the common denominator 

of radiance and warmth.”85 In autism this ability fails; individu-

als with autism were often unable to understand metaphors and 

interpreted them literally.86 As before, we see indeterminacy with 

respect to the failure of mirroring. Did the autistic patients lack 

functioning mirror neurons? Or was the problem that those mir-

ror neurons were too congruent and were activated only when the 

similarity between the two elements reached a certain threshold? 

Also as before, the implication was that normality was marked by 
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a certain tolerance for incongruence between the observed and 

the executed conditions, in this case the representation of the sun 

and the feeling of warmth in love. The two couldn’t be immedi-

ately related.

Autism thus seemed to be the inverse of psychopathy: the for-

mer at times promoted an excessive identification between the 

observed and executed acts; the latter made the separation too 

absolute. Researchers emphasized this relationship. As Pascual-

Leone’s group pointed out in their 2008 paper, whereas in psy-

chopathy emotional empathy was impaired with theory of mind 

and motor empathy intact, in autism emotional empathy was 

spared, and theory of mind and motor empathy showed defi-

cits.87 The two conditions were mirror images of each other.88 In 

both cases, however, nonsimultaneity and incongruence were 

the guiding principles. The analysis of autism suggested that nor-

mality might require a form of distancing and incongruence; 

the study of psychopathy suggested that distancing should not 

be pushed too far. In both cases the diseases were understood 

through a refiguring of the two forms of difference that were con-

stitutive of the mirror neuron project.

Emotion and Cognition

N O T  O N L Y  D I D  different mirror neuron researchers adopt different 

approaches to the questions of nonsimultaneity and incongru-

ence; their attitudes tended to correlate with the stance on the 

emotion/cognition question. Wicker and his colleagues, who 

downplayed these differences, used their analysis of empathy to 

suggest that humans had a “hot,” noncognitive, understanding 

of others. The emotional and noncognitive nature of the process 

made it a likely candidate for the “evolutionary [sic] oldest form of 

emotion understanding.” It was a “primitive mechanism,” shared 

by monkeys and humans to protect them from food poisoning.89 

Wicker et al.’s argument was part of a broader shift in neuro-
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science and psychology, in which researchers asserted the prior-

ity of direct and automatic processing of information.90 Take, for 

instance, the 1998 paper by Gallese and Alvin Goldman, a phi-

losopher at Rutgers University, who sought to explain how “mind 

reading” was possible in humans. Gallese and Goldman favored 

the “simulation theory” (ST) over the competing “theory theory” 

(TT).91 According to theory theory, “mental states [were] repre-

sented as inferred posits of a naïve theory.”92 Through a process 

of logical inference from a person’s actions and appearance, those 

actions could be understood and future behavior predicted. Here 

inference and cognition took center stage. By contrast simula-

tion theory suggested that we understood the actions of others 

through direct internal “representation” of the other’s mental 

state, with no theorizing involved. We come to read other minds 

by “putting [ourselves] in the other’s shoes.”93 It is easy to see 

how the mirror neuron system fit this latter model. Execution-

observation matching suggested that observing an action was 

neurologically similar to executing it, and by extension in seeing 

the expression of an emotion we “felt” it too. Gallese was explicit 

in a paper published in 2001. To empathize, in his account, was 

essentially to understand: “My proposal is that also sensations, 

pains and emotions displayed by others can be empathized, and 

therefore understood, through a mirror matching mechanism.”94

For those researchers who emphasized nonsimultaneity and 

incongruence, however, mirroring was often presented as a 

nonemotional, cognitive process. Take the Harvard-Montreal 

researchers on psychopathy: they opposed “sensory empathy” to 

“emotional empathy” because the former involved inhibition. In 

a similar way the LA researchers linked inhibition to higher order 

imitation (think college professor). The appeal to incongruence 

too tended to accompany a de-emphasis of the emotional. It was 

related to the emergence of language in Rizzolatti’s account and 

to the understanding of metaphor in Ramachandran’s.
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Mirror neuron research has relied on a complex articulation of 

similarity and difference. Though, as we have seen, there was a 

tendency to relate mirroring to repetition, emphasizing its imme-

diate emotional, noncognitive nature, at the heart of the mirror-

ing process we can also discern the negotiation with difference. 

This difference was inscribed in the very experimental setup in 

which mirror neurons had been discovered and was constituted 

by an explicit separation and nonsimilarity between the mirrored 

actions. A consideration of this differentiation helped distinguish 

humans from other animals and explain a number of intrahu-

man differences. These elements may have been downplayed in 

the empathy research, which has dominated the public under-

standing of mirror neurons, but this does not mean that they 

were entirely absent there. For though “mirroring” can be under-

stood as unthinking imitation, we should remember that thought 

is its own form of reflection.
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10 On How Adult Cerebral Plasticity Research  

Has Decoupled Pathology from Death

P R O C H I A N T Z  W A S  W A T C H I N G  outside a window, overseeing a Paris 

covered in pigeon dirt. I looked at my scribbles. “Death,” I had 

noted him saying, “is a solution. Life is a problem.”

Let me explain.

A Silent Embryogenesis

P A R I S ,  O C T O B E R  2 0 0 2 ,  in the office of Alain Prochiantz, professor at 

the École Normale Supérieure.

“What if cell death were normal?”

Prochiantz looked at me, provocatively. We were sitting in his 

office, a small box-shaped space on the seventh floor of the natu-

ral science building of the École Normale Supérieure, where he 

ran a neurobiology lab.

I wondered what to do with his question. Cell death normal? 

The death of neurons, which has such devastating consequences 

for humans? Normal?
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A few days earlier I had by chance overheard a coffee conversa-

tion between two of Prochiantz’s senior researchers, Alain Trem-

bleau and Michel Volovitch, who discussed whether they would 

invest in a biotech company he was about to launch.

I was curious to find out what the company was all about and, 

after a day of hesitation, I approached Prochiantz and asked him 

if he would mind telling me about his startup. Had it anything to 

do with his research on brain plasticity?

Since February I had been studying his lab’s effort to think 

about the adult human brain in embryogenetic terms—an effort 

that to many of his colleagues was an outrageous provocation.1 

The history of this provocation dates back to 1989.

At that time Prochiantz was working as an embryologist of the 

central nervous system and was interested in the relevance of the 

recently discovered homeotic genes for cellular morphogenesis.2 

It had been discovered in the mid-1980s that homeotic genes are 

preserved across phyla and organize the emergence of a basis 

body axis. Prochiantz was curious whether perhaps homeopro-

teins—transcription factors coded for by homeotic genes—were 

critical not only for the embryogenetic formation of a basic body 

axis but also for the migration and differentiation of cells. Perhaps 

homeoproteins direct a given cell to become a cell of the brain 

instead of the toe? And once in the brain a cell of the dentate 

gyrus rather than of the olfactory bulb?

In a control experiment his graduate student Alain Joliot had 

added homeoproteins—coded for by homeotic genes—to the 

extracellular milieu of mature neurons in a Petri dish. The aim of 

the control was to show that the mere co-culturing of homeopro-

teins and neurons had no effect on neurons. However, the next 

day Joliot and Prochiantz found the homeoproteins in the nuclei 

of the cells where they seemed to have caused an intense mor-

phogenetic outgrowth.

Could it be that homeoprotein can travel between neurons and 

cause—or allow for—morphogenetic changes?
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Implausible that possibility seemed for several reasons.

First, cell biologists had firmly established that cells are auton-

omous. The assumption was that each cell has a genome, and 

this genome—if modified by signaling molecules received from 

other cells—determines what will happen in a cell. The control 

experiment of Prochiantz and Joliot, however, seemed to suggest 

that a whole protein, a transcription factor, could enter a cell, 

go straight to the nucleus, and activate the genes responsible for 

morphogenesis. Could that be? When they explored this possibil-

ity with colleagues in other labs, the straightforward answer they 

got was no.

In Joliot’s words, “Not only would such a transfer have violated 

the principle of cell autonomy––it would also have undermined 

everything that was known about molecular signaling: How 

could something as big as a transcription factor leave a nucleus, 

travel through the cytoplasm, leave the cell, find its way through 

the extracellular milieu, and enter another cell, and all of this 

without degeneration of the protein?”

Second, at least since the 1880s histologists had known that 

humans are born with a definite number of nerve cells, and at 

least since the 1890s that the spectacular growth of the fine struc-

ture of these nerve cells comes to end once maturity is reach.3

“In fully grown animals,” as Ramón y Cajal wrote around the 

late 1890s, “the nervous system is essentially fixed.”

A morphogenetic outgrowth in already mature neurons thus 

ran counter to a century of careful neuroanatomical and neuro-

physiological research and hence seemed somewhat unlikely.

Despite—or because of—the provocative implications of their 

observation, however, Prochiantz felt they may have made a major 

discovery. Further experiments followed and not only established 

that the nonautonomous transfer of homeoproteins was a reg-

ularly occurring event, at least in vitro. They also showed that 

homeoproteins were actually expressed in a whole series of ani-

mals, including humans, up until adulthood.
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Perhaps one has to pause for a moment to understand the 

surprise this was: What actually would homeoproteins, that is, 

embryogenesis-specific transcription factors that control the cel-

lular emergence of form where before there was none, do in adult 

human brains? Especially as adult human brains were supposed 

to be fixed and immutable cellular structures?

The answer—at the time entirely speculative—that Prochiantz 

and Joliot came up with was that homeoproteins are perhaps cell-

independent plastic forces that, by way of transferring between 

neurons, activate genes that render a cell plastic, on the level of 

its form as much as on the level of its connections.

In 1991 they went public, publishing a short paper in the Pro-

ceedings of the National Academy of Sciences in which they reported 

that they had discovered a yet unknown embryogenetic signal-

ing mechanism: the noncell autonomous transfer of homeopro-

teins; that this signaling mechanism seemed critical for neuronal 

morphogenesis; and that it also occurred in adult human brains, 

where it rendered mature cells morphogenetically plastic.4

The reactions they got from their paper were overwhelmingly 

negative. Their colleagues were adamant that proteins do not 

slide between cells and that, as had been known and shown for 

over a century, the brain is a fixed and immutable cellular tis-

sue. Prochiantz, however, did not let go. As if unmoved by the 

critique of his peers, he continued to insist—in scientific publica-

tions as well as in a series of popular science books and talks—

that he and Joliot had made an important discovery, one that 

might overthrow neurobiology as we knew it.5 His colleagues, 

outraged by Prochiantz’s perseverance, began to turn away from 

him. Within a year or two his lab had been pushed to the margins 

of the Parisian community of neuroscientists, where it contin-

ued to work on what seemed ridiculous to those who surrounded 

them: the retained embryogenetic plasticity of the adult human 

brain.6 And then, after almost ten years of polemic and provoca-

tion, the unexpected happened. In the late 1990s two American 
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laboratories began to publish papers in which they reported that 

every day thousands of neurons are born in the brains of adult 

humans and nonhuman primates.7 The effect of these publica-

tions on neuroscience was that of an unanticipated—and thus 

turbulent—conceptual opening. The reports on adult neurogen-

esis quickly put in question the century-old truth of adult cere-

bral fixity; however, it undermined the established truth without 

providing a new conceptual framework for how to think about 

the brain. After all, no one knew yet whether the brain would be 

generally plastic, or, for that matter, what generally plastic would 

actually mean.8

For Prochiantz the discovery of adult neurogenesis amounted 

to a sudden change in the perception of his lab’s research. To 

many it suddenly seemed as if he and his colleagues had elabo-

rated an answer to a question that was only now being asked: 

Is the brain plastic? Are basic embryogenetic processes continu-

ing in the adult human brain? Which molecules regulate adult 

cerebral plasticity? After the turn of the millennium Prochiantz 

thus could emerge as one of the internationally most renowned 

plasticity researchers and spokesperson of a plastic conception of 

the adult human brain.

What had until recently been utter nonsense had become 

avant-garde.9

“What,” Prochiantz repeated his question, “if cell death were 

normal? What if it were a normal process, a way of getting rid of 

sick, old, superfluous cells? The idea of the company is just this, 

that perhaps the problem is less cell death than cell life.”

“Can you explain more?” I asked.

He sighed but continued. “For a long time the diseases of the 

brain were thought of in terms of death. Axons and dendrites dry 

up; neurons die. That is also why we speak of neurodegenerative 

diseases. What, though, if the death of neurons or axons and den-

drites were a normal physiological process? What if the problem 

of many diseases actually were not degeneration but the insuf-
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ficient birth of new neurons or of new cellular tissue? Plasticity, 

I think, opens up a whole new and unexpected way for thinking 

about cerebral pathologies.”

“And your plan is to find out if homeoproteins control the birth 

of new neurons in the adult?”

Prochiantz smiled. “Isn’t that what they also do in the embryo?”

“Wouldn’t that imply that embryology is the science proper to 

the adult brain?”

After Death?

W H E N  I  L E F T  Prochiantz’s office I was tremendously excited.

It was as if I could suddenly see a possibility.

Wasn’t his talk about the impact of plasticity on pathology sug-

gesting that plasticity caused a conceptual opening of pathology? 

That a new conceptualization of pathology was emerging, one 

that undermined the conceptualization of pathology that was 

contingent on the older, the fixed and immutable brain? Wasn’t 

he suggesting that plasticity was a crack in the reality of disease? 

Wasn’t he implying that his research—plasticity research—would 

shatter what disease was and give rise to a radically new concept 

of disease and pathology?

What excited me as well was the empirical possibility.

Wouldn’t it be possible for me, by way of following the work 

of his company, to study the experimental and conceptual labor 

that was necessary for the emergence of this new disease con-

cept? What would disease be if it were no longer a matter of cell 

death? Could disease—could pathology—move “after death”? 

How? What new, what other concept of disease would emerge?

Over the following weeks and months, as I followed the work 

of Prochiantz’s lab, the question if, and if then how, pathology 

could be decoupled from death seemed to me more and more an 

invitation to historically explore when disease was first thought 

of as death.
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When actually were the first pathological studies of the brain 

published? Who actually cut his way through cerebral tissue and 

began correlating lesions and symptoms? And when did the first 

cellular, the first neuronal pathologies of the brain emerge? Who 

enrolled the brain in cell theory and who cellularized pathology? 

When and by whom was neuronal pathology explicitly linked to 

cell death?

And most significant with respect to my fieldwork, was the 

observation that the adult brain is not—on the level of cells—

plastic an important episode in the history of cerebral pathology?

The Emergence of (Cellular) Cerebral Pathology (ca. 1820s to 1870s)

T H E  F I R S T  P A T H O L O G I E S  of the brain were published in the mid-1820s 

by the French physician Jean Baptiste Bouillaud (1796–1881), 

who was among the first to be educated into the new conception 

of disease introduced by Xavier Bichat (1771–1802).10

Up until the late 1790s physicians had assumed that disease 

was the result of a troubling of the four humors. It may sound 

curious, yet the modern conception of medicine, which assumes 

that what is underlying a disease are distinct pathophysiological 

processes that cause similar symptoms in different patients, was 

unknown for most of European history.11 And it was largely the 

work of Bichat that changed this.12

Beginning in the late 1790s Bichat argued that his anatomical 

studies had convinced him that the challenge of medical research 

was not to think about humors but to correlate the symptoms of 

individual cases with postmortem tissue analysis in such a way 

that one could gradually work out a systematic anatomical under-

standing of disease.13

Bichat died young, and he published only three books. Yet 

already by the 1810s (when Bouillaud entered medical school) 

his studies had changed what medicine was about.14 To be sick 

now no longer meant to have an imbalance in one’s humors but 
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rather to suffer from the degeneration of tissue, which Bichat and 

his successors—in the absence of any knowledge about infectious 

diseases—understood as the victory of death over life.15

Pathology, as it emerged in the work of Bichat between 1799 

and 1801, was the science that maps and classifies the traces of 

death in the body and understands these traces as the actual 

cause of disease.

The significance of the work of Bouillaud was that he applied 

Bichat’s pathology to Homo cerebralis, as it had emerged in the 

work of Franz Josef Gall.16

Gall (1758–1828), a Viennese physician who was working in 

prisons and asylums, had argued since the 1790s that the brain 

was the organ of the human. To be more precise, he claimed that 

his research led him to identify the exactly twenty-seven task-

specific regions of the brain and that he could map the brain’s 

functional geography onto the cranium and thus draw conclu-

sions, by way of analyzing the shape of the skull of a given per-

son, about that person’s character and intellectual capacities.17

In 1807 Gall left Vienna for Paris, where he gave several talks 

about his craniology at the Académie Française. In the audience 

at one of these lectures was Bouillaud, who subsequently began to 

wonder whether he couldn’t provide the pathological proof—against 

Jean Pierre Flourens (1794–1867), Gall’s major Parisian opponent—

that the brain is indeed composed of task-specific regions.

Wouldn’t it be possible to find, for example, speech-impaired 

patients and compare their brains after their death?

Bouillaud began to look out for patients with speech loss and 

then systematically correlated his clinical observations with post-

mortem anatomical dissection. What he discovered, around 1824, 

was that a whole series of patients with speech loss had a lesion 

of the left frontal lobe. Speech, he concluded, was located in the 

frontal lobe.

Bouillaud’s pathological studies thus correlated two previously 

separate lines of argument: on the one hand Bichat’s pathology; 
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on the other hand the argument that the human is a product of 

the brain. With Bouillaud the idea emerges that where brain tis-

sue is impaired, the human is impaired as well.18

While Bouillaud sought in vain to convince his Parisian peers 

that the brain is organized in function-specific areas—an argu-

ment that was accepted only in the early 1860s, thanks to the 

studies of Paul Broca (1824–80)—a new understanding of organ-

isms emerged in Germany that was to lastingly modify Bichat’s 

conception of pathology. Beginning in the 1830s Matthias 

Schleiden (1804–81) and Theodor Schwann (1810–82) began to 

argue that and to explore whether all known organisms, indeed 

all of life, is made up of cells. Already by the 1850s their succes-

sors and followers had established that even the nervous system 

is no exception to this general rule: the brain, as any other organ 

(as any other plant, as Schleiden had it), was composed of cells.19

The conclusion—for many mid-nineteenth-century physicians 

an incredible one—was that one could now study cells and make 

conclusions about the human.

Among the first to apply cell theory to brain pathology were 

Robert Remak (1815–65) and Rudolf Virchow (1821–1902), both 

working in Johannes Müller’s lab in the 1840s and early 1850s 

(where Schleiden and Schwann had worked as well). Over the 

next decade their work in the lab and the dissection room led 

both Remak and Virchow, roughly at the same time, to come up 

with the claim that all diseases, whether of the brain or of other 

organs, were due to and had to be found, indeed could only be 

found on the cellular level: what causes disease is necrosis, the 

degeneration and eventual death of cells.20

However, while Remak’s Jewish background prevented him 

from becoming a professor, Virchow made a career.21 In 1859 he 

went ahead and published, without much reference to Remak, 

his Cellularpathologie, the first sustained and systematic argument 

that medical, pathological research ought to be grounded in the 

cellular study of tissue.22
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While Virchow understood his work as an event in the history 

of medicine, he was adamant that it was neither a critique of nor 

a departure from Bichat. It was just that, or so he writes, the work 

of Schwann, combined with his clinical and laboratory work, led 

him to think that it was no longer enough to give a mere descrip-

tion of tissue degeneration. Progress had occurred and had shown 

that tissue was cellular. Accordingly it was now necessary to use 

the microscope and to map disease on the level of cells. That this 

would partly change what medicine was about was inevitable and 

not a critique of Bichat. For Virchow, thus, disease was still the 

trace of death. It is just that the level on which one now had to 

map the trace of death had become cellular.

At least in principle the diseases of the brain became with Vir-

chow and Remak a matter of cell degeneration (necrosis). I write 

“in principle” because Virchow actually had little to say about cere-

bral diseases. His lectures on cell pathology were much less con-

cerned with an actual cell pathological study, whether of the brain 

or of other tissue, than with proving a principle: that all tissue is 

made up of cells. It took another one and a half decades for cerebral 

diseases to become neurodegenerative diseases. The reference here 

is largely to Theodor Meynert and to Jean-Martin Charcot.23

Pathology and (the Absence of) Plasticity (1897 to 1914)

A R O U N D  T H E  L A T E  1870s brain research underwent a major muta-

tion. Roughly at the time Meynert and Charcot published the first 

cell pathological studies of the brain, the discovery of staining 

techniques—most famously by Camillo Golgi—that allowed col-

oring of a single nerve cell of any one section of the brain opened 

up a whole new field of research: histology or the effort to under-

stand the cellular makeup of the brain.24

Perhaps the most significant among the many significant events 

that shaped the nascent discipline of histology—one thinks, aside 

from Golgi, of Albrecht von Koelliker, Wilhelm Waldeyer, Wil-
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helm His, Richard Altmann, or Auguste Forel—were the studies of 

Santiago Ramón y Cajal (1852–1934), a Spaniard working largely 

in Madrid.25 In the early 1890s, after he had spent several years 

studying the embryogenetic formation of the brain in chicken, 

cats, and dogs, Ramón y Cajal embarked on a large-scale, almost 

industrial project that kept him busy for a decade: a study of the 

cellular emergence of the brain in its entirety. Equipped with 

little more than a scalpel and his silver nitrate staining adapted 

from Golgi, he cut his way through the brains of various animals 

and humans of different ages and gradually reconstructed from 

his stains the cellular emergence of the brain, from conception 

to death. At the end of the 1890s he published the first of what 

would eventually be a two-volume histological atlas of the brain, 

Textura del sistemo nervioso del hombre y de los vertebrados, which is 

still one of the major sources of today’s comprehension of the 

central nervous system.26

The Textura was organized around a series of spectacular discov-

eries. The most significant of them were that nerve cells emerge 

only over the course of embryogenesis; that the fine structure—

he spoke of arborization—grows until adulthood is reached; that 

nerve cells were and remained contiguous with one another (that 

is, the fine structure of one gets close to but never touches the fine 

structure of another one); and that once the threshold to maturity 

was passed, all cellular growth came to an end. The brain of adult 

animals is, as he put it in 1897, “essentially fixed.”

In his interpretation of these findings, Ramón y Cajal drew 

two major conclusions that would give form to twentieth-century 

brain research.

The first was that the fine structure—previously hardly con-

sidered central for understanding the nervous system—had to be 

a key for understanding the brain. Not that no one had studied 

the fine structure before him. But the question that concerned 

most histologists at the time with respect to the fine structure 

was whether or not cells are contiguous with one another. It had 
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been the dominant assumption since the 1870s (and the work of 

Joseph Gerlach) that the fine structure, which is fully in place 

before birth, connects cells with one another and merely grow 

bigger. However, since the 1880s a few researchers—notably His 

and Forel—had begun to argue that axons and dendrites grow 

freely from cells and do not seem to touch the axons and den-

drite of other cells. Ramón y Cajal, however, argued what no one 

had argued before: that the free growth (arborization) of the fine 

structure of nerve cells had to be understood as the direct corre-

late of learning and memory (hence the vehemence with which 

he argued for contiguity).27

The second conclusion Ramón y Cajal drew was that only the 

young, the growing brain was plastic. Given that the growth of 

the fine structure had to be understood as the cellular substrate 

of learning, and given that this growth comes to an end once 

maturity is reached, it seemed only consequential to assume 

that the adult human brain was devoid of plastic potential. 

He was adamant that adult brains too could learn. However, 

there simply was not much space left for growth, except per-

haps, or so he speculated at the end of his life, on the level of 

dendritic spines (which he discovered in the 1880s). Though 

any such potential for learning, he added in an almost somber 

tone, would be minimal compared to the plastic potential of 

the young, still growing brain.28

And pathology?

In 1905 Ramón y Cajal began to study the regeneration of neu-

rons. Like many of his contemporaries, he cut through live nerve 

fibers in order to see whether the interrupted connection would 

regrow, whether a severed axon would emerge, or whether an 

injured nerve cell would die and a new one would emerge. In 

1913–14, then already a towering figure of the cellular study of 

the brain (he had received the Nobel Prize in 1906), Ramón y 

Cajal published Regeneration and Degeneration of the Nervous System, 

a book-length study of his findings.
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“A vast series of anatomic-pathological experiments in ani-

mals,” he informs his readers early on, “and an enormous number 

of clinical cases that have been methodically followed by autopsy 

[have convinced me that it is] an unimpeachable dogma [that] 

there is no regeneration of the central paths, and [that] there is 

no restoration of the normal physiology of the interrupted con-

ductors.”

Sure, he concedes, “it has been demonstrated, beyond doubt, 

that there is a production of new fibers and clubs of growth in 

the spinal cord of tabetics . . . and of cones and ramified axons in 

the scar of spinal wounds of man and animals.” However, he goes 

on, “these investigations, while they have brought out unques-

tionable signs of repair, which are comparable in principle with 

those of the central stump of the nerves, have also confirmed the 

old concept of the essential impossibility of regeneration, show-

ing that . . . the restoration is paralyzed, giving place to a pro-

cess of atrophy and definite break-down of the nerve sprouts.” At 

the end of the book, after many hundred pages of erudite argu-

mentation, Ramón y Cajal then also provides a conceptual expla-

nation for why there actually could be no generation of cells or 

cellular outgrowth: “The functional specialization of the brain 

imposed on the neurones two great lacunae; proliferative inabil-

ity and irreversibility of intraprotoplasmatic differentiation. It is 

for this reason that, once the development was ended, the founts 

of growth and regeneration of the axons and dendrites dried up 

irrevocably.”29

Here Ramón y Cajal correlates his earlier studies of the cel-

lular becoming of the brain to his later regeneration studies and 

explains the findings of the latter with the findings of the for-

mer: it is the functional specialization achieved during the plas-

tic period that requires a more or less fixed and immutable and 

unchanging brain. Would there be new neurons, or merely new 

connections (intraplasmic differentiation), it would alter the spe-

cific pattern of arborization that is the result of an always singu-
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lar life history—and this would upset not only the brain but the 

human.

Ramón y Cajal did not change the cell pathological theory of 

disease as it had emerged with Bichat and Virchow and Remak. 

However, he provided a powerful histological argument as to why 

pathology, when it comes to the brain, had to be and could only 

be concerned with cell degeneration and death. With Ramón 

y Cajal a powerful plasticity-pathology axis had thus emerged, 

according to which it is the absence of plasticity in the adult that 

defines the horizon of the pathological: precisely because there 

are no new cells, because there is no plasticity, pathology has to 

be concerned with cell death.

A New Concept of Plasticity and Pathology (1960s)

H O W ,  O V E R  T H E  course of the short twentieth century, did the neu-

ronal sciences mutate the plasticity-pathology axis formulated by 

Ramón y Cajal?

Curious as it may sound, they did not actually mutate it. 

Ramón y Cajal’s dictum that the mature brain is devoid of growth 

processes and that neurons do not regenerate remained in place 

throughout the twentieth century. To point out a surprising 

conceptual continuity is not to deny that over the course of one 

hundred years spectacular technical innovations occurred (say, 

single-cell recording or the electron microscope) and that a large 

series of experimental observations have significantly refined 

(mutated) the neuronal comprehension of the brain (say, the dis-

covery of the chemical nature of synaptic communication and the 

subsequent reconfiguration as chemical, metabolic, machines). 

However, it seems as if none of these innovations and observa-

tions (or mutations) has actually challenged the conceptual grid 

first worked out by Ramón y Cajal. From roughly 1900 to roughly 

2000, no matter whether one looks at early twentieth-century 

electrophysiology, at mid-twentieth-century cybernetics, or at 
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late twentieth-century neurochemistry, it was the absence of cel-

lular plasticity that defined the horizon of the pathological.

The emergence of new concepts of plasticity and pathology in 

the mid-1960s did little to change this.

A Chemical, Synaptic Brain Emerges

U P  U N T I L  W O R L D  War II, the neuronal study of the brain was 

extraordinarily heterogeneous. The brain of Ramón y Cajal, that 

is to say, was only one conceptualization among many others. 

Up north, for example, histology never really arrived. In France 

brain research meant largely clinical pathology and ablation 

experiments in the tradition of Bouillaud, Broca, and Charcot. 

Even farther north, in the United Kingdom, brain research took 

yet another form. To scientists like Charles Scott Sherrington, 

Keith Lucas, and Edgar Adrian the brain was an electrical organ, 

and the question to be solved was how sensory information is 

converted into electrical information and travels from the periph-

ery to the brain and back. (Sherrington’s famous answer in 1897 

was that a “synapsis”—an electrical reaction—would occur in the 

gap between axon and dendrite and would thus integrate infor-

mation from the peripheral nervous system and transmit it to the 

central nervous system.) And in Germany the emergence of the 

cellular brain since the 1840s had gradually given rise to cytoar-

chitecture, that is, the study of the brain in terms of cellular form 

and the kind of function different forms code for. (One thinks 

of the studies of Theodor Meynert, Oskar and Cecile Vogt, and 

Korbinian Brodmann.)30

In the aftermath of World War II this heterogeneity of brains 

suddenly and quickly dissolved. Within a mere decade, from 

roughly the mid-1940s to the mid-1950s, three separate and yet 

closely intertwined events gave rise to a somewhat unified and 

previously unknown understanding of the brain as a chemical, 

synaptic machine.
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The first of these events was what one could call the global-

ization of the problem of the synapse. Throughout the first half of 

the twentieth century Sherrington’s concept of the synapse was 

only of local relevance. Outside the confines of his own lab few 

picked up on the synapse, whether in Europe or the United King-

dom. (Not even Adrian picked up on the synapse, and even Sher-

rington seems to have doubted that the whole brain is synaptic.) 

After the war, though, Sherrington’s many students and postdocs 

secured important professorships in the United States, in Europe, 

and in Australia. What is more, several of them were successful 

in launching major new research centers, each one of which was 

concerned with the problem of the synapse. (To name but a few: 

Bernhard Katz in London, Alexander Forbes at Harvard, John 

Eccles in Canberra, Hodgkin and Huxley at Cambridge, Alfred 

Fessard in Paris, Wilder Penfield in Montreal, Giuseppe Moruzzi 

in Pisa, and Frédéric Bremer in Brussels.)31 The synapse thus left 

Sherrington’s lab and quickly came to define cutting-edge brain 

research in the world’s most significant and cutting-edge brain 

research centers.

Second, in the late 1940s and early 1950s the synapse was chem-

icalized. For Sherrington and his students the synapsis had been 

an electrical reaction; it occurred in the gap between dendrite 

and axon, and they studied how this reaction integrated infor-

mation and made it meaningful. Gradually, though, the work of 

Katz, Feldberg, Kuffler, Fessard, and Eccles established that Sher-

rington and his followers had gotten something wrong: synaptic 

communication, as they called it (thereby shifting the focus away 

from the synapsis and toward cell-to-cell communication), is not, 

as Sherrington had assumed, an electrical reaction—it is a chemi-

cal event.32

And third, the synapse was universalized. Up until then no 

one knew whether or not the whole brain was “synaptic.” Sher-

rington, for one, doubted that. And most of his students and 

followers bypassed the question and focused exclusively on the 



325Cerebral Plasticity Research

neuromuscular junction where contiguity—and the synapse—

could hardly be doubted. In 1954, however, just a few years after 

Jerzy Konorski (1948) and Donald Hebb (1949) published the first 

(and almost entirely speculative) synaptic theories of the brain, 

the electron physiological studies of Eduardo De Robertis, George 

Palade, and Sanford Palay discovered that literally all neurons 

are contiguous.33 Their work made the synapse a universal fact 

of the nervous system and established the chemical study of the 

synapse—of its organization and its communication—as the sci-

ence adequate to the brain.

The effect of the coming together of these three events was that 

out of the multitudinous past a single conceptualization of the 

brain emerged: the chemical, synaptic brain machine.

In the late 1950s and early 1960s neurochemistry began to 

emerge as the science of the brain, and a decade later labs all 

over the world were busy understanding the brain, its diseases, 

and its humans in synaptic and chemical terms. Brain chemi-

cals were systematized as neurotransmitters; neurons were clas-

sified according to the neurotransmitters they produce; new tools 

were invented to trace chemistry-specific synaptic circuits; and 

soon the first links between mental and chemical processes were 

established, most notably with regard to memory and a relatively 

new disease called depression.34

Memory and Synaptic Plasticity

A L R E A D Y  B Y  T H E  early 1960s research on the synaptic organiza-

tion of the brain had led to a new concept of plasticity. The main 

author of this concept was Eric Kandel.

Beginning in the early 1960s Kandel, a young American phy-

sician and psychiatrist, was wondering whether the occasionally 

reported changes in the efficacy with which synapses commu-

nicate with one another could actually explain the formation of 

memories. Over the previous decade a combination of psycho-



326 T O B I A S  R E E S

logical experiments, neurosurgery, and postmortem neuropatho-

logical examinations conducted by Wilder Penfield (1891–1976), a 

neurosurgeon and a student of Sherrington, and Brenda Milner, a 

psychologist, were indicating that the walnut-size, horse-shaped 

hippocampus is critical for memory storage. Kandel’s plan was 

to apply the tools of electrophysiology to single neurons of the 

hippocampus and to find out if the ease with which the synapses 

of these neurons trigger their impulses would change as a conse-

quence of learning.

His animal of choice (after a brief stint with rabbits) was Aplysia 

californica, a sea slug that was attractive because its synapses were 

easily accessible and big enough so that the available electrophysi-

ological tools could be applied to them. Under the supervision 

of Ladislav Tauc, working in Paris, Kandel first found that if he 

ran an electrical impulse through the cell, synaptic facilitation 

changed lastingly: while initially a major impulse was needed for 

the cell to transmit a signal, the repeated stimulation of the cell 

sensitized the cell in such a way that a minor impulse was enough 

to cause transmission of a strong signal.35

Were such changes in facilitation the basis of memory?

Back in the United States, Kandel addressed this possibility by 

studying what he called primitive forms of learning—condition-

ing, habituation, and sensitization—on the level of single syn-

apses in Aplysia. And he found what he was looking for: what 

allowed for learning, at least when it came to the gill withdrawal 

reflex of the California sea slug, were changes in the efficacy with 

which synapses release their action potential.36

The research conducted in Kandel’s lab was thus largely consti-

tutive for the emergence of something unknown prior to the late 

1950s: a synaptic conception of memory.

While still working with Tauc in Paris, Kandel had begun to 

refer to the variability in synaptic potentiation as synaptic plas-

ticity.37 By the early 1970s, especially after Tim Bliss and Terje 

Lømo confirmed similar kinds of synaptic long-term potentiation 



327Cerebral Plasticity Research

in vertebrates, synaptic plasticity emerged as one of the fastest 

growing areas of neuronal research.38

Does that mean that Kandel disproved Ramón y Cajal’s obser-

vation that the adult brain is devoid of plastic changes?

Certainly not. Ramón y Cajal’s concept of plasticity was an 

embryogenetic one: it referred to the emergence, the growth of 

new tissue where before there was none. Kandel’s concept of plas-

ticity, however, has been a functional one: it referred not to the 

growth of new cellular tissue but to the chemical processes that 

potentiate or depress a synaptic signal. The emergence of synaptic 

plasticity research since the 1960s thus hardly challenged Ramón 

y Cajal’s observation of “essential fixity.” On the contrary, the rea-

son Kandel’s concept of plasticity caused a furor was that it finally 

explained how a fixed and immutable brain can allow for learn-

ing: by way of synaptic plasticity.

Beginning in the 1960s one could thus claim that the brain is plas-

tic without contradicting Ramón y Cajal’s early twentieth-century 

observation that the adult human brain is devoid of plastic changes.

Depression and Chemical Pathology

A L O N G S I D E  T H E  N E W  concept of plasticity a new concept of pathol-

ogy emerged in the work of Joseph Schildkraut (1934–2006), at 

the time a little-known physician at the U.S. National Institutes of 

Health. In 1965 Schildkraut published a review article in which 

he wondered whether “changes in central nervous system metab-

olism,” that is, changes in the life-sustaining chemical reactions 

that happen within neurons, could be the key to understanding 

(at least some) cerebral diseases.39

The background to Schildkraut’s curiosity was “pharmacological 

studies with . . . reserpine, amphetamine, and monoamine oxidase 

inhibitor antidepressants.” Schildkraut’s history of the past in terms 

of the present established a “consistent relationship between drug 

effects on catecholamines, especially norepinephrine, and affective 
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or behavioral states. Those drugs which cause depletion and inacti-

vation of norepinephrine centrally produce sedation or depression, 

while drugs which increase or potentiate brain norepinephrine are 

associated with behavioral stimulation or excitement and generally 

exert an antidepressant effect.” Schildkraut concluded his article by 

establishing the “catecholamine hypothesis of affective disorders,” 

which suggests that some if not all affective disorders “are asso-

ciated with an absolute or relative deficiency of catecholamines, 

particularly norepinephrine, at functionally important adrenergic 

receptor sites in the brain,” that is, at synapses.40

The effect of Schildkraut’s review article was the emergence of 

a previously unknown chemical and synaptic conception of cere-

bral pathology. Where, up until the 1960s, cerebral diseases were 

almost exclusively a matter of cell death, there were now a small 

number of new diseases that had less to do with cell death than 

with neurotransmitter availability and synaptic communication: 

affective disorders (this included anxiety, depression, schizophre-

nia, and psychoses).

Yet even though the emergence of neurochemistry—of a chem-

ical, synaptic pathology—was a significant event in the history of 

both neuronal research and neuronal pathology, it hardly chal-

lenged the correlation between plasticity and pathology as Ramón 

y Cajal (and Bichat and Bouillaud and Virchow and Remak) had 

brought it about. It added a new layer to and of pathology. How-

ever, Schildkraut’s brain, just as Kandel’s and those of their suc-

cessors, was still essentially fixed. And the problem of cerebral 

disease was still—ultimately even for affective disorders—neu-

rodegeneration (for it was known from postmortem pathologies 

that severe affective disorders result in cell death).

(Cellular) Plasticity and Pathology (1998 to 2002)

I T  W A S  N O T  before the year 2000, in the aftermath of the discov-

ery of adult neurogenesis in human and nonhuman primates, 
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that the plasticity-pathology axis that had emerged with Ramón 

y Cajal—via Bichat, Gall, Bouillaud, Remak, and Virchow—

silently entered a period of turbulence.41 “Silently” because ini-

tially the unexpected observation that new neurons are born in 

adult humans was discussed almost exclusively with respect to 

the one conceptual presupposition that had once made the focus 

on the synapse meaningful: that once maturity is reached, the 

central nervous system is a fixed and immutable structure, except 

on the level of synaptic communication. What would happen to 

half a century of knowledge production about synapses, synaptic 

communication, and synaptic networks if the brain was, after all, 

not fixed?42

However, while the often fierce discussions between those who 

favored a plastic conception of the brain and those who rejected it 

were unfolding, Fred Gage, whose lab first reported on new neurons 

in humans,43 began to explore the relevance of adult neurogenesis 

for rethinking the diseases of the brain, specifically depression.

Over the course of the 1990s Elizabeth Gould had published 

a series of articles in which she showed that adult neurogenesis 

occurs in the hippocampus of rats, that the birth of new neu-

rons is regulated by hormones, and that stress-induced hormones 

have a deleterious effect not only on older nerve cells but also on 

neurogenesis.44 When, in 1998, Gage found new neurons in the 

hippocampi of deceased Swedish cancer patients, he wondered 

whether the older observation that the dentate gyrus of the hip-

pocampus shrinks in clinically depressed patients has anything 

to do with Gould’s observation that stress down-regulates adult 

neurogenesis in the dentate gyrus.

Could it be, he speculated, that the actual physiological cause of 

depression was not so much—as neuroscientists had believed ever 

since Schildkraut—an insufficient amount of neurotransmitters?

In 2000 Gage published “A Novel Theory of Depression,” in 

which he reported—parallel to and yet independent from Jessica 

Mahlberg—that all of the major antidepressants his lab had studied 
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increase the rate of new neurons in the dentate gyrus dramatically.45 

Gage used his findings to evocatively suggest that depression is not a 

chemical, synaptic disease—and the brain not a chemical, synaptic 

organ—but rather the result of a pathological down-regulation of the 

birth of new, yet undifferentiated, and thus still plastic neurons that 

would allow the organism to be adaptable to the future.

The provocation was immense. Perhaps, Gage et al. wondered, 

antidepressants are effective not because they augment the level 

of neurotransmitter and thus the potential for synaptic commu-

nication (for synaptic plasticity) but rather because they have a 

“neurogenic effect.” Perhaps the problem of severe depression is 

not cell death but—cell life.

Gage’s article was the first effort to attempt to think about (cere-

bral) pathology from the perspective of a plastic—an embryo-

genic—conception of the human brain.

And Prochiantz?

Decoupling Disease from Death

A  F E W  W E E K S  after Prochiantz and I met in his office in October 

2002 to talk about his company, we met again, though this time 

to speak about the history of his lab. At one point, speaking about 

the 1980s, he told me about the experiments he had conducted 

“with [his] good friends Anders Bjørklund and Rusty Gage,” 

about the survival of cultured neurons in the brains of rats.46

At the time all I knew about Gage was that he had discovered 

the birth of new neurons in the hippocampi of adult humans. 

When I then began to systematically read through his oeuvre and 

discovered the 2000 article on depression, I was struck.

Was there a link between Gage’s reframing of depression and 

Prochiantz’s company?47

Only many years later, after I had done fieldwork not only in 

Prochiantz’s but also in Gage’s lab (in La Jolla, California), did I 

learn to give a differentiated response.
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Gage’s provocation had been to suggest that depression is a 

disease of insufficient cellular plasticity, and hence of cell life. 

Prochiantz’s provocation, however, was much more far-reaching. 

His ambition had been to make explicit, through his company’s 

research, the new plasticity-pathology axis that had only been 

implicit in Gage’s work: What if plastic (embryogenetic) processes 

were central not only to depression but to a vast set of cerebral 

diseases? If the brain were plastic—if new cells and new cellular 

tissue emerge throughout life—couldn’t one assume that or at 

least explore whether the cause of cerebral diseases is not cell 

death but rather cell life?

Differently put, Prochiantz’s ambition had been to decouple 

(cerebral) disease from (cell) death.

“What if cell death were normal?”

I  F O L L O W E D  P R O C H I A N T Z ’ S  short-lived company from its concep-

tion to its death. When I left Paris in summer 2003 the company 

had already withered. However, although Prochiantz’s company 

never went anywhere, research on cerebral pathologies from the 

perspective of plasticity took off—and gave rise to a new concep-

tualization of disease, of what it is, of what causes it.

(Cellular) Plasticity and (Cellular) Pathology (2002 to 2014)

I N  T H E  D E C A D E  after my research in Prochiantz’s lab the brain 

became a radically different organ. At least retrospectively my 

departure in summer 2003 marks the end of the fixed, of the 

chemical, synaptic brain and the emergence of a biological, cel-

lularly plastic organ.48 What led to a plastic understanding of the 

brain, however, was only partly the rise of adult neurogenesis 

research, arguably the fastest growing branch of neuroscience 

between 2000 and 2010. At least as important, perhaps even 

more so, was the observation of the continuous change of cellular 

form in the cortex.
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In 2002 the lab of Karel Svoboda showed that axons and den-

drites continue to sprout and that dendritic spines get thicker and 

thinner or appear and disappear in the course of a single day.49 

The significance of Svoboda’s work for the emergence of a plas-

tic—and embryogenetic—conception of the adult human brain 

was that it decoupled the question of whether or not the adult 

human brain is cellularly plastic from the question of whether 

new neurons are born only in ancient parts of the brain such 

as the hippocampus or the olfactory bulb or also in distinctively 

human add-ons like the cortex. With Svoboda, this is to say, a 

more general concept of cellular (cerebral) plasticity emerged, 

one that could be used not only with respect to new neurons but 

also with respect to the continuous sprouting (and drying up) of 

axons and dendrites, the appearance and disappearance of spines, 

and the birth and death of synapses.

The perhaps most far-reaching consequence of this emergence 

of a more general concept of the embryogenetic plasticity of the 

adult brain after 2003 that I could observe to date was that what 

a neuron “is” gradually began to change. If from the 1950s to the 

1990s neurons were chemical units—or a metabolic machine—

then in the early 2000s neurons became biological, became 

instances of free, experience-dependent growth. And the brain 

became the embryogenetic organ that Prochiantz had described 

in the early 1990s.50 In parallel to this embryologization of the 

mature central nervous system, the new conception of (cerebral) 

diseases that first emerged in the work of Gage and Prochiantz 

also got generalized.

Disease, Di�erently

I T  M A Y  S O U N D  strange, Gage wrote in a programmatic review 

article on plasticity and pathology, to study neurodegenerative 

diseases by focusing on embryogenetic processes. “However, the 

elimination of axons, dendrites and synapses is a common theme 
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during the development of the nervous system. . . . Similarly, 

the . . . death of . . . cells have critical roles in brain development 

and maintenance in the embryonic and adult brain, and altera-

tions in these processes are seen in neurodegenerative diseases.”51

What Gage suggests here is that one can learn about the adult 

brain by studying embryogenesis precisely because (at least some) 

embryogenetic processes are continuing in the adult human 

brain. What is more, he suggests that cell death might be a normal 

biological event in a brain that has retained some of its embryo-

genetic plasticity.

Perhaps the death of cells is a regular biological event? Or, if it 

is not, then at least the result of a biological process gone awry? 

Perhaps what pathology ought to be concerned with is not cell 

death—the withering of neurons—but rather cell life? Living cel-

lular processes?

Depression is today consequently far from the only disease of 

cell life. Over the past decade a whole series of formerly neurode-

generative diseases were reconceptualized as diseases of cell life. 

The perhaps most prominent of these, next to Huntington’s,52 is 

Alzheimer’s disease. Today the problem of Alzheimer’s is no lon-

ger (exclusively) that cells die. Especially in the early stages of the 

disease, which inflicts largely the hippocampus, they are perhaps 

supposed to die, as Prochiantz put it. The problem instead is that 

the plastic processes that keep the brain—and its human—alive, 

vivid, open toward the future are disrupted. As with depression, 

these disruptive processes are no longer conceptualized in terms 

of (cell) death. Rather they are now understood as living processes 

gone awry. The consequence is that death no longer defines the 

horizon of pathology. Pathology is now defined by cell life. And 

cell life is no limit but a vast terrain for research and therapy.53

“Death,” as Prochiantz put it, “is a solution. Life is a problem.”
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