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Abstract This study focuses on the influence of emission conditions—velocity and
temperature—on the dynamics of a buoyant gas release in the atmosphere. The investi-
gations are performed by means of wind tunnel experiments and numerical simulations. The
aim is to evaluate the reliability of a Lagrangian code to simulate the dispersion of a plume
produced by pollutant emissions influenced by thermal and inertial phenomena. This numer-
ical code implements the coupling between a Lagrangian stochastic model and an integral
plume rise model being able to estimate the centroid trajectory. We verified the accuracy of
the plume rise model and we investigated the ability of two Lagrangian models to evaluate
the plume spread by means of comparisons between experiments and numerical solutions.
A quantitative study of the performances of the models through some suitable statistical
indices is presented and critically discussed. This analysis shows that an additional spread
has to be introduced in the Lagrangian trajectory equation in order to account the dynamical
and thermal effects induced by the source conditions.
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1 Introduction

Gas emissions from incinerators, power station stacks and many other pollutant sources are
characterised by higher vertical velocity and temperature than the ambient air. This induces
the plume centre of mass to rise and the mixing with the surrounding air to increase. In order
to evaluate the impact of the pollutant sources on the air quality at the ground level, these
release conditions have a great influence because they increment the dilution of pollutant
and, consequently, may induce reduced concentrations at the receptors.

The source conditions have two main effects on the plume dynamics and pollutant dis-
persion: (1) they influence the trajectory of the plume centre of mass producing the plume
rise phenomenon; (2) they provide a local production of turbulence that results in higher
mixing with the ambient air (and therefore higher plume spreading) with respect to that due
to the atmospheric turbulence only. A correct modelling of both effects is required in order
to estimate the concentration distribution of the pollutant emitted from the stack.

In the Gaussian atmospheric dispersion models these effects are generally taken into
account. The plume rise is simulated by means of a virtual source [23,34], whose position is
computed through analytical models, or by the numerical resolution of a system of ordinary
differential equations, that describe the time averaged space evolution of the trajectory of the
centre of mass of the plume [6]. The plume spread due to the local production of turbulence
is modelled by adding to the turbulent diffusivity a term depending on the local generation of
turbulence produced by the dynamical and thermodynamical plume conditions [29]. Similarly
to other problems concerning turbulent flows, the system of equations is undetermined and it
requires some additional equations to model the turbulent fluctuation intensity as function of
some dynamical parameters of the flow field (e.g. the mean velocity gradients). In most cases
the system is closed simply by adopting the well known ‘entrainment assumption’, assuming
that the plume mixing with the surrounding air is due to: (1) mechanisms of local turbulence
production related to the buoyant plume dynamics and (2) the effect of the atmospheric
turbulence (e.g. [29]).

Gaussian models are attractive for their low computational costs due to the simplicity of the
mathematical formulation, that limits the applicability of these models to dispersion processes
taking place in relatively simple flows. Due to this well-known shortcoming, Lagrangian
models are often required in order to achieve accurate concentration predictions over complex
flow configurations (valleys, wake of obstacles, plant and urban canopies, etc...).

Even Lagrangian models however require specific parameterisation to take into account
for the effect of the source condition in case of buoyant releases. For this reason, plume rise
and spreading modules have been also introduced in Lagrangian stochastic models [1,15,40].
Details on these parameterisations are further discussed in Sect. 3.

Nowadays, a large number of studies have tested the accuracy of plume rise integral mod-
els by means of a comparison between numerical solutions and averaged trajectory of the
plume centre of mass measured in small scale experiments performed in wind tunnels [9,16]
or in water-tanks [8,35]. In particular, Contini et al. [10] show a detailed analysis of the
performances of several plume rise models through a comparison with experimental data.
Conversely, few works have tested the ability of these dispersion models in evaluating accu-
rately the mean concentration field produced by buoyant plumes in a turbulent atmospheric
boundary layer. Among these we cite Webster and Thomson [40] who simulated the light
gas release in the Kincaid experimental campaign [5], Anfossi et al. [2] who performed the
simulation of dense gas dispersion in the Thorney Island experiment [21], and Kovalets and
Maderich [20] who numerically simulated the BURRO experiment [19]. All these authors
considered open field experiments. To our knowledge, the studies providing comparisons
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between dispersion models and small scale experiences in wind tunnel are rare. An example
is given by Schatzmann [33] who validated an integral model by evaluating the concentration
decay on the plume axis at increasing distance from the source in wind tunnel experiments.
Differently from the measures provided in open field campaigns, the wind tunnel experiments
permit a higher control on the flow parameters and a more accurate description of the plume
spatial evolution. The aim of this work is to fill this gap. To this purpose we have designed
an experimental campaign and used its results to evaluate the accuracy of a Lagrangian
dispersion model.

In the following we describe the experimental equipment and the adopted measure tech-
niques (Sect. 2), the developed numerical model (Sect. 3) and we present a detailed compari-
son between the experimental results and the numerical solutions provided by the dispersion
model (Sects. 4 and 5).

2 Wind tunnel experiments

The experiments were performed in the wind tunnel of the Laboratoire de Mécanique des
Fluides et d’Acoustique (LMFA) at the Ecole Centrale de Lyon (ECL). We reproduced a
physical model of a small scale stack emitting a buoyant plume in a transversal air flow
(Fig. 1). For convenience the buoyant plume was produced by a steady release of hot air,
rather than with a light gas, since the measurements of a mean temperature with standard
thermocouples is easier to perform rather than the measurements of the concentration of a
light gas, as for exemple helium (e.g. [22]).

2.1 Similitude conditions

The condition of dynamical similarity of atmospheric dispersion phenomena requires that
the pollutant dispersion takes place within a turbulent flow field reproducing the dynamical
characteristics of an atmospheric boundary layer. To this purpose, the ground level and inflow
conditions are suitably manipulated so that the vertical profiles of mean velocity and the
standard deviation of the three velocity components follow self-similar curves characterising
a turbulent boundary layer on rough surfaces [27]. A necessary condition for this is that the
Reynolds number Reext = u∞δ/νa is sufficiently large (104 ÷105) to satisfy the asymptotic

Fig. 1 Interaction between the plume and the external flow characterised by strong mean velocity gradient
close to the ground. The continuous line defines the mean trajectory of the plume centre of mass (z p) as
function of the distance from the source; δ is the turbulent boundary layer depth, hs is the stack height and
�H is the plume rise due to inertial and thermal effects; ws and Ts are the velocity and temperature at source,
respectively
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state Reext → ∞; u∞ is the velocity at the boundary layer height δ and νa is the cinematic
viscosity of the ambient air. Moreover, the reduced scale simulation of hot gas releases from
a stack in an atmospheric neutral boundary layer (Fig. 1) requires further similitude criteria
[26,28,31,36]. In general, these are related to the following non-dimensional groups (the
subscripts ‘s’ and ‘a’ are related to the source and ambient air, respectively):

• hs/δ ratio between the stack height, hs , and the atmospheric boundary layer depth;
• ds/δ ratio between the stack diameter, ds , and the atmospheric boundary layer depth;
• R = ws

u∞ ratio between the gas velocity at the stack, ws , and the free stream velocity at
the boundary layer top;

• Re jet = wsds/νs, where νs is the cinematic viscosity of the emitted gas at the source
conditions;

• Froude number Fr = u∞√
gds

�ρ
ρs

where g is the acceleration of gravity and �ρ is the

difference between density of the ambient air, ρa , and emitted gas, ρs ;
• Ts/Ta ratio between the temperature at the source and ambient temperature (equal to

ρa/ρs in low Mach number flows).

Since similarity of Reynolds and Froude number at the source cannot be simultaneously
satisfied, the experimental set up has to be designed in order to minimise the influence of
Re jet . It is usually assumed that Re jet does not influence the plume dynamics when its
value exceeds a critical value Recr [3,16]. In literature there is not a complete agreement
on the value of Recr . Arya and Lape [3] propose a threshold equal to 2,000 for momentum
dominated plumes and around 600 for buoyancy dominated plume; Shahzad et al. [35] report
a value of Re jet equal to 4,000 for pure jets and Contini et al. [9] show that Recr is included
within 2,196 and 3,093 for momentum dominated plumes. In our measurements Re jet is in
the range 2,060 ÷ 8,400 and the lowest values of Re jet are related to buoyancy dominated
plume. We can therefore conclude that the influence of Re jet on the plume dynamics is
negligible.

The ds/δ parameter has values close to zero and its influence on the mean concentrations
is negligible when the distance from the emission point is sufficiently large [13], i.e. x

ds
>

10. Conversely, the concentration distribution is very sensitive to hs/δ, in particular for
sources located in the lower part of the atmospheric boundary layer, where the higher velocity
gradients take place.

The influence of the ratio Ts/Ta , and therefore of ρa/ρs , is the object of an important
debate in the literature (e.g. [30]) on non-Boussinesq effects in turbulent plumes. Its role in
the modifying the flow dynamics is however not fully understood and would require properly
designed experiments. This investigation goes beyond the scopes of this study.

Here we restrain our investigation on two parameters: the velocity ratio R and Froude
number Fr . To that purpose we consider a fixed geometrical configuration, i.e. fixed ds/δ

and hs/δ, and we vary the source conditions, Ts and ws, and the free stream velocity u∞ to
obtain varying R and Fr.

2.2 Experimental equipment and measure techniques

In order to reproduce the characteristic velocity profile of an atmospheric neutral boundary
layer in the wind tunnel, we combined the effect of vortex generators and a roughness
distribution placed, respectively, at the wind tunnel inlet and on the ground [11,17]. Velocity
measurements were performed by means of an X-wire anemometer.
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The experimental set up allowed us to simulate a neutral atmospheric boundary layer with
a depth δ = 0.54 m and with a free stream velocity u∞ at its upper boundary that could
vary between 0.8 and 1.8 m/s. In these conditions Reext was included in the range 28,000 ÷
64,800.

The vertical profile of the longitudinal mean velocity u in the lower part of the boundary
layer was well fitted by a logarithmic profile of the form:

u

u∗
= 1

k
ln

(
z

z0

)
(1)

Where k is the Von Karman constant (equal to 0.4), z0 is the roughness length and u∗ is the
friction velocity. In the present study z0 = 0.31 mm. Given this wall roughness the ratio
u∗/u∞ was equal to 0.049. Conversely, a good fit of the mean velocity u in the whole extent
of the boundary layer was provided by a power law:

u

u∞
=

( z

δ

)n
(2)

with n = 0.21, which represents a typical value for a wind profile in a neutral atmospheric
boundary layer [32].

Beside the time averaged profiles of longitudinal velocity (Fig. 2a), the hot-wire mea-
surements provided the standard deviation (Fig. 2b) of the velocity components (σu, σv, σw),
the Reynolds stress u′w′, the triple correlations of the velocity components. From the time
signals of the instantaneous velocity u we could also estimate the turbulent kinetic energy
(t.k.e.) dissipation rate ε (Fig. 2c) as:

ε = 15ν
1

u2

(
∂u′
∂t

)2

(3)

assuming the turbulence local isotropy and ‘frozen turbulence’ hypotheses. The reliability of

these estimates of ε is proved by the balance of ε and the t.k.e. production term P = u
′
i u

′
j

dui
dx j

shown in Fig. 2c. As we could verify, the divergence of the mean and turbulent fluxes in
the t.k.e. budget are negligible compared to P , which therefore has to be balanced by the
ε. Since we can reasonably assume that the pressure velocity correlation term in the t.k.e.
balance equation is negligible [25], we can therefore conclude that the estimate of ε by
means of Eq. (3) is in agreement with that obtained computing the residual of the t.k.e.
budget.

The gas was released from a stack model placed in a transversal air flow and it produced
an ascending sloping plume (Fig. 1). The source diameter was ds = 2.7 cm and the stack
height from the ground was hs = 4 cm. The temperature range of the smokes going out
the stack varied between 65 and 150 ◦C. The gas velocity at the source varied between
2.1 and 6.9 m/s giving Froude number values in the range 2.9–9.6 and velocity ratios R
from 1.8 to 6.1. In Table 1 we report the release conditions for the different experimental
configurations.

The plume temperature profiles at varying distance from the source were measured by a
thermocouple placed on a moving carriage. The measures were performed by evaluating the
temperature value averaged over two minutes. We obtain six vertical profiles at increasing
distances from the source (Fig. 3) from 0.25 to 2.0 m. In the wind tunnel we also placed
two fixed thermocouples at the stack outlet and upwind the source. We used thermocouples
of type K and T, characterised by a high thermoelectric coefficient and suitable to measure
relatively low temperatures.
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Fig. 2 Non-dimensional profiles of mean velocity (a), r.m.s. of the velocity components (b) and t.k.e. dissi-
pation rate and t.k.e. production (c)

3 Numerical modelling

The plume rise is simulated by an integral model solving the mass, momentum and heat
balance equations, similarly to the Gaussian model ADMS [29]. The variables that describe
the plume dynamics are obtained by space and time averaging on the transversal sections of
the plume.

The effects due to the external air entrainment within the plume are parameterised by
the entrainment velocity uent that linearly depends on the ambient turbulence and on the
relative motion between the plume centre of mass and the external velocity. The model
assumes a plume with circular cross-section, uniform properties within it and no feedback
on the atmospheric turbulence dynamics. The last hypothesis is acceptable if the plume
dimensions are significantly lower than the boundary layer depth δ. Other models distinguish
the transverse and azimuthal shears in order to consider the influence of the kidney-shaped
plume cross-section on the phenomenon [18].

This integral plume model is adopted only in order to compute the centroid trajectory
whereas its dilution is computed by means of a Lagrangian stochastic model.

This approach requires simultaneously taking into account the influence of the plume
buoyancy on the particles and the independence of the particle motions characterising all
the Lagrangian models in anisotropic and inhomogeneous turbulence. For these reasons,
following Webster and Thomson [40], we assumed that the mean advection velocity of each
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Table 1 Experimental
configurations

ws (m/s) u∞ (m/s) Ts (◦C) Ta (◦C) Fr R

2.1 0.8 150 26.1 2.9 2.5

2.8 144.5 25.9 3.5

4 144.5 25.6 5.0

4.9 144.1 25.4 6.1

2.2 1.1 134.6 18.2 4 2

5.5 134.6 18.2 5

2.7 1.1 128 25.1 4.2 2.4

3.9 130 24.9 3.6

5.5 128 24.5 5.0

6.6 128 24.2 6.0

2.3 1.1 65 21.6 5.6 2.6

3.4 78 26.3 3.0

4.8 78 26.3 4.3

6.5 78 26.5 5.8

3.6 1.8 98 23.9 8.2 1.9

5.4 98 22.9 2.9

6.9 98 22.3 3.6

3.4 1.8 78 26.2 9.6 1.8

5.1 78 25.8 2.7

6.5 75 24.1 3.4
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Fig. 3 Experimental profiles of temperature at increasing distance from the source for Fr = 4, R = 2

particle is equal to the velocity of the plume centre of mass, that was previously computed
by an integral plume rise model.

3.1 The integral plume rise model

The model simulates the trajectory of the centre of mass of a plume emitted from a stack
with initial temperature and velocity Ts and ws . The trajectory is computed by integrating
the following differential equation:
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dxp

dt
= up (4)

where xp is the location of the plume centre of mass with respect to the source coordinates
(x = 0, y = 0, z = hs) and up is the velocity of the plume centroid. In the following the
subscript ‘p’ refers to the plume variables and ‘a’ to those of the ambient flow.

Let us define some quantities that will be used to describe the model more in the detail:
the plume mass flux Fm , the momentum flux FM , the heat flux Fh , the buoyancy force B and
the aerodynamic drag force D:

Fm = πb2ρpuξ (5)

FM = Fmup (6)

Fh = Fm(cp
pθp − ca

pθa) (7)

B = πb2g(ρp − ρa) (8)

D = 1

2
ρa2πb�uN |�uN | CD (9)

where b is the plume radius, uξ = ∣∣up
∣∣ is the plume velocity norm, ρ represents the density,

cp the specific heat capacity at constant pressure and θ the potential temperature related to
the absolute temperature T through

θ = T

(
p

p0

) 1−γ
γ

(10)

where p is the pressure, p0 is a reference pressure and γ = cp
cv

is the ratio of the specific
heats. CD is the drag coefficient assumed to be equal to 0.21, g the gravity acceleration vector
and �uN is the relative velocity of the plume perpendicular to the plume axis.

The linear system needed to compute the velocity up is given by the following balance
equations:

d Fm

dt
= 2πbuξ ρauent (11)

d FMx

dt
= 2πbuξ ρauent u

a
x − uξ Dx (12)

d FMy

dt
= 2πbuξ ρauent u

a
y − uξ Dy (13)

d FMz

dt
= 2πbuξ ρauent u

a
z + uξ Bz − uξ Dz (14)

d Fh

dt
= −πb2ρpuξ u p

z ca
p

dθa

dz
(15)

If we add the perfect gas equation, we assume as input data the characteristics of the ambient
air (Ta, θa, ρa, ua, ca

p) and we neglect the dependence of the specific heat capacity on the

temperature and chemical composition (cp
p = ca

p), we obtain a linear system with 6 equations
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and 7 unknowns (Tp, ρp, up, b, uent ). The system closure requires introducing a further
equation in order to model the entrainment velocity:

uent = urise
ent + uturb

ent (16)

The urise
ent component depends on the relative motion between the plume and the external air

and it is parameterised as follows:

urise
ent = α1

∣∣�uξ

∣∣ + α2 |�uN | (17)

where �uξ is the relative velocity component along the plume axis. The uturb
ent component

depends on the turbulent flow field of the ambient air and it is modelled as a function of the
flight time t , turbulent kinetic energy dissipation rate ε, vertical velocity fluctuation σw and
Lagrangian temporal macro-scale TLw:

uturb
ent = α3min

(
(εb)1/3 , σw

(
1 + t

2TLw

)−1/2
)

(18)

Assuming consistency with the Kolmogorov’s turbulence similarity theory, TLw is usually
expressed as [37]:

TLw = 2σ 2
w

C0ε
(19)

where C0 is the Kolmogorov constant assumed to be equal to 4 [41]. The values of the
entrainment coefficients are α1 = 0.057, α2 = 0.5 and α3 = 0.655 [29].

The time discretization of the linear system is performed by an explicit Euler scheme. In
order to increase the accuracy of the solutions, we implemented an adaptive algorithm. This
is based on the information provided by an a posteriori error indicator and it modifies the
time step-length in order to control the error due to the time discretisation [4].

It is worth noting that, not all plume rise models in the literature take into account the effect
of the dynamic pressure in exerting a drag force on the plume (e.g. [10]). This aspect was
discussed in detail by Davidson [12], who showed that neglecting this force in the momentum
balance does not necessarily induce to incorrect plume centroid trajectories, provided that
appropriate entrainment coefficients are chosen (Eqs. (17) and (18)). However, in this case the
integral plume models fails in simultaneously estimating the centroid trajectory and plume
spread, over predicting the dilution rate.

The model has been formulated for general atmospheric conditions, characterised by
different vertical gradients of potential temperature (Eq. (15)). The model was however
tested against an experimental data collected in neutral boundary layer, i.e. with a vertical
gradient of the potential temperature equal to zero.

3.2 The Lagrangian stochastic model

The dispersion of pollutant fluid particles around the centre of mass estimated by the plume
rise model is computed by the Lagrangian stochastic model SLAM [39]. The temporal evo-
lution of the velocity and position X of each particle is described through the following
differential stochastic equations:

dU ′
i = ai (X, U′, t)dt + bi j (X, U′, t)dζ j (20)

d Xi = (ui + U
′
i )dt (21)
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where U′ is the Lagrangian velocity fluctuation related to the Eulerian mean velocity ui and
dζ j is an incremental Wiener process [14] with zero mean and variance dt . The deterministic
acceleration ai is a function of the statistics of the turbulent flow field and using the well-
mixed condition [38] we obtain the following relationship for uncorrelated velocities:

ai = − U ′
i

TLi
+ 1

2

∂σ 2
ui

∂x
+ U ′

i

2σ 2
ui

(
U j

∂σ 2
ui

∂x j

)
i = 1, 2, 3 (22)

The stochastic-diffusive term bi j is modelled by means of the Kolmogorov’s hypotheses of
self-similarity and local isotropy in the spectral inertial sub-range [24]:

bi j = δi j

√
C0ε (23)

where δi j is the Kroneker delta. It is worth noting that for sake of simplicity in Eq. (22) the
time scale of the autocorrelation of the Lagrangian velocity and the velocity variance are
represented as (TL1, TL2, TL3) and (σ 2

u1, σ
2
u2, σ

2
u3), respectively.

The coupling between the Lagrangian model and the integral plume rise model is per-
formed by imposing in Eq. (21) the equality between the Eulerian mean velocity u and the
velocity of the plume centre of mass up . More precisely, the plume is considered as made of
some puffs that are constituted by a set of particles; at each time step we evaluate the velocity
of the puffs by means of the integral model and we associate it to the corresponding particles.

The plume rise, besides influencing the height of the centre of mass, generates some
turbulence increasing the plume size. In order to take into account this effect, Webster and
Thomson [40] propose to add a random displacement at each time step in Eq. (21). The
approach is similar to that of the ADMS model [29] consisting in introducing a second mass
conservation equation where the entrainment due to the ambient air turbulence is neglected:

d Fm0

dt
= d

dt
(πb2

0ρpuξ ) = 2πb0uξ ρaurise
ent (24)

where b0 depends on time and it represents a measure of the plume radius. We consider an
additional spread r = (rx , ry, rz) with zero mean and variance σ 2 depending on the variation
of b0 between two time steps:

σ 2 = b2
0(t + �t) − b2

0(t)

4
(25)

Now, Eq. (21) assumes the following form:

d Xi = (ui + U
′
i )dt + ri (26)

The formulation of this model is based on two implicit assumptions whose ambiguity deserves
to be discussed. First of all, we cannot univocally split the plume width into a part due to the
external turbulence and a part due to urise

ent , because the two effects are not linearly additive.
Moreover, adding the random displacement r, that is a Wiener process, to the trajectories
of the particles (Eq. (21)), that is a second-order Markov process, is an empirical procedure
which is in contrast with the theoretical bases of the Lagrangian models [14].

4 Validation of the integral model

We tested the plume rise model against the experimental measures of the trajectory of the
plume centre of mass z p(x). In the experiments the location of the centre of mass was
estimated by integrating the vertical temperature profiles (Fig. 3):
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Fig. 4 Trajectory of the plume centre of mass for some configurations: comparison between experimental
and numerical values

z p(x) =
∫ ∞

0 zT (x, z)dz∫ ∞
0 T (x, z)dz

(27)

The results reported in Fig. 4 show some significant cases at different Froude number
and velocity ratio R. We have performed a quantitative evaluation of the accuracy of the
numerical results by means of some statistical indices suitable to estimate the consistence
between the experimental measures and the solutions provided by the model. These indices,
defined in the Appendix, quantify the systematic error, i.e. the global behaviour of the model
to overestimate or underestimate the measures, and the local error that provides an estimate
of the differences between the single predictions and the mean behaviour of the model. The
systematic error is evaluated by the absolute fractional bias (AFB) and geometric mean (MG),
whereas the local error is given by the normalised mean square error (NMSE) and geometric
variance (VG). A model correctly approximates the experimental data when AFB and NMSE
are close to zero and MG and VG are close to 1.

The statistical values reported in Table 2 show that there is a satisfactory agreement
between the experimental measures and model results and that the local and systematic
errors are low. It is worth noting that the value of AFB reported in Table 2 is similar to
those estimated by other authors in testing similar or simpler models. In particular, Contini
et al. [10] tested several plume rise models against experiments in water tank and they found
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Table 2 Statistical indices for the acceptance of the integral model

AFB NMSE MG VG

0.081 0.011 0.950 1.012

Fig. 5 Scatter plot (a) and Q–Q plot (b) of the integral model

that the values of AFB were in the range 0.08–0.13 (for neutral conditions). This analysis
confirms the reliability of these models in estimating the centroid trajectory.

The statistical analysis of the results is completed by the Scatter Plot that compares directly
the experimental data with the modelling values, and the quantile–quantile plot that relates the
quantiles of the measures to the quantiles of the numerical solutions comparing the respective
probability distributions. In Fig. 5a we report the correlation between the experiments and
numerical results for the plume centre of mass (zexp, zmod). The values are localized close
to the 1–1 line and, therefore, the agreement between experiments and model is satisfactory.
Also the distribution of the quantiles (Fig. 5b) shows the reliability of the model.

5 Validation of the Lagrangian model

In the dispersion modelling we suppose that the molecular diffusion and radiation phenom-
ena are negligible. In such conditions the temperature T (and the mass) of each fluid particle
is transported without alteration, i.e. the material derivative DT

dt is equal to zero. Numeri-
cal profiles of temperature are compared with the experimentally measured profiles after a
suitable adimensionalisation:

T ∗ = ρaca
p(T − Ta)

Qs
δ2u∞ (28)

where Qs is the thermal power at the source.
In what follows we compare experimental results with numerical solutions that are com-

puted by means of two different models:

1. a ‘classic’ Lagrangian model coupled to a plume rise model (Model I).
2. a Lagrangian model that includes both a module simulating the plume rise and a module

reproducing the additional spread induced by the production of local turbulence due to
thermal and inertial effects (Model II).
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The temperature profiles that will be presented in the next subsections are referred to
the middle of the plume in the crosswind direction. We restrict our analysis to the vertical
dispersion. A similar analysis on the horizontal spread deserves to be further investigated,
since its characteristics may differ significantly from those of the vertical spread.

In the statistical analysis, we complete the set of parameters by adding the Fraction of
Observations within a factor 2 of prediction (FAC2), as it is customary for atmospheric disper-
sion models [7]. This is defined as the fraction of data where the ratio between experimental
values and numerical solutions is in the range 0.5–2 (see the Appendix).

5.1 Model I

We performed some simulations using the Lagrangian model SLAM in its original for-
mulation, i.e. the particle trajectories are governed by Eq. (21). The results reported in

Fig. 6 Comparison of vertical profiles at increasing distance from the source in Fr = 4, R = 2 configuration;
simulations without additional spread

Table 3 Statistical indices of the simulations without additional spread of Fr = 4, R = 2 configuration

AFB NMSE MG VG FAC2

0.52 4.62 0.79 2.31 0.401
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Fig. 7 Scatter plot (a) and Q–Q plot (b) for Fr = 4, R = 2 configuration (Model I)

Fig. 8 Comparison of vertical profiles at increasing distance from the source in Fr = 4, R = 2 configuration;
simulations with additional spread

Fig. 6 regard the Fr = 4, R = 2 configuration. It is worth noting a significant dis-
crepancy between the measured and numerical profiles varying the distance from the
source. The computation of the centre of mass, performed by the integral model inte-
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Fig. 9 Comparison of vertical profiles at increasing distance from the source in Fr = 4, R = 5 configuration;
simulations with additional spread

grated in SLAM, clearly provides the same results previously obtained, whereas the mod-
elled dispersion intensity is significantly underestimated along the whole plume length. The
statistical indicators reported in Table 3 and the plots in Fig. 7 show a substantial overes-
timation of the peak temperature by the numerical results and the inability of the model to
reproduce the observed temperature profiles. It is clear that the dynamics of the plume are
not correctly simulated and some mechanisms influencing the plume dispersion have been
neglected.

5.2 Model II

The trajectory of the particles is governed by Eq. (26) where we added a new dispersion
term due to the local generation of turbulent fluctuations produced by thermal phenomena;
these effects are modelled as a function of the temporal variation of the transversal size of
the plume (Sect. 3.2).

Figures 8 and 9 report the non-dimensional profiles at Fr = 4, R = 2 and Fr = 4, R = 5
and show that the results computed by the modified model are more accurate and their
agreement with the experiments is better.
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Table 4 Statistical indices of the simulations with additional spread of Fr = 4, R = 2 configuration

AFB NMSE MG VG FAC2

0.133 0.322 0.911 1.503 0.793

Fig. 10 Scatter plot (a) and Q–Q plot (b) for Fr = 4, R = 2 configuration (Model II)

The new simulations show a significant improvement of all the statistical indices (Table 4)
with respect to those previously obtained through the old model, where the particle trajectories
are governed by Eq. (21).

Figure 10a shows a not negligible dispersion of the data. This distribution is due both
to the error coming from the estimate of the plume spread, and to the error provided in the
computation of the centre of mass. It is worth noting (e.g. in Fig. 9a) that small errors in the
estimate of z p cause an imperfect overlap of the numerical and experimental profiles of T ∗
and that can produce a not insignificant local error. The not-optimal value of FAC2 is due
to this effect of enlargement of the local error. However, the Q–Q plot (Fig. 10b) shows a
distribution of the values close to the 1–1 line with a low dispersion of the data; that means
that there is a good statistical agreement between numerical and experimental results.

6 Conclusions

The dispersion of a plume characterised by thermal and inertial phenomena was investigated
experimentally and numerically. The aim of the work is to evaluate the accuracy of the results
provided by a Lagrangian dispersion model, suitably modified, to simulate the dynamical
and thermal effects induced by varying source conditions (velocity and temperature) on
the pollutant cloud. The numerical results were compared with the data measured in an
experimental small-scale campaign in wind tunnel; we used some statistical indices in order
to evaluate the model accuracy from a quantitative point of view.

The trajectory of the plume centre of mass computed by the model presents a very good
agreement with that obtained experimentally. On the contrary, there is a significant discrep-
ancy between numerical solutions and experimental data regarding the plume spread when
we use the original model (Eq. (21)); the systematic underestimation of the plume spread is
due to the fact that the effects of the mechanisms of local turbulence production are neglected.

123



Environ Fluid Mech

Such effects are taken into account through an empirical strategy [40]. The new simulations
are able to correctly reproduce the increasing of turbulence due to thermal and inertial effects,
significantly increasing the accuracy of the numerical results.

Acknowledgements The authors would like to express their gratitude to the laboratory expertise of Christian
Nicot.

Appendix

The evaluation of the accuracy of a model requires defining some parameters in order to
quantify the differences between numerical solutions and experimental data. In this study
we have applied the criteria proposed by Chang and Hanna [7]. The global error is split
into a systematic error and a local error. The first is related to the general ability of the
model to underestimate or overestimate the measures. The second provides an evaluation of
the differences between the single predictions and the mean behaviour of the model. The
systematic and local errors are evaluated by the AFB and the NMSE, respectively:

AF B = 1

M

M∑

i=1

[
2.0

∑N
j=1

∣∣Cexp( j) − Cmod( j)
∣∣

∑N
j=1(Cexp( j) + Cmod( j))

]

i

N M SE = 1

M

M∑

i=1

[
1
N

∑N
j=1(Cexp( j) − Cmod( j))2

1
N

∑N
j=1 Cexp( j) 1

N

∑N
j=1 Cmod( j)

]

i

where Cexp( j) and Cmod( j) are, respectively, the experimental measure and the computed
value evaluated at each measure point j and for each plume i ; N and M are the number of
measurements and the number of plumes, respectively.

If the data are distributed on several orders of magnitude, AFB and NMSE give a larger
weight to the higher values. In order to balance this effect we define two logarithmic indices,
the MG for the systematic error and the VG for the local error:

MG = 1

M

M∑

i=1

⎧
⎨
⎩exp

⎡
⎣ 1

N

⎛
⎝

N∑

j=1

ln Cexp( j) −
N∑

j=1

ln Cmod( j)

⎞
⎠

⎤
⎦

⎫
⎬
⎭

i

V G = 1

M

M∑

i=1

⎧
⎨
⎩exp

⎡
⎣ 1

N

N∑

j=1

(ln Cexp( j) − ln Cmod( j))2

⎤
⎦

⎫
⎬
⎭

i

The fraction of observations within a FAC2 is related to the ability of the model to provide
results without exceeding an upper bound. The FAC2 is defined as the fraction of data having
the property 0.5 ≤ Cexp/Cmod ≤ 2.

The criterion of acceptance of the model performances is provided by the validity ranges
of the statistical indices [7]:

• F AC2 ≥ 0.5;
• AF B ≤ 0.3;
• 0.7 ≤ MG ≤ 1.3;
• N M SE ≤ 1.5;
• V G ≤ 4.0.
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