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Abstract. Adaptive biometric recognition systems have been proposed
to deal with natural changes of the clients’ biometric traits due to mul-
tiple factors, like aging. However, their adaptability to changes may be
exploited by an attacker to compromise the stored templates, either to
impersonate a specific client, or to deny access to him. In this paper we
show how a carefully designed attack may gradually poison the template
gallery of some users, and successfully mislead a simple PCA-based face
verification system that performs self-update.

Keywords: Biometric recognition, Adaptive biometric systems, Tem-
plate self-update, Principal component analysis, Poisoning attack.

1 Introduction

Adaptive biometric recognition systems have been proposed to deal with changes
of the clients’ biometric traits over time, like aging. Biometric data acquired over
time during system operation can be exploited to account for the natural tem-
poral variations of biometric traits. One of the proposed approaches, inspired by
semi-supervised learning techniques, is template self-update. It consists of pe-
riodically updating the template gallery of a user, using samples assigned with
high confidence to the corresponding identity during operation. Adaptation may
allow a biometric system to maintain a good performance over time. However,
an attacker may exploit it to compromise the stored templates, either to imper-
sonate a specific client or to deny access to him, violating system security.

In this paper we present a preliminary investigation on how to exploit the
above discussed vulnerability in the context of adaptive biometric systems, using
as a case study a simple PCA-based face verification system that performs self-
update. We show that an attacker can submit a carefully designed set of fake
faces to the camera while claiming the identity of another user (i.e., the victim),
to gradually compromise the stored templates of the victim. The fake faces can
be obtained by printing a face image on paper. This is a well-known procedure
in the literature of spoofing of biometric traits (see, e.g., [2]). The goal of the
attacker is to eventually be able to impersonate the victim without presenting
any fake face to the sensor, i.e., to include at least one of her templates into the
victim’s gallery.
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We derive the optimal attack, i.e., the one that minimizes the number of fake
faces to be submitted to the sensor, under two distinct template update policies.
To this end, we exploit the results reported in [4] about poisoning attacks against
a different, but related application (online anomaly detection). Our results show
that an attacker may effectively compromise the system with relatively small
effort, i.e., by submitting a few, carefully designed fake faces. We also highlight
a trade-off between the ability of a system to adapt to changes, and its security.

In Sect. 2 we summarize background concepts on adaptive biometric systems.
Poisoning attacks and our application example are described in Sect. 3 and 4,
respectively. Conclusions are drawn in Sect. 5.

2 Adaptive Biometric Recognition Systems

One of the issues that affect the performance of biometric systems in real oper-
ational scenarios is that biometric data can exhibit a large intra-class variability
due to multiple factors, like illumination changes, pose variations and aging. This
can make the templates stored for each client during enrollment not representa-
tive of the biometric traits submitted during verification (or identification) [10].
In particular, it is very difficult to deal with temporal changes of biometric pat-
terns, like the ones due to aging. To this end, the exploitation of biometric data
acquired over time during system operation has recently been proposed [3,8,7].
The reason is that such data stream naturally contains temporal variations of the
considered biometric trait, which may allow one to implement adaptive systems
that improve with use. In the following, we focus on the template self-update
technique, that will be considered in the rest of this work.

Template Self-update. Template self-update is a semi-supervised learning
technique that can be easily implemented in many biometric recognition sys-
tems, to enable adaptation to temporal changes. It consists of updating the
stored templates of each enrolled client over time, exploiting unlabelled biomet-
ric data acquired during system operation [7]. In this work we consider a simple
biometric verification system that stores one template for each client, computed
by averaging the set of n enrolled images of the same client. It will thus be
referred to as centroid. Denoting the feature vectors of the enrolled images of
a given client c as {xc,1, . . . ,xc,n}, their centroid is xc = 1

n

∑n
k=1 xc,k. During

verification, a user submits a sample x and claims an identity c. A matching
score s(x,xc) is then computed, e.g.:

s(x,xc) = 1/(1 + ‖x− xc‖) , (1)

where ‖·‖ is the Euclidean distance. The user is accepted as genuine, if s(x,xc) ≥
tc, otherwise it is rejected as an impostor, where tc is a predefined, client-
dependent acceptance threshold. Template self-update can be implemented by
updating xc using x, if s(x,xc) ≥ θc, where θc is an update threshold, usually
more conservative, i.e., θc > tc. The centroid xc can be updated to x′

c according
to different policies, more or less adaptive. We will consider two policies discussed
in [4], which can be expressed as:
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x′
c = xc + (x− xc)/n . (2)

The infinite window policy updates xc without discarding any of the past n
samples [4,6]. Thus, n increases by 1 before each update, and the impact of new
samples reduces as n grows. A more adaptive policy is finite window (average-
out), that discards the current centroid at each iteration, and keeps n fixed to
its initial value.

3 Poisoning Attacks

Biometric recognition is an example of the use of machine learning in adversarial
environments, in which a human “adversary” can be interested in subverting a
recognition system, e.g., to impersonate a given client [5,1]. In particular, if the
adversary has some degree of control on training data (e.g., in scenarios like
template self-update), she may “contaminate” it by adding carefully designed
attack samples. This attack, known as poisoning, has been investigated in [4,6]
for online anomaly detection tasks. Since their results apply also to biometric
template self-update, we summarize them below.

In template self-update, a poisoning attack exploits adaptation to gradually
compromise the template xc of the targeted client, until it is replaced by a
sample xa chosen by the attacker. To this end, the adversary may be required to
iteratively submit to the system a carefully designed sequence of attack samples.
We consider the case when the attacker aims to gain access with the identity
of user c without using any fake trait. In this case, xa must be a representative
sample of the attacker’s biometric trait. The type and number of attack samples
depend on the template update policy, and on the capability and knowledge of
the attacker. The analysis of [4,6] was made under the worst-case assumption
that the attacker perfectly knows the targeted system, which is typical in security
problems. In our case, this amounts to knowing the feature vector representation
of samples, the initial template gallery of the targeted client and the template
updating policy, the matching score function s(·, ·), and the thresholds tc and
θc of the victim. The optimal attack can be derived, in terms of the minimum
number of attack samples required to replace xc with xa, as well as a lower
bound on such number, depending on the update policy.

The optimal poisoning attack against the policies mentioned in Sect. 2 is

depicted in Fig. 1. At iteration i, it amounts to place the attack sample x
(i)
a on

the line joining xa and the initial centroid xc, in the so-called attack direction a =
xa−xc

‖xa−xc‖ , at the maximum distance from the current centroid x
(i)
c that satisfies

the update condition s(x
(i)
a ,x

(i)
c ) ≥ θc. Given the matching score of Eq. 1, this

distance is dc(θc) = ‖x(i)
a − x

(i)
c ‖ = 1/θc − 1. This leads to: x

(i)
a = x

(i)
c + dc · a.

The minimum number of attack samples needed to replace xc with xa, for the
infinite and finite window policies, is respectively lower bounded by:

n [exp (‖xa − xc‖/θc)− 1] , n (‖xa − xc‖/θc) . (3)



420 B. Biggio et al.

xa

xc
xc
(i )

victim’s

centroid

dc ( c )

xa
(i )

attack locations

…

Fig. 1. Illustration of a poisoning attack, similar to [4]

It is worth noting that: (i) in both cases the number of attack samples scales
linearly with the initial number of averaged samples n; (ii) in the infinite win-
dow case, the number of attack samples increases exponentially as ‖xa − xc‖
grows; (iii) in the finite window case, such number scales linearly with ‖xa−xc‖.
Therefore, although more adaptive to changes, the latter policy may be misled
by a poisoning attack with a significantly lower number of attack samples. This
quantifies the intuitive trade-off between the ability of the system to adapt to
changes and its security to poisoning attacks. To better characterize this trade-
off in the context of biometric systems, one should also evaluate the probability
for an attacker (and the victim) to be accepted as the targeted victim, as the
attack proceeds. However, this can be only done empirically, as shown in the
next section.

4 Application Example

In this section we describe the case study, related to PCA-based face verification,
that we used to investigate the vulnerability of template self-update techniques.

PCA-Based Face Verification. The standard PCA-based face recognition
method works as follows [9,11]. During enrollment, a set of face images is acquired
for each user and pre-processed (e.g., the background is removed by applying a
specific mask to each image, and face images are normalized to have the same
size and eye position). Each image is then stored as a column vector of d pixels
to constitute the training set Z = {z1, . . . , zn} ∈ Rd×n, and the PCA is applied
as follows. (i) The average face image and the covariance matrix are respectively
computed as zµ = 1

n

∑n
k=1 zk, and C = (Z − zµ)(Z − zµ)

T. (ii) The eigenvalues
and eigenvectors of C can be more efficiently computed from the matrix K =
(Z − zµ)

T(Z − zµ) instead of C, as explained in [11,9]. Usually only a subset of
them (those associated to the highest eigenvalues) is retained for computational
efficiency. (iii) Samples in Z can be now projected onto the eigenspace as xi =
V t(zi − zµ), i = 1, . . . , n, where V is the matrix of the eigenvectors (one per
column). (v) For each user c, a face template xc is stored. Such template is
often computed as the mean (or centroid) of the projected faces of that user.
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Fig. 2. FAR and GAR for each client under no attack. The FAR is averaged over all
possible attackers. Standard deviation is also shown as error bars.

During verification, the input image z is pre-processed and projected onto the
eigenspace as x = V t(z−zµ). Then, it is compared to the centroid of the claimed
identity through the matching score s(x,xc), either to accept or reject the user
(see Sect. 2).1 Template self-update was implemented as explained in Sect. 2,
using the two update policies of Sect. 3. In our experiments we set the initial
template gallery size to n = 10. We also assume that the PCA projection is not
updated during verification, since it is too computationally expensive [7].

Data Set. We collected a data set consisting of 40 different clients with 60
images each, for a total of 2,400 face images. The face images of each client were
collected into two sessions, using a commercial webcam, with a time interval of
about two weeks between them, under different lighting conditions and facial
expressions. This induced a high intra-class variability of the face images, which
makes face recognition particularly challenging. The data set is available under
request to the authors, and it was also used in [2].

Experimental Setup. We split the face images as follows. We randomly se-
lected 10 images for each client as training data, to compute the PCA eigenvec-
tors and the clients’ centroids. A further set of 10 images for each client was used
as validation data, to tune the acceptance threshold tc and update threshold θc
for each client. We set θc by computing the 0% FAR operational point for the
corresponding client, and tc to a less conservative value, namely, at the 1% FAR
operational point. The remaining 40 images per client were retained as testing
set. We observed that randomly choosing different data splits do not substan-
tially affect our results. For the sake of ease of interpretation, we thus chose not
to average them on different data splits.

Performance under No Attack. We first computed the performance of the
considered face verification system on the testing set, when no attack is consid-
ered, in terms of the Genuine Acceptance Rate (GAR) and False Acceptance
Rate (FAR), namely, the fraction of clients correctly verified and of impostors
wrongly accepted as genuine clients. For each client (i.e., claimed identity), the

1 Note that more than one template per user may be also used, to better capture the
high intra-class variability typical of biometric images. This would however slightly
complicate the verification process, and the consequent poisoning attack; thus, we
only consider here the simplest case in which only one centroid per user is stored.
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Fig. 3. Poisoning attack under finite window (average-out) update policy. Top-left plot:
illustration of the attack in the space spanned by the first two principal components.
Top-right plot: Variation of the attacker’s FAR and victim’s GAR during the attack
progress. Bottom plot: attack samples and victim’s centroids during the attack progress,
at iterations 1, 5, 10, 15, 20.

corresponding GAR and FAR are shown in Fig. 2. The FAR of each client was
estimated as the average FAR of the other 39 users, considered as attackers. As
expected from the choice of tc, the average FAR is around 1% for most of the
clients. A rather low GAR is attained for several users (lower than 50%), due
to the high-intra class variability. Further, we observed that for most clients no
update actually occurred, due to the very conservative choice of θc.

Poisoning under the Finite Window (average-out) Update Policy. We
implemented the poisoning attack as described in Sect. 3. We simulated the
simplest scenario in which the template gallery of the targeted client (victim) is
updated by a sequence of attack samples only, in a given period of time.2

In Fig. 3, we report the results attained when considering a specific attacker
(user 13) and victim (user 31). The attack progress is depicted in the top-left
plot, where it can be noted how the victim’s centroid drifts toward the attacker’s
centroid. In particular, we report the initial victim’s and attacker’s centroids,
and the drifted victim’s centroid after 5 iterations (i.e., after submitting 5 at-
tack samples). The top-right plot shows how the victim’s GAR decreases, and,

2 The scenario when the gallery is updated with interleaved attack and genuine sam-
ples (i.e., samples coming from genuine verification attempts by the targeted client)
can be however investigated in a similar manner, as done in [4].
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Fig. 4. Poisoning attack under the finite window (average-out) update policy

simultaneously, the FAR relative to the attacker identity increases, as a function
of the number of attack iterations. Although the number of iterations required
to replace the victim’s centroid with the attacker’s centroid is 20, the attacker’s
FAR raises quite quickly, being equal to 40% after only 10 iterations. The bottom
plot shows some attack samples, and the corresponding change in the victim’s
centroid. Note how the initial victim’s face (victim’s centroid at iteration 1) is
eventually replaced by the attacker’s face (victim’s centroid at iteration 20).

Fig. 4, and Fig. 5 (left plot) summarize the results obtained considering all
possible pairs of attacker and victim (39 × 40 = 1560). The latter depicts the
average number of iterations and the standard deviation, over the 39 possible
attackers, required to replace the victim’s centroid with the attacker’s one. Note
that most of the attacks are successfully completed after 10 to 20 iterations.

Since in many cases it is not realistic for an attacker to perform more than
10 attempts without being caught, we focused on the GAR of each victim, and
the FAR relative to the corresponding attacker, after 5 and 10 iterations, which
are reported in Fig. 4. As in the previous case, for each victim we average the
GAR and FAR with respect to all possible 39 attackers. In other words, the
FAR represents the probability that a randomly chosen attacker cracks a specific
victim account. Similarly, the GAR represents the probability of a specific victim
being correctly accepted as a genuine user, under a poisoning attack carried
out by a randomly chosen attacker. It can be seen that the FAR is relatively
high even at the early stages of the attack: it ranges from 10% to 20% after
only 5 iterations, and approaches 50% for most of the targeted victims after 10
iterations. The GAR remains instead almost the same after 5 iterations, but
significantly decreases after 10 iterations for most of the victims. This means
that an attacker may significantly increase the chance of being accepted after
few iterations (e.g., from 1% FAR to 10% FAR with just 5 iterations) without
causing a substantial denial of access to the victim. Lastly, note that after 10
iterations, the FAR is much higher than the GAR, although most of the poisoning
attacks are not complete at this stage.
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Fig. 5. Number of attack samples required to replace the victim’s centroid with the
attacker’s centroid. For each victim, we reported the number of iterations averaged
over all possible attackers. Standard deviation is also shown as error bars. Left plot:
finite window (average-out) update policy. Right plot: infinite window update policy.

0 5 10 15 20 25 30 35 40
0

0.2

0.4

0.6

0.8

1
attacker’s FAR at iter. 5

claimed identity (victim)
0 5 10 15 20 25 30 35 40

0

0.2

0.4

0.6

0.8

1
attacker’s FAR at iter. 10

claimed identity (victim)

0 5 10 15 20 25 30 35 40
0

0.2

0.4

0.6

0.8

1
victim’s GAR at iter. 5

claimed identity (victim)
0 5 10 15 20 25 30 35 40

0

0.2

0.4

0.6

0.8

1
victim’s GAR at iter. 10

claimed identity (victim)

Fig. 6. Poisoning attack under the infinite window update policy

Poisoning under the Infinite Window Update Policy. Poisoning is much
harder under this policy, since it requires an exponential number of attack sam-
ples with respect to the relative displacement (see Eq. 3). We report the evalu-
ation involving all pairs of attacker and victim, as above, in Fig. 6, and Fig. 5
(right plot). As expected, the latter plot shows that the number of iterations
required to complete a poisoning attack is much higher in this case, and its ef-
fectiveness (in terms of FAR at the same number of iterations) is lower. However,
Fig. 6 shows that the increase in FAR is still significant, even after few iterations.

Finally, we repeated the experiments reducing the initial number of templates
per client to n = 5. As predicted by Eq. 3, the number of attack iterations
scaled linearly with n for both policies, without substantially changing the attack
effectiveness in terms of FAR and GAR. In particular, almost the same values
were attained after half of the iterations.
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5 Conclusions and Future Work

In this work, we demonstrated that adaptive biometric recognition systems can
be vulnerable to poisoning attacks, namely, carefully designed attacks that ex-
ploit system adaptation. Such attacks can significantly violate system security
from the early stages, i.e., with few attack iterations. To our knowledge, this is
the first time that such vulnerability is highlighted in the context of biometric
adaptive systems. Further, we observed that more adaptive update policies (e.g.,
finite window), which may be more beneficial in the standard scenario without
attacks, can be more vulnerable to poisoning than less adaptive policies (e.g.,
infinite window). This highlights that a trade-off between security and ease of
adaptation is required in adaptive biometric systems, and that it should be inves-
tigated more in detail in future work; e.g., considering different adaptive systems
and more update policies.
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