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Abstract

In this paper, we study the Poisson process time-changed by independent Lévy subordinators, namely, the in-

complete gamma subordinator, the ε-jumps incomplete gamma subordinator and tempered incomplete gamma

subordinator. We derive their important distributional properties such as probability mass function, mean,

variance, correlation, tail probabilities and fractional moments. The long-range dependence property of these

processes are discussed. An application in insurance domain is studied in detail. Finally, we present the

likelihood plots, the pdf plots and the simulated sample paths for the subordinators and their corresponding

subordinated Poisson processes.
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1. Introduction

The stochastic models with random time clock appears in various fields of applications such as finance (see

[1, 2]), physics (see [3, 4, 5, 6]), ecology (see [7]), biology (see [8]) and etc. As a result, there is ever increasing

interest among probabilists into this kind of research problems, and it has given arise to a new field of study

called as the stochastic subordination. Stochastic subordination involves investigating the stochastic process

where the time variable is replaced by a non-decreasing Lévy process. Its study can be divided into two major

classes, namely, the diffusion processes and the counting processes. A pioneer work on the stochastic subordi-

nation was first published by Bochner (see [9, 10]) and subsequently many scholars studied various aspect of

subordinated stochastic process such as homogeneity (see [11], Markov property (see [12]), long-range depen-
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dence (LRD) (see [13, 14]), and infinite divisibility( see [15, 16]), etc. A comprehensive coverage can be found in

Bertoin (see [17]) and Sato (see [18]). In this paper, we focus on stochastic subordination of a counting process.

The Poisson process is a classical and a widely applicable model for counting phenomenon. Buchak and

Sakhno (see [19]) investigated the Poisson process subordinated with gamma subordinator. Kumar et al. (see

[20]) have discussed various characterstics of the Poisson process subordinated with the stable/inverse stable

subordinator and the inverse Gaussian subordinator. Orsingher and Toaldo (see [21]) explored the Poisson

process subordinated with a Lévy subordinator. Meerschaert et al.(see [22]) studied the Poisson process sub-

ordinated by inverse stable subordinator and found a connection with the fractional Poisson process. Orsinger

and Polito (see [23]) studied Poisson process subordinated by stable subordinator in connection with the space-

fractional Poisson process. The subordinated Poisson process of order k is studied by Sengar et. al ([24]).

Beghin and Ricciuti (see [25]) defined the incomplete gamma (InG) subordinator, the incomplete gamma subor-

dinator with jumps of size greater than or equal ε (InG-ε) subordinator and tempered incomplete gamma (TInG)

subordinator using lower-incomplete gamma function. The InG subordinator is defined as non-decreasing Lévy

process with the Laplace exponent αγ(α; η), where γ(α; η) is the lower-incomplete gamma function given by

γ(α; η) =

∫ η

0

e−yyα−1dy, η > 0, 0 < α ≤ 1. (1.1)

The InG-ε subordinator is a modification of the InG subordinator whose jumps are greater than ε > 0 with

the Laplace exponent α
εα γ(α; ηε). The TInG subordinator is defined as non-decreasing Lévy process with the

Laplace exponent αγ(α; η + θ)− αγ(α; θ), where θ > 0 is the tempering parameter. It exhibits finite moment

of any integer order. In this paper, we consider the InG, InG-ε and TInG subordinators as random clocks for

the Poisson process. Our goal is to study important distributional properties, such as, the probability mass

function (pmf ), mean, variance, correlation, tail probabilities and fractional moments.

The LRD property concerns with the memory of stochastic process. A stochastic model having the LRD

or long “memory” indicates that it is a non stationary process. This property can provide an alternative expla-

nation to the empirical phenomenon that exhibits memory over a period of time; many interesting application

can be found out in (see [26]) and the references therein. The definition of the LRD property is based on the

second order property of stochastic processes; more specifically asymptotic behaviour of correlation function.

We prove that the TInG subordinator and TInG subordinated Poisson process has the LRD property. We

emphasize that these models have a great potential for application.
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The Poisson process is used to model risk for an insurance company. We have used the subordinated Poisson

process (with the PTInG subordinator) as an alternative to the classical Poisson process in risk model for

insurance, and is described as follows

Y (t) = ct−
N(Sα,θ(t))∑

j=1

Xj , t ≥ 0, (1.2)

where c > 0 denotes premium rate, which is assumed to be constant, Xj be non-negative i.i.d. random variables

with distribution F , representing the claim size and the Poisson process {N(t)}t≥0 subordinated by the TInG

{Sα,θ(t)}t≥0. We derive the governing equation for the joint probability that ruin happens in finite time and

the deficit at the time of ruin. We also compute the joint distribution of ruin time and deficit at ruin when

the initial capital is zero.

The likelihood plot, the pdf plot and the simulation of sample paths provides a visual aid to understand

a stochastic process and it is helpful in estimating parameters in some cases. We present the likelihood plot,

the pdf plot and the simulated sample paths for the InG, the InG-ε and the TInG subordinators and their

corresponding subordinated Poisson processes. We have used the Metropolis algorithm(see [27]) to simulate

the sample paths where the candidate density is obtained by truncating the support of the exponential den-

sity; this approach is developed for the TInG subordinator and the corresponding subordinated Poisson process.

The paper is organised as follows. In Section 2, we present some preliminary results that are required. Section

3 deals with the Poisson process subordinated with the InG and InG-ε subordinator. In Section 4, the LRD

property for the Poisson process subordinated by the PTInG subordinator is presented. Section 5 discusses

the role of the subordinated Poisson process in insurance. In Section 6, we present the likelihood plots, the

pdf plots and simulate the sample paths of the InG, the InG-ε and TInG subordinators and the corresponding

subordinated Poisson processes.

2. Preliminaries

In this section, we present some preliminary results which are required later in the paper.

Let Z+ := {0, 1, 2, · · · } be the set of non-negative integers. Let {N(t, λ)}t≥0 be a Poisson process with rate
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λ > 0, so that

p(n|t, λ) := P[N(t, λ) = n] =
(λt)ne−λt

n!
, n ∈ Z+. (2.1)

For simplicity of notation we write N(t, λ) as N(t), when no confusion arises.

For α ∈ (0, 1], the InG subordinator {Sα(t)}t≥0 (see [25]) can be represented as a compound Poisson process

Sα(t) =

Nα(t)∑
j=1

Zαj , (2.2)

where {Nα(t)}t≥0 is a homogeneous Poisson process with the rate λ := αΓ(α) and the jumps Zαj are i.i.d.

random variables, taking values in [1,+∞), with probability density function

fZα(z) =
(z − 1)−αz−11z≥1

Γ(1− α)Γ(α)
=

sin(πα)1z≥1

π(z − 1)αz
, α ∈ (0, 1). (2.3)

When α = 1, the jumps are unitary, and the process coincides with the Poisson process (see [25]). Note

that the subordinator {Sα(t)}t≥0 have jumps of size greater than or equal to 1.

Similarly, the InG-ε subordinator {S(ε)
α (t)}t≥0 can be represented as a compound Poisson process

S(ε)
α (t) =

Nε(t)∑
j=1

Z
(α,ε)
j , (2.4)

where N ε := {N ε(t)}t≥0 is a homogeneous Poisson process with the rate λ := αΓ(α)ε−α and the jumps Z
(α,ε)
j

are i.i.d. random variables, taking values in [ε,+∞), with probability density function

f
Z

(α,ε)
j

(z) =
εα(z − ε)−αz−11z≥ε

Γ(1− α)Γ(α)
, α ∈ (0, 1). (2.5)

In contrast to the InG subordinator, the InG-ε subordinator {S(ε)
α (t)}t≥0 have jumps of size greater than or

equal to ε (see [25]).

The TInG subordinator {Sα,θ(t)}t≥0 can be represented as a compound Poisson process

Sα,θ(t) =

Nα,θ(t)∑
j=1

Zα,θj , (2.6)

where Nα,θ := {Nα,θ(t)}t≥0 is a homogeneous Poisson process with rate λ := αΓ(α; θ), where Γ(α; θ) is the
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upper incomplete gamma function defined as

Γ(α; η) =

∫ ∞
η

e−yyα−1dy, η > 0, 0 < α ≤ 1.

We have the following relationship between upper, lower incomplete gamma function and gamma function

Γ(α; θ) + γ(α; θ) = Γ(α).

The jumps Zα,θj are i.i.d. random variables, taking values in [1,+∞) and with the probability density function

fZα,θj
=
e−θz(z − 1)−αz−11z≥1

Γ(1− α)Γ(α; θ)
, α ∈ (0, 1). (2.7)

Observe that the mean for subordinators the InG and InG-ε does not exist, but mean and variance of the

PTInG subordinator Sα,θ(t) are given by (see [25])

ESα,θ(t) = tαθα−1e−θ, (2.8)

VarSα,θ(t) = tαθα−1e−θ + t(α− 1)αθα−2e−θ. (2.9)

The following result (see [28]) is key to our computation for the fractional order moments of the PTInG

subordinator and subordinated Poisson processes.

Theorem 2.1. Let X be a positive random variable with the Laplace transform f̃(t). Then its qth order

moment, where q ∈ (n− 1, n) is given by

E(Xq) =
(−1)n

Γ(n− q)

∫ ∞
0

dn

dun
[f̃(u)]un−q−1du. (2.10)

3. Poisson process subordinated by the InG subordinator

In this section, we consider the Poisson process subordinated with the InG subordinator. First we define

the Poisson process subordinated with the InG subordinator as follows.

Definition 3.1. The Poisson process subordinated with the InG subordinator (PInG) is defined as

Q(t) := N(Sα(t)), t ≥ 0, (3.1)
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where {N(t)}t≥0 is the Poisson process with rate λ > 0 and independent of the InG subordinator {Sα(t)}t≥0.

Next we deduce various characteristics of PInG. First we compute its Laplace exponent.

Proposition 3.2. The Laplace exponent of subordinated Poisson process the PInG is e−tαγ(α;λ(1−e−η)).

Proof. Using a conditioning argument, we obtain the Laplace exponent of N(Sα(t)) as

E[e−ηN(Sα(t))] = E[E[e−ηN(Sα(t))
∣∣Sα(t)]], η ≥ 0

= E[e−λSα(t)(1−e−η)]

= e−tαγ(α;λ(1−e−η)).

Mimicking the argument as in the proof of Proposition 3.2, the probability generating function (pgf) of

PInG can be seen as

E[uN(Sα(t))] = E[E[uN(Sα(t))
∣∣Sα(t)]]

= E[e−λ(1−u)Sα(t)]

= e−tαγ(α;λ(1−u)). (3.2)

One can calculate pmf of N(Sα(t)) using the following relationship with pgf (3.2)

P(N(Sα(t)) = k) =
dk

duk
(e−tαγ(α;λ(1−u)))

k!

∣∣∣∣
u=0

, k = 0, 1, 2, · · · .

We present values of the pmf pk(t) for k = 0, 1, 2, 3

P(N(Sα(t)) = 0) = e−tαγ(α;λ),

P(N(Sα(t)) = 1 = αλαte−αtγ(α;λ)−λ,

P(N(Sα(t)) = 2) =
1

2!

(
α2λ2αt2 −

(
α2 − αλ− α

)
λαteλ

)
e−αtγ(α;λ)−2λ,

P(N(Sα(t)) = 3) =
1

3!

[
α3λ3αt3 − 3

(
α3 − α2λ− α2

)
λ2αt2eλ

+
(
α3 + αλ2 − 3α2 − 2

(
α2 − α

)
λ+ 2α

)
λαte2λ

]
e−αtγ(α;λ)−3λ.

The asymptotic behaviour of tail probability and fractional moments of Sα(t) are discussed in [25] that is,
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for α ∈ (0, 1) and t ≥ 0

P(Sα(t) > x) ' tx−α

Γ(1− α)
, x→∞,

and

ESpα(t) '
Γ(1− p

α )

Γ(1− p)
t
p
α , t→∞,

where p ∈ (0, 1] and p ≤ α. Now, we discuss the asymptotic behaviour of tail probability and fractional

moments of the PInG N(Sα(t)).

Theorem 3.3. Let α ∈ (0, 1) and t ≥ 0, then

P(N(Sα(t)) > x) ' tλαx−α

Γ(1− α)
, x→∞ . (3.3)

Proof. We consider the Laplace transform of tail probability, for η > 0

∫ ∞
0

e−ηxP(N(Sα(t)) > x)dx =
1− Ee−ηN(Sα(t))

η

=
1− e−tαγ(α;λ(1−e−η))

η
.

Using the Taylor series expansion up to first order, for η → 0 we obtain

1− e−tαγ(α;λ(1−e−η))

η
' 1− (1− tαγ(α;λ(1− e−η)))

η

' tα

η

(λ(1− e−η))α

α

(
γ(α; η) ' ηα

α , as η → 0
)

' tα

η

(ηλ)α

α

= ηα−1tλα.

The desired result follows from the Tauberian theorem (see [29, p.446]) for any t ≥ 0.

Theorem 3.4. Let p ∈ (0, 1), then the fractional moment of pth order of the process the PInG {N(Sα(t))}t≥0

exists, is finite for p < α and its asymptotic behaviour is given by

E[N(Sα(t))]p ∼ λp−1tp, t→∞.
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Proof. We first argue the existence of fractional moments. Asymptotic behaviour of the tail probability given

by (3.3) allows us to conclude E[N(Sα(t))]p <∞ for p < α.

Now, we investigate the asymptotic behaviour of the fractional moments. By using (2.10)

E[N(Sα(t))]p =
−1

Γ(1− p)

∫ ∞
0

d

dη
[e−tαγ(α;λ(1−e−η))]η−pdη

=
αtλα

Γ(1− p)

∫ ∞
0

(1− e−η)α−1eλ(1−e−η)−ηe−tαγ(α;λ(1−e−η))η−pdη.

Let h(η) = αγ(α;λ(1− e−η)) and φ(η) = (1− e−η)α−1eλ(1−e−η)−ηη−p.

h(η) = αγ(α; 0) +

∞∑
k=0

(λ(1− e−η))α+k

(α+ k)k!

= αγ(α; 0) + (−η)α−pλα
[
1−

(
α2 + (2λ+ 1)α

2(α+ 1)

)
η

+λ2

(
(3α3 + (12λ+ 7)α2 + 2(6λ2 + 12λ+ 1)α)

24(α+ 2)
η2

)
+ · · ·

]
,

where h(0) = αγ(α; 0), a0 = λα, a1 =
(
α2+(2λ+1)α

2(α+1)

)
and µ = α. Furthermore

φ(η) = (λ(1− e−η))α−1e−λ(1−e−η)−ηη−p

= −ηα−p−1λα−1

[
1−

(
α− 2λ+ 1

2

)
η + λ2

(
(−3α2 − (12λ+ 7)α− 2(6(λ2 + 12λ+ 1)))η

24

)
+ · · ·

]
,

where b0 = λα−1, b1 = −λα−1
(
α−2λ+1

2

)
and γ = α− p.

Now, we apply the Laplace–Erdelyi Theorem (see [30]) to the above integral and we get

E[N(Sα(t))]p ∼ αt

Γ(1− p)

∞∑
j=0

cj
t1−p+j

Γ(1− p+ j).

Above series is dominated by first term for large t, which leads to

E[N(Sα(t))]p ∼ αc0t
pΓ(1− p)

Γ(1− p)
∼ λp−1tp,

where c0 = b0/(µa
γ/µ
0 ) = λp−1/α.

The following result for the InG-ε subordinator can be obtained by mimicking the arguments as in proof of

Theorem 3.3 and 3.4.
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Theorem 3.5.

(a) Let α ∈ (0, 1) then, for any t ≥ 0, we have

P(S(ε)
α (t) > x) ' tx−α

Γ(1− α)
, x→∞.

(b) Let p ∈ (0, 1), then fractional moment of order p of the process S
(ε)
α (t) exists, finite, for p ≤ α, and its

asymptotic behaviour is given as

E[S(ε)
α (t)]p ∼ α

ε
tp, t→∞.

The Poisson process subordinated with the InG-ε subordinator have similar properties as PInG, which can

be obtained by the same line of arguments.

Definition 3.6. The Poisson process subordinated with the InG-ε subordinator (PInG-ε) is defined as

Q(t) = N(S(ε)
α (t)), t ≥ 0, (3.4)

where {N(t)}t≥0 is the Poisson process with rate λ > 0 and independent of subordinator the InG-ε.

The following theorem summarizes few results for the PInG-ε process. The proof is omitted due to similarity

with the proofs of the analogues results associated with the PInG process.

Theorem 3.7.

(a) The Laplace exponent of the PInG-ε is exp (−tαε−αγ(α;λ(1− eη)ε)).

(b) The pgf of the PInG-ε given by exp
(
− 1
εα tαγ(α;λ(1− u)ε)

)
.

(c) The pmf of the PInG-ε is given by

P(N(S(ε)
α (t)) = 0) = exp

(
− tα
εα
γ(α;λε)

)
P(N(S(ε)

α (t)) = 1) = λααt exp

(
−λε− αtγ (α;λε)

εα

)
,

P(N(S(ε)
α (t)) = 2) =

1

2

(
λ2αα2t2 + (αλε− α2 + α)λ2teλε

)
exp

(
−2λε− αtγ (α;λε)

εα

)
,

P(N(S(ε)
α (t)) = 3) =

1

6

[
λ3αα3t3 + 3(α2λε− α3 + α2)λ2αt2eλε + (αλ2ε2 + α3 − 2(α2 − α)λε− 3α2 + 2α)λαte2λε

]
exp

(
−3λε− αtγ (α;λε)

εα

)
,
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and so on.

(d) Let α ∈ (0, 1) and t ≥ 0, then

P(N(S(ε)
α (t)) > x) ' tλαx−α

Γ(1− α)
, x→∞ .

(e) Let p ∈ (0, 1), then the fractional moment of pth order of the process the PInG exists, is finite for p < α

and its asymptotic behaviour is given by

E[N(S(ε)
α (t))]p ∼ λp−1tp

εα−p
, t→∞.

4. Poisson process subordinated by the TInG subordinator

In this section, we investigate the Poisson process subordinated with the TInG subordinator. First we

define the Poisson process subordinated with the TInG subordinator as follows.

Definition 4.1. The Poisson process subordinated with the TInG subordinator (PTInG) is defined as

Q(t) = N(Sα,θ(t)), t ≥ 0, (4.1)

where {N(t)}t≥0 is the Poisson process with rate λ > 0 and independent of subordinator the TInG {Sα,θ(t)}t≥0.

Using a conditioning argument similar to the proof of Proposition 3.2, the Laplace exponent of the PTInG

can be obtained as exp (−tα[γ(α;λ(1− eη) + θ)− γ(α; θ)]) , and the pgf is given by exp (−tα(γ(α;λ(1− u) + θ)− γ(α; θ))) .

The pmf for N(Sα,θ(t)) is given by

P(N(Sα,θ(t)) = 0) = exp (−tαρ(α; θ)),

P(N(Sα,θ(t)) = 1) = [(λ+ θ)α−1αλt] exp (−tαρ(α; θ)),

P(N(Sα,θ(t)) = 2) =
1

2

[
(1− α)α(θ + λ)

α−2
λ2t+

(
α(θ + λ)

α−1
λt exp (−θ − λ) + λ

)
α(θ + λ)

α−1
λt
]
e−αtρ(α;θ)−θ−λ,

P(N(Sα,θ(t)) = 3) =
1

6

[
(α− 1)(α− 2)α(θ + λ)

α−3
λ3t− 2

(
α(θ + λ)

α−1
λte−θ−λ + λ

)
(α− 1)α(θ + λ)

α−2
λ2t

+
(
α(θ + λ)

α−1
λte−θ−λ + λ

)2

α(θ + λ)
α−1

λt−
(

(α− 1)α(θ + λ)
α−2

λ2te−θ−λ

− α(θ + λ)
α−1

λ2te−θ−λ
)
α(θ + λ)

α−1
λ
]

exp (−αtρ(α; θ)− θ − λ),

where ρ(α; θ) = γ (α; θ + λ)− γ (α; θ) and so on.
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Since the PTInG has finite mean and variance, it is expected that the PTInG also have finite mean and

variance.

Theorem 4.2. The mean, variance and covariance of the PTInG are given by

(a) E[N(Sα,θ(t))] = λtαθα−1e−θ,

(b) Var[N(Sα,θ(t))] = λ2(tαθα−1e−θ + t(α− 1)αθα−2e−θ) + λ(tαθα−1e−θ),

(c) Cov[N(Sα,θ(s)), N(Sα,θ(t))] = Var[N(Sα,θ(s))], for 0 ≤ s < t.

Proof. Using the conditioning argument, we have

E[N(Sα,θ(t))] = E[E[N(Sα,θ(t))
∣∣Sα,θ(t)]]

= E[λSα,θ(t)]

= λE[Sα,θ(t)]

= λtαθα−1e−θ (Using (2.8)). (4.2)

Now, we derive expression for variance of the the PTInG .

Var[N(Sα,θ(t))] = Var[[E[N(Sα,θ(t))
∣∣Sα,θ(t)]]] + E[Var[N(Sα,θ(t))

∣∣Sα,θ(t)]]
= Var[λSα,θ(t)] + E[λSα,θ(t)]

= λ2Var[Sα,θ(t)] + λE[Sα,θ(t)]

= λ2(tαθα−1e−θ + t(α− 1)αθα−2e−θ) + λ(tαθα−1e−θ). (4.3)

To obtain covariance of the PTInG, first we compute E[N(Sα,θ(s))N(Sα,θ(t))] with s < t

E[N(Sα,θ(s))N(Sα,θ(t))] =
1

2

(
E [N(Sα,θ(s))]

2
+ E [N(Sα,θ(t))]

2 − E [N(Sα,θ(s))−N(Sα,θ(t))]
2
)

=
1

2

[
E[E[[N(Sα,θ(t))]

2
∣∣Sα,θ(t)]] + E[E[N(Sα,θ(s, λ))2

∣∣Sα,θ(s)]]
+E[E[N(Sα,θ(t))−N(Sα,θ(s))

2
∣∣Sα,θ(t)]]]

=
1

2

[
(E[λSα,θ(t)) + (λSα,θ(t))]

2) + (E[(λSα,θ(s)) + (λSα,θ(s))]
2)

−(E[(λSα,θ(t− s, λ)) + (λSα,θ(t− s, λ))]2
]

=
1

2

[
(λtαθα−1e−θ) + λ2(tαθα−1e−θ + t(α− 1)αθα−2e−θ) + ((λtαθα−1e−θ)2)]

+[(λsαθα−1e−θ) + λ2(sαθα−1e−θ + s(α− 1)αθα−2e−θ)((λsαθα−1e−θ)2)]

11



+[(λ(t− s)αθα−1e−θ) + λ2((t− s)αθα−1e−θ + (t− s)(α− 1)αθα−2e−θ)

+((λ(t− s)αθα−1e−θ)2)
]

= (λsαθα−1e−θ) + λ2(sαθα−1e−θ + s(α− 1)αθα−2e−θ) + st(λαθα−1e−θ)2. (4.4)

Using (4.2) and (4.4) we get covariance as

Cov[N(Sα,θ(s)), N(Sα,θ(t))] = E[N(Sα,θ(s))N(Sα,θ(t))]− E[N(Sα,θ(s))]E[N(Sα,θ(t))]

= [(λsαθα−1e−θ) + λ2(sαθα−1e−θ + s(α− 1)αθα−2e−θ)]

= λE[Sα,θ(s)] + λ2Var[Sα,θ(s)]

= Var[N(Sα,θ(s))]. (4.5)

The pmf of the the PTInG has the following alternate representation.

Theorem 4.3. The pmf of the the PTInG is also given by

P[N(Sα,θ(t)) = n] =
λn

n!
E[e−λSα,θ(t)(Sα,θ(t))

n], n = 0, 1, 2, 3 · · · . (4.6)

Proof. Let g(y, t) be the probability density function of Sα,θ(t). Then

P[N(Sα,θ(t)) = n] =

∫ ∞
0

P[N(Sα,θ(t)) = n
∣∣Sα,θ(t)]g(y, t)dt

=

∫ ∞
0

(λy)ne−λy

n!
g(y, t)dt

=
λn

n!
E[e−λSα,θ(t)(Sα,θ(t))

n].

The representation (4.6) allows easy verification of the normalizing condition

∞∑
n=0

P[N(Sα,θ(t)) = n] = 1.

Consider

∞∑
n=0

P[N(Sα,θ(t)) = n] =

∞∑
n=0

λn

n!
E[e−λSα,θ(t)(Sα,θ(t))

n]

12



=

∞∑
n=0

∫ ∞
0

(λy)ne−λy

n!
g(y, t)dy

=

∫ ∞
0

g(y, t)dy = 1.

Using simple algebraic calculations, one can see that the transition probabilities of the N(Sα,θ(t)) are given by

P[N(Sα,θ(t+ h)) = n|N(Sα,θ(t)) = m]

=

 1− αf(λ) + o(h) if n = m

−h
[
(−1)i λ

i

i! f
(i)(λ)

]
+ o(h) if n = m+ i, i = 1, 2, 3 · · · ,

(4.7)

where f(λ) = γ(α;λ+ θ)− γ(α; θ) is Laplace exponent of Sα,θ(t) .

Now, we state results regarding the asymptotic behaviour of tail probability and fractional moments for the

TInG subordinator and PTInG, which can be obtained along the similar line as in proof of Theorem 3.3 and

3.4.

Theorem 4.4. (a) Let α ∈ (0, 1) and t ≥ 0, we have that

P(Sα,θ(t) > x) ' tx−α

Γ(1− α)
, x→∞ .

(b) Let p ∈ (0, 1], then fractional moment of p-th order of the process the TInG exists, it is finite for p < α

and is given by

Ep[Sα,θ(t)] ∼ α(e−θθα−1t)p, t→∞.

Theorem 4.5. (a) Let α ∈ (0, 1) and t ≥ 0, we have that

P(N(Sα,θ(t)) > x) ' tλαx−α

Γ(1− α)
, x→∞ .

(b) Let p ∈ (0, 1], then fractional moment of p-th order of the process the PTInG exists, it is finite for p < α

and is given by

Ep[N(Sα,θ(t))] ∼ α(e−θθα−1t)p, t→∞.

Now, we discuss LRD property of the the TInG subordinator which is not shared by the InG and InG-ε

subordinators. We state the definition as in [14].
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Definition 4.6. Let 0 < s < t and s be fixed. Assume a stochastic process {X(t)}t≥0 has the correlation

function Corr [X(s), X(t)] that satisfies

c1(s)t−d ≤ Corr [X(s), X(t)] ≤ c2(s)t−d

for large t, d > 0, c1(s) >0 and c2(s) > 0. That is,

lim
t→∞

Corr [X(s), X(t)]

t−d
= c(s)

for some c(s) > 0 and d > 0. We say {X(t)}t≥0 has the long-range dependence (LRD) property if d ∈ (0, 1)

and has the short-range dependence (SRD) property if d ∈ (1, 2).

Now we show that the TInG {Sα,θ(t)}t≥0 has LRD property.

Theorem 4.7. The TInG {Sα,θ(t)}t≥0 has LRD property.

Proof. First we compute the covariance function using independent increment property of subordinator. For

0 ≤ s < t <∞, we have

Cov[Sα,θ(s), Sα,θ(t)] = Cov[Sα,θ(s), (Sα,θ(t)− Sα,θ(s)) + Sα,θ(s)]

= Cov[Sα,θ(s), (Sα,θ(t)− Sα,θ(s))] + Cov[Sα,θ(s), Sα,θ(s)]

= Var[Sα,θ(s)]. (4.8)

Thus the correlation function is given by

Corr[Sα,θ(s), Sα,θ(t)] =
Cov[Sα,θ(s), Sα,θ(t)]

Var[Sα,θ(s)]1/2Var[Sα,θ(t)]1/2

=
Var[Sα,θ(s)]

1/2

Var[Sα,θ(t)]1/2

= s1/2t−1/2. (4.9)

Hence

lim
t→∞

Corr[Sα,θ(s), Sα,θ(t)]

t
−1
2

= s
1
2 .

Therefore, the TInG {Sα,θ(t)}t≥0 has LRD property.

Next, we show that the PTInG has LRD property.
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Theorem 4.8. The PTInG {N(Sα,θ(t))}t≥0 has the LRD property.

Proof. Using the covariance of the the PTInG from (4.5), we derive expression for correlation function of the

PTInG as

Corr[N(Sα,θ(s)), N(Sα,θ(t))]

=
Cov[N(Sα,θ(s)), N(Sα,θ(t))]

(Var[N(Sα,θ(s))])
1
2 (Var[N(Sα,θ(t))])

1
2

=
s
(
(λαθα−1e−θ) + λ2(αθα−1e−θ + (α− 1)αθα−2e−θ)

)
(ts)

1
2 (λαθα−1e−θ) + λ2(αθα−1e−θ + (α− 1)αθα−2e−θ)

= t
−1
2 s

1
2 .

Hence

lim
t→∞

Corr[N(Sα,θ(s)), N(Sα,θ(t))]

t
−1
2

= s
1
2 . (4.10)

This completes the proof of LRD property for {N(Sα,θ(t))}t≥0.

5. Application in insurance ruin

The ruin theory is a branch of actuarial science that deals with the financial modeling of the likelihood of

a company or individual becoming insolvent. The classical risk process of insurance defined below models the

distribution of claims, balance of assets and liabilities over time

Z(t) = ct−
N(t)∑
j=0

Xj , t ≥ 0,

where c > 0 is fixed premium rate and {N(t)}t≥0 is the homogeneous Poisson process which counts claims

arrival till time t. The claim amount Xj with distribution F is independent of N(t).

We here propose to use the PTInG process {N(Sα,θ(t)}t≥0 replacing the Poisson process {N(t)}t≥0 in the

classical risk process {Z(t)}t≥0. The number of claims in {Z(t)}t≥0 follows the Poisson distribution which

assumes that the arrivals are i.i.d. while our proposal model has the LRD property (see Theorem 4.8). The

LRD property assumes some sort of dependence on the successive claims and it is a more closer approximation

of a real-life situation.
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Consider the risk model

Y (t) = ct−
N(Sα,θ(t))∑

j=1

Xj , t ≥ 0, (5.1)

where c > 0 denotes a constant premium rate and Xj are non-negative i.i.d. random variables with distribution

F , representing the claim size.

The joint probability of ruin and deficit is a measure used in actuarial science to assess the financial stability

of an insurance company. It describes the probability that an insurance company will not only become insolvent,

or “ruined,” but also that it will have a deficit in its reserves. This measure is used to evaluate the effectiveness

of different risk management strategies, such as adjusting pricing, increasing reserves, or purchasing reinsurance.

Actuaries use this measure to evaluate the overall financial stability of the company and to make decisions on

how to manage its risks.

In this section, we derive results for the ruin probability, joint distribution of time to ruin and deficit at ruin,

and derive its governing differential equation for our proposed model (5.1).

The premium loading factor, denoted by ρ, signifies the profit margin of the insurance firm and is defined

as the ratio of E[Y (t)] and E
[∑N(Sα,θ(t))

j=1 Xj

]

ρ =
E[Y (t)]

E
[∑N(Sα,θ(t))

j=1 Xj

] =
ct

µE[N(Sα,θ(t))]
− 1,

where µ = E[Xj ]. Let us denote the initial capital by u > 0. Define the surplus process {U(t)}t≥0 by

U(t) = u+ Y (t), t ≥ 0.

The insurance company will be called in ruin if the surplus process falls below the zero level. Let Tu be the

random variable which denotes the first time to ruin. It is defined as

Tu = inf {t > 0 : U(t) < 0} .

The probability of ruin is given by ψ(u) = P {Tu <∞} . The joint probability that ruin happens in finite time

and the deficit at the time of ruin, denoted as D = |U(t)|, is given by

G(u, y) = P {Tu <∞, D ≤ y} , y ≥ 0. (5.2)
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Using (4.7), we get

G(u, y) = (1− hf(λ))G(u+ ch, y)

− h (−1)λf ′(λ)

1!

[∫ u+ch

0

G(u+ ch− x, y)dF (x) + (F (u+ ch+ y)− F (u+ ch))

]

− h (−1)2λ2f ′′(λ)

2!

[∫ u+ch

0

G(u+ ch− x, y)dF (x) + (F (u+ ch+ y)− F (u+ ch))

]
− · · ·

= (1− hf(λ))G(u+ ch, y)− h
∞∑
n=1

(−λ)n

n!
f (n)(λ)×[∫ u+ch

0

G(u+ ch− x, y)dF (x) + (F (u+ ch+ y)− F (u+ ch))

]

After rearranging the terms, we have that

G(u+ ch, y)−G(u, y)

ch
=

1

c
f(λ)G(u+ ch, y) +

(
1

c

∞∑
n=1

(−λ)n

n!
f (n)(λ)

[∫ u+ch

0

G(u+ ch− x, y)dF (x)

+ (F (u+ ch+ y)− F (u+ ch))

])
.

Now taking limit h→ 0, we get

∂G

∂u
=
f(λ)

c
G(u, y) +

(
1

c

∞∑
n=1

(−λ)n

n!
f (n)(λ)

[∫ u

0

G(u− x, y)dF (x) + (F (u+ y)− F (u))

])

=
f(λ)

c
G(u, y) +

(
1

c

∞∑
n=1

(−λ)n

n!
f (n)(λ)

[∫ u

0

G(u− x, y)dF (x) + (F (u+ y)− F (u))

])
,

Using Taylor’s series, we get

∞∑
n=1

(−λ)n

n!
f (n)(λ) =

∞∑
n=0

(−λ)n

n!
f (n)(λ)− f(λ)

= f(0)− f(λ)

= −f(λ).

Theorem 5.1. Let G(u, y) defined in ( 5.2), denote the joint probability distribution of time to ruin and deficit
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at this time of the risk model ( 5.1). Then, it satisfies the following integro-differential equation

∂G

∂u
=
f(λ)

c

[
G(u, y)−

∫ u

0

G(u− x, y)dF (x) + (F (u+ y)− F (u))

]
. (5.3)

Theorem 5.2. The joint distribution of ruin time and deficit at ruin when the initial capital is zero, G(0, y)

is given by

G(0, y) =
f(λ)

c

[∫ ∞
0

(F (u+ y)− F (u))du

]
. (5.4)

Proof. On integrating (5.3) with respect to U on (0,∞), we obtain

G(0,∞)−G(0.y) =
f(λ)

c

[∫ ∞
0

G(u, y)du−
∫ ∞

0

∫ u

0

G(u− x, y)dF (x)du

+

∫ ∞
0

(F (u+ y)− F (u)du)

]
.

Note that G(0,∞) = 0, then

G(0, y) =
f(λ)

c

[∫ ∞
0

(F (u+ y)− F (u))du

]
.

Remark 5.3. On taking y →∞ in ( 5.4), we get

ψ(0) =
f(λ)

c

[∫ ∞
0

(1− F (u))du

]
.

Remark 5.4. As limy→∞G(u, y) = ψ(u), On taking y →∞ in ( 5.3) we obtain

∂ψ

∂u
=
f(λ)

c

[
ψ(u) +

∫ u

0

ψ(u− x)dF (x) + (1− F (u))

]
.

6. Plots of sample path simulation, pdf and likelihood function

In this section, we present algorithms to simulate sample paths for the InG, the InG-ε, the TInG subordi-

nators and the Poisson process subordinated by these subordinators. Also, we provide the pdf and likelihood

plots of the above mentioned subordinators.
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6.1. Simulation of subordinators

To simulate the InG subordinator, we first calculate the cdf FZα(·) of random variable Zα with pdf given

by (2.3). Let FZα(·) be the cdf of random variable Zα, then

FZα(x) =

∫ x

−∞
fZα(z)dz =

∫ z

−∞

(z − 1)−αz−11z≥1

Γ(1− α)Γ(α)
dz =

∫ x

−∞

sin(πα)1z≥1

π((z − 1)−α)z
dz

=

∫ x

1

(z − 1)−αz−1

Γ(1− α)Γ(α)
dz =

π csc(πα)− I 1
x

(α, (1− α))

Γ(α)Γ(1− α)

= 1−B 1
x

(α, (1− α)), (6.1)

where Bx(a, b) =
∫ x

0
ya−1(1− y)b−1dy is the incomplete beta function.

Now, we present algorithm to simulate the InG subordinator using algorithm of compound Poisson process

(see [31]).

Algorithm 1: Simulation of the InG subordinator

Input: λ > 0, α ∈ (0, 1) and T ≥ 0.

Output: Y (t), simulated sample paths for the InG subordinator.

Initialisation : t = 0 and Y = 0.

1: while t < T do

2: generate a uniform random variable U ∼ U(0, 1).

3: set t← t− U/λ.

4: generate i.i.d. random variable Zα using the inverse transform method to cdf (6.1).

5: set Y ← Y + Zα.

6: end while

7: return Y.

The cdf FZα,ε of random variable Z(α,ε) can be obtained on same line as (6.1) and by using (2.5)

FZ(α,ε)(x) = 1−B ε
x

(α, (1− α)). (6.2)

We can simulate the sample paths for InG-ε subordinator using Algorithm 1 by replacing equation (6.1) by

(6.2) in Step 4:.

It can be noted that we can not simulate the TInG subordinator using Algorithm 1 as the cdf of random

variable Zα,θ does not have closed form and therefore we turn to Markov Chain Monte Carlo (MCMC) simu-
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lation schemes. More specifically, we use the Metropolis algorithm as a special case of the MCMC scheme. In

this method, we generate Y with pdf fY , called as target density, by choosing another random variable V with

pdf fV , called as candidate density, such that fY and fV have common support. The process is repeated for a

large number of iterations, and the resulting sequence of accepted values approximates the desired probability

distribution.

We next present the Metropolis algorithm (see [27, p.254]) with fZα,θ as the target density. We define the

candidate density fV as

fV (v) =

 λe−λv

e−λ
, v ∈ [1,∞)

0, otherwise
, (6.3)

by truncating the exponential density. To generate Zα,θ ∼ fZα,θ using fV (v) we use Metropolis algorithm. Let

Zα,θ ∼ fZα,θ (z) and V ∼ fV (v), where fZα,θ and fV have common support.

Algorithm 2: Metropolis algorithm

Input: fZα,θ (z) and fV (v) with common support, parameter α, θ, and number of iterations N .

Output: random variable with pdf fZα,θ (z).

1: generate an initial sample Z0 from the distribution fV (v).

2: for i = 1 to N do

3: generate a random variable Ui ∼ uniform(0, 1) and Vi ∼ fV .

4: calculate the acceptance probability ρi ← min
{
fZα,θ (Vi)

fV (Vi)
· fV (Zi−1)
fZα,θ (Zi−1) , 1

}
.

5: set

Zi ←

 Vi if Ui ≤ ρi
Zi−1 if Ui > ρi

,

6: end for

7: return ZN

Above algorithm produces random variables Zi from the pdf (approximately) fZα,θ . We use this Zi random

variables to simulate the TInG subordinator.
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Algorithm 3: Simulation of the TInG subordinator

Input: λ > 0, α ∈ (0, 1) and T ≥ 0.

Output: sample paths of Y (t), the TInG subordinator.

Initialisation : t = 0, Y = 0.

1: while t ≤ T do

2: generate a uniform random variable U ∼ U(0, 1).

3: set t← t− (1/λ) ∗ (U).

4: generate i.i.d. random variable Z using Algorithm 2.

5: set Y ← Y + Z.

6: end while

7: return Y .

Remark 6.1. The sample paths of the InG and the InG-ε subordinators can also be generated using the

Metropolis algorithm. To simulate the InG subordinator we use the candidate density (6.3), and for the InG-ε

subordinator, the candidate density is defined as

fV (v) =

 λe−λv

e−λε
, v ∈ [ε,∞)

0, otherwise
. (6.4)

Interpretation of sample paths

We simulate the samples paths of the InG and the InG-ε subordinators in Figures 3 and 4 respectively, using

Algorithm 1. The sample paths of the TInG subordinator are presented in Figure 6(a) using the Algorithm

3. It can be noted that from Figures 3 and 4 that the size of jumps vary with the parameter α for the InG

and InG-ε subordinators. The InG subordinator has all the jumps greater than one while we can choose the

ε-jumps in the InG-ε subordinator. It can be observed that, in comparison with other subordinators, the jump

activity of the TInG subordinator is quite muted due to the tempering parameter θ. It is clear that one can get

an fair idea of the jump activity from the sample paths of these subordinators and it helps choose us a model

for jump processes. The parameter estimation of these subordinators will be an important and interesting

problem to consider for a future work in this direction.

6.2. Simulation of subordinated Poisson process

Next, we present algorithm for simulating the sample path of subordinated Poisson process. First we

reproduce an algorithm for generating the sample paths for the Poisson process (see [2]) with rate λ > 0.
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Algorithm 4: Simulation of Poisson process

Input: λ > 0 and T ≥ 0.

Output: the sample paths of N(t), the Poisson process.

Initialisation : N = 0 and t = 0.

1: while t ≤ T do

2: generate a uniform random variable U ∼ U(0, 1).

3: set dt← (1− U)/λ.

4: N + 1← N and t← t+ dt.

5: end while

6: return N which denotes the number of events N(t) occurred up to time T .

We now present algorithm to simulate the PInG, PInG-ε and PTInG. The following algorithm is common to

all three time-changed Poisson processes as we use the corresponding algorithms mentioned above for respective

subordinators.

Algorithm 5: Simulation for subordinated Poisson process

Input: Parameter µ for respective subordinator X(t), λ > 0, T ≥ 0.

Output: The sample paths of the subordinated Poisson process N(X(ti)), 1 ≤ i ≤ n.

Initialisation :

1: set h = T
n and choose n+ 1 uniformly spaced time points 0 = t0, t1, . . . , tn = T with h = t1 − t0.

2: generate the values X(ti), 1 ≤ i ≤ n, (e.g. the InG, InG-ε, and TInG) for the subordinator at time points

t1, t2, ..., tn using the Algorithms 1 and 3, respectively.

3: use the values X(ti), 1 ≤ i ≤ n, generated in Step 2, as time points and compute the number of events of

the subordinated Poisson process N(X(ti)), 1 ≤ i ≤ n, using Algorithm (4).

4: return N(X(ti))

Interpretation of sample paths

The sample paths of the PInG and the PInG-ε subordinator are presented in Figure 7 while the sample

paths of the PTInG are shown in Figure 6 (b). The erratic nature of the count process is more evident in

PInG sample paths, less so in PInG-ε due to small jump size and even lesser in PTInG due to the tempering

parameter θ. As stated in the previous subsection, one can choose the time-changed Poisson process based

on the nature of application of the underlying phenomena. A future work on parameter estimation of these
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processes can add value to this understanding.

6.3. Likelihood and pdf plots

In this subsection, we focus on the nature of subordinators by plotting their pdfs and the likelihood function

plot, that is, fixing the jump size z and varying the parameter α. This will enhance our understanding of the

relation between parameter α and the jump size z. We will use (2.3), (2.5) and (2.7) to chart the likelihood

and pdf plots in Figures 1, 2 and 5, respectively for the InG, the InG-ε and the TInG subordinators.

Interpretation of likelihood and pdf plots

It can be noted from Figure 1 (a) and 2 (a) that both the InG and the InG-ε subordinator have high pdf

value for small size of jumps and value goes on decreasing with increase in jump size. It means that for these

subordinators small jumps have more chances to occur comparing to big jumps. As we go on increasing the

jumps size than it has more probability of occurrence towards smaller value of α can be seen from Figure 2

and area under the curve start to drift towards smaller value of α. On comparing Figure 1 and 2 we observed

that bigger jumps are having less chances of occurrence in InG-ε subordinator. Our above claims about jumps

occurrence and sizes well supported by Figure 3 and 4, as figure for α = 0.8 contains more number of jumps

and theirs size is small comparing to figure for α = 0.2.

It is observed from Figure 5 that TInG subordinator have similar behaviour to InG and InG-ε regarding α

and jumps variation, but for it big jumps are too rare to occur for the TInG subordinator can be noted from

Figure 6(a).
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(a) Likelihood L(α|z) plot of InG subordinator (b) Pdf plot of InG subordinator

Figure 1: Likelihood and pdf plots of the InG subordinator for different fixed (a) jump size z, and (b) value of α.

(a) Likelihood L(α|z) plot of the InG-ε subordinator (b) Pdf plot of the InG-ε subordinator

Figure 2: Likelihood and pdf plots of the InG-ε subordinator for different fixed (a) jump size z, and (b) value of α
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(a) Parameter: α = 0.2 and λ = αΓ(α) = 0.9182 (b) Parameter α = 0.8 and λ = α ∗ Γ(α) = 0.9314

Figure 3: Ten simulated sample paths of the InG subordinator for different parameters.

(a) Parameter : α = 0.1, ε = 0.2 and λ = εααΓ(α) = 0.6655 (b) Parameter : α = 0.8, ε = 0.2 and λ = εααΓ(α) = 0.2570

Figure 4: Ten simulated sample paths of the InG-ε subordinator for different parameters.
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(a) Likelihood L(α|z) plot of the TInG subordinator (b) Pdf plot of the TInG subordinator

Figure 5: Likelihood and pdf plots of the TInG subordinator for different fixed (a) jump size z, and (b) value of α

(a) Parameter: α = 0.2, θ = 0.1 and λ = αΓ[α, θ] = 0.5802 (b) Parameter: α = 0.2 and λ = 1

Figure 6: Ten simulated sample paths of the TInG subordinator and PTInG process using the Metropolis algorithm

26



(a) Parameter: α = 0.5 and λ = 1 (b) Parameter: α = .5, ε = 0.2 and λ = 1

Figure 7: Ten simulated sample paths of the PInG and the PInG-ε processes.
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