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Abstract

Due to the complexity of some buoyancy driven 
atmospheric flows, it is sometimes not possible to 
accurately predict pollutant transport on the basis of 
sparse wind field measurements. A possible solution is 
mathematical modelling of both the flow and pollutant 
transport.

In order to overcome shortcomings of the conventional E- 
e model such as defining proportionality coefficients (cm, 
ch) and to develop a more general model of stratified 

environmental flows, a modified E-e model was proposed 
through use of the algebraic stress model including wall 
proximity effects. The resulting model was compared herein 
to data and higher order simulations in stable, neutral and 
convective atmospheric boundary layers (ABL). The modified 
E-e model reproduced well the observed behaviors.

The modified E-e model with full nonhydrostatic 
equations was applied to a sea breeze circulation. The key 
characteristics of the sea breeze, such as development of a 
daytime onshore flow, deep inland penetration of the breeze 
in late afternoon, frontal development in late evening, 
thermal internal boundary layer (TIBL) and fumigation in the 
TIBL were reproduced. The residual plume over the sea 
showed great impacts on the ground level concentration 
during the following day sea breeze and it should be 
considered in the estimation of pollutants near the coastal

xvi



region. All the plume emitted from an elevated line source 
during the nighttime offshore flow also returned back to the 
land with the subsequent afternoon sea breeze.

The modified E-e model was also used to estimate the 
dispersion of pollutants by a "thermal fence" under neutral 
and stable conditions. A line of heaters or a thermal fence 
has been proposed as a means of reducing ground level 
concentrations near area source such as a landfill under 
nighttime stable condition. It was proved that the thermal 
fence with the relatively small heating rate enhanced the 
dispersion of the pollutants behind it by increasing the 
vertical mixing under the neutral and stable conditions.

xvii



Chapter 1. Introduction

The flow in the atmospheric boundary layer (ABL) is 
naturally buoyancy driven anisotropic turbulent flow with 
stratification. The stratification often has a strong 
influence on the flow as well as on the dispersion of 
pollutants. Of primary concern here is the prediction of the 
concentration and the temperature fields which are convected 
by the mean fluid motion and are dispersed by the turbulent 
motion. Due to the complexity of atmospheric flows and the 
inability to adequately define that flow on the basis of 
routinely available measurements, a mathematical model must 
be capable of describing correctly both the velocity field 
and the turbulent dispersion characteristics. In order to 
calculate the turbulent flows and their effect on the 
transport of pollutants in the ABL, the time-dependent 
turbulent flow equations for momentum, energy, and pollutant 
must be solved simultaneously. These equations cannot be 
exactly solved for practical problems with present 
knowledge. At present the only economically feasible method 
is to solve the mean flow equations which govern the 
distribution of quantities averaged over a time which is 
long compared with the time scale of the turbulence but 
short compared with that of the mean flow. The mean flow 
equations contain turbulent transport terms which must be 
approximated by a turbulence model in order to close the 
equations.

1



The turbulence models which represent approximate methods 
range from the first order closure model which is based on 
Prandtl's mixing length hypothesis to the second order 
closure model that involves prognostic transport equations 
for the Reynolds stresses and turbulent fluxes. The simple 
first order model lacks universality because it assumes that 
the turbulence is determined by the local mean flow and 
neglects transport history effects. As it is difficult to 
prescribe the mixing length distribution in situations other 
than simple shear-layer flow, the first order model is not 
suitable for flows with a complex structure. Further, 
entirely empirical modifications to the model are necessary 
to make it applicable to buoyancy driven flows. 
Unfortunately, these modifications have not proven to be of 
general applicability.

Another alternative is the second order closure model for 
turbulence which employs transport eguations for the 
individual Reynolds stresses and turbulent fluxes. Since 
they are derived from the Navier-Stokes equations and the 
corresponding temperature and concentration equations, they 
contain terms explicitly accounting for the influence of 
buoyancy forces on the Reynolds stresses and turbulent 
fluxes. Even though the exact forms of these equations 
cannot be accessed directly but require the introduction of 
model approximations, they form a more realistic basis for 
taking into account the effects of buoyancy on the Reynolds



stresses and turbulent fluxes. The resulting model is 
however rather complex which makes it less suitable for 
solving practical problems.

An intermediate second order closure model, the so- 
called E-e turbulence model (often called the k-e turbulence 
model, k or E referring to the turbulent kinetic energy), 
provides only prognostic equations for the velocity, the 
turbulent kinetic energy and the dissipation rate(e) of the 
turbulent kinetic energy. The E-e model has been found to be 
a fairly successful compromise between capability and 
simplicity. The E-e model has been shown to work quite well 
in the engineering field for many different flows not 
controlled by buoyancy force (Rodi, 1985). This popularity 
in the engineering field raises the question whether it 
could be also used for modelling atmospheric flows, 
especially for flows in which the length scale or mixing 
length scale cannot be prescribed in advance. There are 
numerous examples of applications of the E-e model to 
atmospheric flows from a simple atmospheric boundary layer 
to complex recirculating flows such as a sea breeze, 
pollutant dispersion near irregular terrain, and three 
dimensional plume downwash. A detailed description of these 
applications will be discussed in Section 2.1.

According to these studies, the turbulent flow in the ABL 
can be predicted by an E-e model if the constants used in 
the E-e model are modified. Those modifications are mainly



due to the buoyancy and stratification. Constants used in 
the conventional E-e model have been tuned by comparing 
model results with observations from neutral turbulent 
boundary layers, such as wall or channel flows. Hence, one 
cannot expect that buoyant turbulent flows in the ABL can be 
modelled appropriately with the conventional E-e model.

Although the conventional E-e model can be applied to 
atmospheric flows by the adjustment of the constants, the 
model does not fully account for the anisotropic influence 
of stratification on the Reynolds stresses and turbulent 
fluxes. In addition, if conditions change from stable to 
unstable, the application of this model is quite 
questionable because the constants were only adjusted for a 
specific stability condition.

In summary, the conventional model has two main 
drawbacks. One is that the model coefficients (cm and ch) 
are not constant but strongly dependent on the flow 
structure and buoyancy. The other problem is that the 
dissipation rate equation is not an exact prognostic 
equation. There are numerous suggestions for its formulation 
and the constant values that arise in the dissipation 
equation. None of them have the universal and general 
applicability under various stability conditions.

To account for the anisotropic effects on the model 
coefficients due to stratification and buoyancy forces, a 
modified version of the E-e model is proposed by simplifying



the more complex prognostic transport equations of the 
second order closure. The simplification results in 
algebraic relations for the individual Reynolds stresses and 
fluxes. The proportionality coefficients required to 
estimate the vertical eddy viscosity and diffusivity will 
then become functions of the buoyancy and flow dynamics.

The objectives of this studies are l)to test this model 
formulation against the data and other models of the 
atmospheric boundary layer and 2) to apply this model to 
describe flow and pollutant transport in buoyancy driven 
atmospheric flows. Specific flows of interest include the 
sea breeze circulation and ABL manipulation by a thermal 
fence.

In order to achieve the objectives, the modified E-e 
model will be proposed in Chapter 2. In Chapter 3, the 
modification will be compared to literature data and higher 
order turbulence model in neutral, stable and convective 
atmospheric boundary layers. After checking the validity of 
this modification, the modified E-e model will be applied to 
the modeling of the sea breeze circulation in Chapter 4 and 
to atmospheric boundary layer manipulation by a line source 
of heat, a "thermal fence" in Chapter 5. The general 
character of contaminant transport in both flows will be 
investigated with the model.



Chapter 2. Theoretical Background

In this chapter a modified E-e turbulence model will be 
proposed for describing flow and pollutant transport in the 
atmospheric boundary layer based on the algebraic stress 
model of Gibson and Launder (1978).

2.1. Governing Equations for Atmospheric Flows

For an atmospheric flow assuming incompressibility, the 
governing equations for mean velocities, potential 
temperature and pollutant concentration are (Stull,1988; 
Nieuwstadt and Dop,198 2; PieIke,1984):
Continuity Equation

dU.
— I = 0 (2 .1)
dXj

Momentum Equations

BUt d{UJjp l dP a, —  „ „ ri n 0,
+ + *' ■ 2£^ ‘ <2 2)

Enercry Conservation Equation

+ u> ?  ’ <2-3> dt 1 dXj dXj

Conservation Equation of a Scalar Quantity

BC «. dC ^   ̂ \  /O A\
IT + (2A)

6
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The capital letters represent the mean variables and the 

small letters with a prime imply the fluctuating variables, 
respectively. U; and Uj are mean velocities in the i and j 
directions. 0 is potential temperature and C is 
concentration. The Einstein summation convention is used 
for repeated indices.

The governing equations for the mean flow are not a 
closed set of equations because there are unknown turbulent 
fluxes due to the Reynolds stress, turbulent heat and mass

fluxes ( -u-uj, -u-B1, -Uj-c/ ) • These unknown terms should be 
expressed in terms of the mean variables to close the 
governing equations. This problem is referred to as the 
closure problem of turbulence.

Most of the turbulence models of practical use today are 
based on the eddy viscosity / diffusivity concept, 
Boussinesq's eddy viscosity concept, relating the Reynolds 
stresses to the mean velocity gradients. This may be 
expressed as

~ n  vitdUi dun  ^

E is a turbulent kinetic energy and parameter Kjm is a 
turbulent eddy viscosity in the j-direction. It is not a 
fluid property but depends strongly on the state of 
turbulence. The introduction of this concept alone does not 
therefore constitute a turbulence model but only provides a
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framework for constructing such a model. The main problem is 
to determine the K'm.

In direct analogy to the turbulent momentum transport, 
the eddy diffusivity concept assumes the turbulent heat or 
mass fluxes to be related to the gradient of the transported 
quantity:

= k i i® (2-6>
1 h dXj

-  u j c ' = Ki ~  (2.7)
1 dXj

Kjh and Kjc are turbulent eddy diffusivities of heat and 
mass in the j-direction, respectively.

According to the E-e turbulence model, the turbulent eddy 
viscosity and eddy diffusivities can be expressed as a 
function of the turbulent kinetic energy(E) and dissipation 
rate(e) (Launder and Spalding, 1974).

Ki -  c„ ^  (2.8)£

Ki - Ki-et *  (2.9)

where £ = — u 2 e=v ^  • cm and ch are proportionality
2 1 ’ dXj dXj

coefficients for eddy viscosity and diffusivity,
respectively.
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Using an E-e model, additional prognostic equations for 

the turbulent kinetic energy and dissipation rate are 
required for closure. The turbulent kinetic energy transport 
equation is;

BE j, BE B BE. / n /a/ /o Kb— + U.— = —(-- ) - u m ,— - - QgMiB - e
Bt 3 Bx. Bx. o„ dr. Bx. 3

J J &  J J

and the dissipation rate equation for the turbulent energy
is;

Be , TT Be B ^ i i B e .  e / / e2 ~uBi n  m— + U .—  = — (-------- ) -  c,— W;M:— - -  c, — - c.BgUjB' ^
Bt JBx. Bx. a, Bx, 1E 1 3 Bx. 2 E 3 3 1J J £  J J

where the constants clt c2 and c3 are defined by comparison 
to experiment. Different dissipation rate equations have
been defined by selecting different values of these 
constants.

The use of E-e model in engineering turbulent flow is now 
quite standard (Launder and Spalding, 1974; Rodi, 1985) and 
the constants of this model are listed in Table 2.1. In this 
study, the e-equation with the constants of Launder and 
Spalding (1974) is referred to as the standard E-e model. 
The standard E-e model can be used for isotropic turbulent 
flow without modification. But the values of these constants 
in anisotropic turbulent flows, such as buoyancy influenced 
flows and rotational flows, are quite controversial. The 
standard constants have been tuned by comparing model 
results with observations from non-rotating and neutral



turbulent flows. Hence one cannot expect that the
atmospheric boundary layer flows can be modelled
appropriately with the standard E-e model. As indicated in
Chapter one, there are two main problems to applying the E-e
turbulence model in the atmospheric flow, the values and
constancy of the proportionality coefficients and the
formulation of the dissipation rate equation.
Table 2.1. Constants values used in the conventional E-e 

turbulence model.

turbulence
model

cm Cl c2 c3 cE

standard 0.09 1.44 1.92 1.44 1.0 1.3

Duynkerke,
1988

0.033 1.46 1.83 1.46 1.0 2.38

Detering and 
Etling, 1987

0.026 * 1.90 * 0. 74 1.3

* : 48.2 f E15/e
Although the transport equation of the dissipation rate 

(e) is not an exact equation (Launder and Spalding, 1974; 
Mellor and Yamada, 1982; Stull, 1988), it has been used for 
the simulation of the ABL (Wyngaard et al., 1974; Zeman and 
Lumley, 1979; Andre et al., 1979; Detering and Etling, 1985; 
Duynkerke,1988; Huang and Raman, 1991a, 1991b; Andren,
1991). The challenge of applying the E-e model to the 
atmospheric flow is to redefine the values of constants used 
in the model equations and to appropriately define the e- 
equation. Below are several examples of such applications.



Detering and Etling (1985) compared their model results 
for the neutral ABL with the "Leipzig Wind Profile" and 
concluded that both the eddy viscosity and the boundary 
layer height calculated by the standard E-e model were much 
too large. In order to meet the real situation, they 
modified the e-equation by making one of the constants (Cj) 
as a function of lf/u,, the ratio of a turbulent length 
scale (1) and the depth of the neutral ABL (u./f). u, is a 
friction velocity and f is a Coriolis parameter. As pointed 
out by Duynkerke (1988), this is analogous to a length scale 
formulation in which 1 is proportional to u./f (Blackadar, 
1962) and there is no inherent advantage in using the e- 
equation above the well-known length scale formulation by 
Blackadar (1962). The application of the model may also be 
limited to the neutral "Leipzig Wind Profile". The length 
scale mentioned here is corresponding to the Prandtl's 
mixing length which is a characteristic traveling length of 
turbulent eddies (Schlichting, 1979).

Duynkerke (1988) modified the constant values on the 
basis of atmospheric data and considered the diffusion term 
in the turbulent kinetic energy equation as an additional 
production term in the e-equation only when its value was 
positive. With this modification, a good agreement between 
the model results and the available data in the neutral and 
stable ABL were obtained. The constants by Detering and 
Etling (1985) and Duynkerke (1988) are listed in Table 2.1.



Huang and Raman (1991a) used Duynkerke constants and a 
background dissipation rate instead of only the positive 
contributions of the diffusion term of turbulent kinetic 
energy to the e-equation. This approach is essentially 
similar in concept to Duynkerke's (1988) in that the 
background dissipation rate limits the length scale near the 
top of the boundary layer. The applications of these 
approaches are limited, however, in the neutral boundary 
layer. Under convective conditions, Duynkerke's 
modifications show no effect because the diffusion term of 
the kiietic energy equation is negative in a large portion 
of the calculation domain. The Huang and Raman's approach 
predicts unrealistic profiles under both stable and unstable 
conditions. The background dissipation rate value is so 
large to change the surface layer profile dramatically.

Andren(1991) compared several existing e-equations and 
defined the constants in the e-equation as a function of the 
second invariant of an anisotropy tensor. He neglected the 
buoyancy term in the e-equation of the standard E-e model in 
his comparisons with other models. He also used a level 2.5 
model (Mellor and Yamada, 1982) with wall effects which does 
not predict appropriate physics according to our realization 
analysis. This will be discussed further in Section 2.2. The 
proposed e-equation also required the calculation of the 
second invariant of the anisotropy tensor every time and
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iteration step. As a result of these problem, the e-equation 
of Andren is not considered here.

Although specification of the e-equation and the 
constants remains uncertain, the E-e model has been used 
frequently in atmospheric flow situations, especially when 
a length scale is difficult to define. Kitada (1987), Ly 
(1991) and Sha et al. (1991, 1993) used the standard model 
and Huang and Raman (1991b, 1992) used the Duynkerke model 
for the sea/land breeze. Mouzakis and Bergels (1991) and 
Suttan et al. (1986) also used the standard model for 
pollutant dispersion near solid obstacles. Stubley and 
Rooney (1986) and Riopell and Stubley (1989) applied the 
standard model for neutral and stable boundary layers. 
Guenther et al. (1990) used the Detering and Etling model 
for the three dimensional simulation of plume downwash.

A comprehensive comparison of standard, Duynkerke, and 
Detering and Etling constants used in the dissipation rate 
equation for various stability conditions such as the 
neutral, stable, and convective ABL is rarely found. Their 
performance is also likely to be dependent on the turbulence 
closure.

In order to understand and compare their performances 
with the following modified E-e turbulence model, the 
standard, Duynkerke, and Detering and Etling constants of 
the e-equation will be tested in the neutral, stable and 
convective ABL.



2.2. Modified E-e  Turbulence Model

To account for the anisotropic effects on the 
proportionality coefficients, cm and ch, a modified E-e 
model has been proposed by simplifying the more complex, but 
still approximate prognostic equations of Reynolds stresses 
and turbulent fluxes. One simplification, neglect of 
differential terms in these prognostic transport equations, 
results in algebraic relations for the individual Reynolds 
stress and turbulent flux. It is often referred to as the 
algebraic stress model (ASM). The detailed equations and 
derivations of the ASM with wall effects proposed by Gibson 
and Launder (1978) are in Appendix A.

The proportionality coefficients can be defined by 
functions of flow structure and buoyancy from ASM.

The derivations of cm and ch from the ASM are also shown in 
Appendix A. f is the wall function which reflects the effect 
of the ground proximity on the Reynolds stress and turbulent 
heat flux. The definition of f is Equation (A-21) in

(c, - 1) (E7 - A G„)
(2.12)

| (C, - 1) + Es Gm c ,M  m

(2.13)

( +CIT f) ^ 4 E*)G„
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Appendix A. The cm and ch are functions of GM, the 
production of turbulent kinetic energy by mean velocity 
shear, and GH, the production / loss of turbulent kinetic 
energy by buoyancy.

ft is the volumetric thermal expansion coefficient. This 
approach is called the modified E-e turbulence model.

A similar modification has been proposed by Rodi(1985) 
and he called it an extended E-e turbulence model. He 
applied his extended model to two-dimensional heated surface 
jets discharged into stagnant ambient, stably stratified 
wall jets, stably stratified open channel flow and a plane 
wake in stratified environment in the two dimensional case 
without Coriolis force. Rodi's approach has been applied to 
the stable boundary layer by Uno et al. (1989). The 
applications of Rodi's extended model are limited to stable 
conditions because of an approximation employed for the 
diffusion terms. Under unstable conditions, physically 
unrealistic predictions are possible such as negative 
velocity variances. The detailed expressions for the 
approximate diffusion terms are Equations (A-22) and (A-23)

(2.14)

a „  -  (, g  &  ^
e dz

(2.15)
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in Appendix A. Further details of Rodi's extended model 
will be discussed later in this section.

Dutta and Acharya (1993) proposed a modified E-e 
turbulence model for the turbulent separated flow situation 
such as flow past a backstep by using same procedures. Their 
modification however was motivated by the streamline 
curvature effects on proportionality coefficients. Since our 
modification is mainly due to buoyancy effects, the 
expressions of the proportionality coefficients in this 
study are different from those by Dutta and Acharya (1993).

Similar approaches to the modified E-e model also have 
been studied by Mellor and Yamada (1974,1982). They 
proposed various level closure models based on systematic 
simplifications resulting from an order analysis of the 
anisotropy of prognostic equations for Reynolds stresses and 
turbulent heat fluxes. Their level 2.5 model is similar to 
the modified model but the local equilibrium assumption of 
production balancing dissipation of kinetic energy was 
implicitly incorporated. The algebraic equations for Mellor 
and Yamada's level 2.5 model are in Appendix B. Andren 
(1990, 1991) extended Mellor and Yamada's level 2.5 model to 
include the wall function suggested by Gibson and 
Launder(1978). The cm and ch of Andren approach based on the 
level 2.5 model are Equations (B-15) and (B-16) in Appendix 
B.



Even if the modified E-e model and the 2.5 level model 
with wall effects are closely related, there are significant 
differences in respect to their behaviors as a function of 
atmospheric stability. Figure 2.1 shows the effect of the 
wall function on the cm and ch as functions of GM and GH with 
the modified model. In this case, the approximate diffusion 
terms described in Appendix A are not included, f is set to 
zero in Figure 2.1(a) and f is 1 in Figure 2.1(b). The 
thin dotted lines in Figure 2.1 are for E two times of the 
vertical velocity variance, i.e., maximum available value of 
the vertical velocity variance with zero values of 
horizontal and lateral velocity variances. Figure 2.2 is as 
Figure 2.1 except for Mellor and Yamada's level 2.5 model. 
Figure 2.3 shows the ratio of vertical velocity variance to 
kinetic energy as a function of GM and GH for the modified 
model and level 2.5 model. The thin dotted lines in Figure 
2.2 correspond to values of the vertical velocity variance 
of 0.24E. According to Mellor and Yamada(1982), Rotta's 
hypothesis (1951) on the energy redistribution might not be 
satisfied if the vertical variance is less than 0.24 E. 
Thus the application of the modified model is limited to the 
shaded regions in Figure 2.1 where the vertical velocity 
variance is greater than 0.24E and less than 2E. This 
constraint is similar to the realization condition used by 
Hassid and Galperin (1983). This realization condition is 
necessary to avoid unphysical behavior of the model such as
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Fig. 2.1. Effects of wall function on cm and ch as functions 
of Gm and Gn for the modified E-e turbulence model without 
inclusion of additional diffusion terms in Equation (A-22) 
and (A—23) . Shaded areas represent realization regions. 
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negative velocity variances and negative values of cm and ch 
especially in unstable condition. The shaded regions in 
Figure 2.1 and 2.2 are called a realization region.

As shown by the figures, there are notable differences 
between the modified model and the level 2.5 model. First, 
the cm, ch and vertical velocity variance with the modified 
model increase as GM increases but those calculated from the 
level 2.5 model show exactly opposite trends. Second, the 
modified model shown in Figure 2.1 shows the expansion of 
the realization region with f=1.0 but the level 2.5 model 
in Figure 2.2 displays the opposite trend. The level 2.5 
model with f=l shown in Figure 2.2 displays a very narrow 
realization region in unstable condition (negative GH). The 
application of the level 2.5 model with the wall effects in 
the unstable convective boundary layer is quite limited. 
This probably resulted in Andren's use of a lower level 
model in the convective boundary layer.

Figure 2.4 shows that Rodi's extended model has no 
realization region under the unstable condition

with -+ ^— —  = -1 as a result of the approximate diffusion e
terms in the Equations (A-22) and (A-23). The value of

+ ^— —  = -1 is often obtained near the inversion layer e
where the divergences of temperature and velocity change 
abruptly. This pathological behavior makes the application 
of Rodi's extended model with the additional diffusion terms
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impossible in the convective boundary layer. In fact, the 
additional diffusion terms have little effect in the neutral 
and stable ABLs because the transport term in the turbulent 
kinetic energy budget is relatively small. The modified E-e 
model, therefore, does not include the approximate diffusion 
terms suggested by Rodi(1985) and set the realization range 
of Gm and GH for cm and ch based on the realization analysis.

In summary, Rodi's extended model and Andren's level 2.5 
model with wall effects have problems in applying their 
models to the unstable condition due to limited realization 
region. The modified model, developed herein, overcomes the 
drawbacks of their models.



Chapter 3. Comparison of Modified E-e Turbulence 
Model to Observations 

3.1. Introduction

In this chapter, the modified E-e model will be tested in 
the neutral, stable and convective ABLs by comparison to 
available data. The comparisons of the standard, Duynkerke, 
and Detering and Etling dissipation rate equations are also 
included. The model is evaluated for a horizontal flow.

The governing equations will be discussed and the 
detailed structure for various ABLs will be compared with 
measurements by Caughey and Palmer (1979), Caughey et al. 
(1979), Nieuwstadt (1984), calculations of higher order 
closure by Brost and Wyngaard (1978), and large eddy 
simulation by Moeng and Wyngaard (1989). Simulations under 
neutral conditions will be compared with measurements by 
Brost et al. (1982), Grant (1986, 1992) for the turbulence 
statistics and with large eddy simulation of Mason and 
Thomson (1987).

3.2. Model Formulation

3.2 .1 . Governing Equations

The governing equations for a horizontal flow in a 
homogeneous boundary layer are.

at7 = _ 3 « v +/ (31)
dt dz g

24
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(3.2)

e e  = _ d w 'e '
dt dz

(3.3)

We consider a horizontal flow with the mean velocities 
(U, V) in the x(longitudinal) and y(lateral) directions. Ug 
and Vg are the geostrophic winds in the x and y directions, 
w' is the fluctuating vertical (z- ) direction velocity, f 
( = 104 sec1) is the Coriolis parameter.

3.2 .2 . Boundary Conditions and Numerical Method

In order to calculate the turbulent fluxes near the 
surface, Monin-Obukhov similarity is used to relate the 
turbulent fluxes to the vertical gradients in the surface 
layer.

k is von Karman constant (0.4), 6. is the temperature scale 
and Va is the horizontal resultant wind speed.

e ( w 'Q \ (3.5)
*
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l
2 . t/2\ 2Fa = (t/z + Fz)

The subscript s stands for the surface value. Based on 
field data, Businger et al. (1971) estimated the
dimensionless functional forms for the momentum transfer(0m) 
and the heat transfer (0h) for neutral and stable conditions,

d>m = H  4.7 C
(3.6)

<f>A = 0.74 +4.7 C 

and for unstable condition.

l
<l>„ = (1 -  15 C)’4

(3.7)
__1

<t>* = 0.74 (1 -  9 C)’ 2

where £(=z/L) is a stability parameter, and L is the Monin- 
Obukhov length defined as:

2
(3.8)

The fluxes for momentum and heat to the surface then obey
the relations: . . 121

e. =

[In(-) -  >I>J
z° (3.9)
k (© - e j

l 0.74 (ln(—) - t|r»)]
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and Wh are for stable condition:

= -4-7 C

ifr, = -6.35 C
(3.10)

and for unstable condition:

= 2 ln[(l + 4>"‘)/2] * ln[(l * <tv)/2) -  2 tan'1̂ 1) * |  (3.11)

* ,  = 2 ln[(l + 0.74 ‘)/2]

The friction velocity(u.) and temperature scale( 0, ) in 
Equation (3.9) are nonlinearly coupled with the Monin- 
Obukhov length through the dimensionless functions (Wm, Wh). 
Therefore, iterations are required to obtain the momentum 
flux(pu,2) and heat flux(u,0») from the model variables Va and 
(0 - 0ZO). z„ is roughness length.

To solve the turbulent kinetic energy and dissipation 
rate equations, E and e are specified at the first grid 
point above ground level. The values of E and e are 
prescribed at the first grid level above the surface as:

The subscript p means the grid point above the ground and 
the value of ep was determined from viscous dissipation in 
the surface layer being in balance with buoyancy production.

(3.12)
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At the top of the calculation domain, the boundary 
conditions are

du dv b e  de n a© ,—  = —  = —  = —  = 0 , —  = const. (3.13)
dz dz dz dz dz

In order to solve the governing equations with boundary 
conditions, the finite difference method with a control 
volume formulation in space (Patankar, 1980) was used. A 
staggered grid was employed as shown in Figure 3.1. The 
vertical grids for variables were spatially staggered with 
the mean velocities and the turbulence properties such as 
the kinetic energy and dissipation rate. The fully implicit 
method was used in time. 80 grids with a log-linear scale 
along the height were used for the neutral and convective 
runs and 60 grids for the stable run.

3.3 . General Characteristics of ABL

The lowest l-2km layer of the atmosphere is called the 
atmospheric boundary layer (ABL). This is the region in 
which the atmosphere is influenced by the surface effects 
through vertical exchange of momentum, heat, and moisture. 
The structure of the ABL over the land is strongly 
influenced by a diurnal cycle of surface heating and 
cooling. Figure 3.2 shows a well defined structure that 
evolves with a diurnal cycle. The three major components of 
this structure are the convectively mixed layer during a 
day, the residual layer, and the stable boundary layer at
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Fig.3.1. A control volume for one dimensional simulation. P 
is a grid point for turbulent properties(E, e, and Kzm). n 
and s are interfaces between control volumes for horizontal 
velocities(U,V) and temperature(0).
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night (Stull, 1988). The surface layer is the region at the 
bottom of the ABL where turbulent fluxes and stress vary by 
less than 10% from their maximum values. Figure 3.3 shows 
profiles of potential temperature variations during a 
diurnal cycle. The potential temperature will be defined and 
the characteristics of convective, stable, and neutral ABL 
will be discussed in the following.
Potential Temperature

Buoyancy is the major driving force for turbulence in the 
ABL. Thermals of warm air rises because they are less dense 
than the surrounding air. In order to relate the true 
buoyancy to temperature, the pressure variation with height 
has to be considered in the calculation of temperature. If 
a parcel of dry air is moved vertically without exchanging 
heat with its surroundings, the first law of thermodynamics 
becomes

where cp is a specific heat of air at constant pressure and 
T is an absolute temperature. Substituting from the

temperature gradient (or an adiabatic lapse rate) is:

cpdT - -  dP = 0 (3.14)

c.
8
p

0.98 °C 
100m

(3.15)
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This means that the absolute temperature decreases about 1 
C for each elevation increase of 100m. A potential 
temperature (0) can be obtained from equation (3.14) by 
substituting for (1 / p )  with the use of the ideal gas 
equation of state and by integrating from sea level 
pressure(PQ) to the pressure P at certain elevation.

n JL
0  = t (— )Cp (3.16)

P

where R is a gas constant and R/cp is 0.286. In other words, 
the potential temperature of a parcel of air at 
temperature(T) and pressure(P) is the temperature that would 
result in if the parcel was brought down adiabatically from 
a pressure P to a sea level pressure P„. The relationship 
between the potential temperature (0) and the absolute 
temperature (T) can be obtained by eliminating P in 
Equations (3.14) and (3.16).

—  = —  + -£  (3.17)
dz dz cp

and

q  = T + JL z (3.18)

The potential temperature gradient defines the static 
stability of the atmosphere. Potential and absolute 
temperature profiles during neutral, stable and unstable



conditions are shown in Figure 3.4. Under neutral 
conditions, the absolute temperature gradient (dT/dz) is 
egual to the adiabatic lapse rate and the potential 
temperature gradient (d0/dz) is zero. It means that there is 
no buoyancy force to drive the vertical motion. If dT/dz is 
greater than the adiabatic lapse rate or d©/dz is negative, 
a superadiabatic lapse rate is said to apply and unstable 
conditions occur. The density of the parcel of an air at low 
elevation is less than that of its surroundings. The parcel 
is accelerated upward and buoyancy causes turbulence and 
mixing in the unstable condition. If dT/dz is less than the 
adiabatic lapse rate or d0/dz is positive, a subadiabatic 
lapse rate is said to apply and stable conditions occur. 
Under stable conditions, a parcel of air always tends to 
return to its original position, i.e., damping turbulence 
and mixing.

Convective ABL 
The convective ABL consists of the mixed layer and 

surface layer as shown in Figures 3.2 and 3.3. In the 
daytime, thermal turbulence dominates the mechanical 
turbulence. The turbulence of the mixed layer is 
convectively driven. Convective sources include heat 
transfer from a warm ground surface and radiative cooling 
from the top of the ABL. Time S6 in Figure 3.3 shows 
typical daytime profiles of potential temperature in the 
convective ABL. Potential temperature is nearly adiabatic in
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Fig.3.4. Absolute(T) and potential(0) temperature profiles 
with a height for various static stability conditions. 
Dotted line is an adiabatic lapse rate (-0.98 C/lOOm).
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the middle portion of the convective ABL and superadiabatic 
in the surface layer. A stable layer at the top of the mixed 
layer acts as a lid to the rising thermal, thus restraining 
the domain of turbulence within the boundary layer. It is 
called the entrainment zone because entrainment into the 
mixed layer occurs there.

Stable ABL
At night, stable air with weaker, sporadic turbulence is 

formed due to the radiative cooling of the ground. The 
typical profiles of the potential temperature are shown in 
Figure 3.3. at time S3. The potential temperature increases 
with height. The statically stable air tends to suppress 
turbulence, while the developing nocturnal jet aloft 
enhances wind shear.
Neutral ABL

It often occurs at early morning and late afternoon with 
strong wind speed or little surface heating or cooling 
resulting in statically neutral conditions. Truly neutral 
ABL is , however, rarely found in the real atmosphere and 
the simulation suggests that the prevailing stability aloft 
can significantly influence the surface layer behavior.

3 .4 . Neutral A BL

The neutral ABL implies no heat flux at the surface and 
no background stratification, which is hardly observed. The 
available observations are typically influenced by a weak 
heat flux at the surface and stable stratification above the
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boundary layer. The prognostic e-equations often fail to 
describe the neutral ABL. They overpredict the eddy 
viscosity and give a deep boundary layer. Detering and 
Etling (1985) and Duynkerke (1988) modified the e-equation 
to fit the observed data in the nearly neutral ABL. 
Unfortunately the modification of the e-equation based on 
the neutral ABL cannot be applied to the stable and 
convective ABL (Andren, 1990).

There are examples showing that weak background
stratification changes the dynamics of the neutral ABL. That 
is because the neutral boundary layer in the atmosphere does 
not exist except as a nearly neutral boundary layer
influenced by the stratification aloft. Duynkerke (1988)
set a background stratification for the simulation of the 
neutral ABL and he showed that the general flow 
characteristics were close to those observed. Riopelle and 
Stubley (1989) showed that a weak background stratification 
and surface heat flux were essential to describe the 
'Leipzig' boundary layer structure. In this study, a neutral 
ABL with weak surface heat flux and background
stratification will be tested with the available data.

In order to understand the influence of the background 
stratification and surface heat flux, several case studies 
have been carried out. Table 3.1 shows the numerical 
conditions and the calculated key parameters. In the 
calculation, Ug = 10 m/s, Vg =0. and zQ = 0.01m were used.



Table 3.1. Examples of case study in the nearly neutral ABL.

Case -(d0/dt )s 
K-hr1

(d0/dz)b
K-m1

h,m d u.,
m-s'1

L,m 9. a

Cl 0. 0. 2996 0.85 0.353 00 0. 10.9
C2 0.001 106 1929 0.55 0.351 12540 0.0007 12.5
C3 0.003 106 1461 0.42 0.350 4753 0.0019 13.7
C4 0.005 106 1241 0.36 0.349 3066 0.0028 15.5
C5 0.01 10 6 989 0.28 0.346 1725 0.0052 16.1
C6 0.003 10 s 1380 0.40 0.349 4472 0.0020 13.9
C7 0.003 104 1058 0.30 0.350 3438 0.0027 14.6
C8 0.003 103 638 0.18 0.352 1768 0.0051 16.7

-(d0/dt)s : surface heat flux(cooling rate)., 
(d0/dz)b : background stratification.

LO00



Upper boundary of the model was 3500m. The normalized 
profiles for vertical eddy viscosity, turbulent kinetic 
energy, longitudinal and lateral stress with various 
background stratifications are shown in Figure 3.5. In this 
calculation, the standard e-equation was used. The eddy 
viscosity and turbulent kinetic energy without 
stratification and surface heat flux (Cl in Figure 3.5) show 
large values and the boundary layer height (h) reaches up to 
the top of the calculation domain of the model, h is taken 
as the height at which the stress is 5% of its surface 
value. As the background stratification increases, boundary 
layer height decreases and the normalized profiles shown in 
Figure 3.5 are limited within the boundary layer. The 
effects of the surface heat fluxes on the normalized flow 
characteristics are shown in Figure 3.6. As the surface heat 
flux increases, the boundary layer height and the normalized 
profiles show similar behaviors to those shown for varying 
background stratifications. The turbulence structure as a 
function of the surface heat flux is shown in Figure 3.7. 
According to the observations of Grant (1992), the ratios of 
the selected turbulence variables as shown in Figure 3.7 
show constant values in the lower half of the boundary 
layer. The calculated turbulence variables also indicate 
constancy as the surface heat flux increases. From the 
large eddy simulations (Deardorff 1972; Mason and Thomson 
1987), the value of d(=h f/u.) is in the range 0.4-0.5 and
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Fig.3.5. Effects of background stratification on normalized 
profiles in the neutral ABL. Double dot-dashed lines are for case 
Cl in Table 3.1, solid lines for C3, dashed lines for C6, dotted 
line for C7, and dot-dashed lines for C8. Fig. continued.
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a(isobaric angle of surface winds) is about 14 degree. The 
simulations of case C3 and C6 in Table 3.1 show a similar 
range of d and a values. Case C3 most nearly corresponds to 
the expected behavior in a nearly neutral atmosphere and was 
used in subsequent simulation of the neutral boundary layer. 
It remains unclear if the actual nearly neutral atmosphere 
is as sensitive to the background stratification as is the 
numerical model.

Table 3.2. Calculated surface layer parameters with 
modified E-e model in the neural ABL.

e-equation h,m d u. ,ms_1 L,m e . or
standard 1461 0.42 0.350 4753 0.0019 13.7
Duynkerke 1704 0.47 0.364 4924 0.0020 12.8
Detering & 
Etling

1134 0.383 0.383 6274 0.0017 16.6

Table 3.2 shows the calculated surface layer parameters 
in the neutral ABL. Figure 3.8 shows the normalized profiles 
for eddy viscosity, turbulent kinetic energy, longitudinal 
and lateral stresses. The modified E-e model with Duynkerke 
e-equation shows an energetic boundary layer, i.e., large 
eddy viscosity, high turbulent kinetic energy level and a 
deep boundary layer. The model with standard e-equation 
shows a similar profile. The modified model with Detering 
and Etling e-equation shows lower estimates of eddy 
viscosity as shown in Figure 3.8(a). The estimates of the 
kinetic energy and the boundary layer height also show lower
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values. The stresses in Figure 3.8(c) and (d) of the 
standard and Duynkerke e-equations show typical neutral 
boundary layer profiles compared with the estimates of 
Deardorff (1972) and Wyngaard et al. (1974) (not shown in 
Figure 3.8). The velocity variances of the modified E-e 
model in Figure 3.9 show good agreement with measurements 
regardless of the e-equation used.

According to local similarity, selected ratios of the 
turbulence statistics as shown in Figure 3.10 should be 
constant in the lower half of the boundary layer (Grant 
1992). This is because the dissipation balances the 
production in the turbulent kinetic energy budgets and the 
turbulent transport term is not significant. The 
comparisons of the turbulence structure with the model 
calculations are shown in Figure 3.10. The calculated 
profiles show good agreement with measurements but the range 
of constant values is limited to the lower third of the 
boundary layer. Grant (1992) approximated the boundary layer 
height by the height of the zero stress. The observed value 
of h based on the data (Grant, 1992) is relatively low 
compared with the model prediction. Good agreement is found 
between predicted and observed profile shapes. The results 
of large eddy simulations (Mason and Thomson, 1987) show 
similar patterns although the ratios of lateral and 
longitudinal velocity variances differ as shown in Figure 
3.10(b). According to Grant (1992), this difference may be
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due to the effects of the low turbulent Reynolds number on 
the pressure-strain correlations and/or inadequacies in the 
subgrid parameterization in the large eddy simulation. The 
calculated kinetic energy budgets are shown in Figure 3.11. 
In the lower third of the boundary layer, the production and 
dissipation terms are dominant, and the transport and 
buoyancy terms are less important.

In order to see the influence of the wall on the 
turbulence structure, the turbulence structure was 
calculated with various Kolmogorov constants(cf) in Equation 
(A-21). The cc in this study was 0.13. The wall effect is 
a significant factor on the ratios of the stress and 
turbulent kinetic energy and ratios of the vertical and 
lateral velocity variances as shown in Figure 3.12 (a) and
(c). Atmospheric observations suggest that the ratio of the 
vertical and lateral velocity variances in Figure 3.12(c) is 
about 0.4 in boundary layers and about 1 in free turbulence 
(Gibson and Launder, 1978). The calculated ratio for
w /2 j  v a without the influence of the wall approaches 1 and 

that with the wall effect included (cf = 0.13 in Figure 
3.8(c)) is about 0.5 near the ground. This supports the 
validity of the role of the wall function to estimate the 
influence of the earth's surface on the velocity variances.

3.5 .  Stable ABL

In order to test the performance of the modified E-e 
model in the stable ABL, the stable condition was simulated
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by decreasing the surface temperature at a rate of 1 K/hr. 
After 15 hr of simulated time, the results reached a quasi
steady state. The conditions for the geostrophic winds and 
roughness length were the same as the neutral case. The 
height of model was 500m.

The calculated parameters in the stable ABL are in Table 
3.3. Wyngaard (1975) integrated a full Reynolds Stress Model 
and found that the boundary layer height (h), the height at 
which the stress is 5% of its surface value, obeyed 
Zilitinkevich's similarity relation (1967).

h =  d ( ^
/

Later Brost and Wyngaard (1978, 1979) used a higher order
closure model and showed that the value of d varied from
0.37 to 0.51 for cooling rates from 0.2 to 6 K/hr.

Table 3.3. Calculated surface layer parameters with 
modified E-e model in the stable ABL.

e-equation u.
(ms'1) -Qs(Kms'1)

h
(m)

d
(m)

L
(m)

a
(deg)

standard 0.237 0.028 137.7 0.48 35.4 37.5
Duynkerke 0.215 0 .025 105.8 0.42 29.9 40.6
Detering & 

Etling
0.295 0.060 227.3 0.74 32.2 33.21

The modified model with Duynkerke and standard e -  

equations in Table 3.3 shows similar ranges of the selected 
parameters. The Detering and Etling equation shows a deeper
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boundary layer and a high surface heat flux. There were 
numerical difficulties in model calculations with Detering 
and Etling equation, therefore, the constant value of cm = 
0.026 was used.

The normalized profiles for the stable ABL were compared 
with measurements from Caughey et al. (1979) and Nieuwstadt 
(1984) and the calculation from Brost and Wyngaard (1978) 
and Duynkerke (1988) in Figure 3.13. The eddy viscosity 
profiles of the modified model with the standard and 
Duynkerke equations show similar patterns to those of the 
higher order calculation by Brost and Wyngaard (1978). 
Duynkerke's calculation (1988) with constant cm = 0.033 
(double dot-dashed line in Figure 13(a)) and standard model 
with cm = 0.09 (long dashed line in Figure 13(a)) show high 
eddy viscosity at the maximum value. Modified model with 
Duynkerke e-equation (dashed line in Figure 3.13(a)) is much 
closer to that calculated by higher order closure model of 
Brost and Wyngaard (1978, dot-dashed line in Figure 
3.13(a)). The heat flux (Figure 3.13 (b)), momentum flux
(Figure 3.13(c)) and wind spiral (Figure 3.13(d)) show 
typical patterns compared with the calculations from 
Wyngaard (1975), Brost and Wyngaard (1978) and Duynkerke 
(1988). The longitudinal and vertical velocity variances for 
the standard and Duynkerke constants are shown in Figure 
3.13 (e) and (f). Good agreement with the measurements was 
observed. The results are also similar to those calculated
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by the length scale formulation(Andren, 1991; not shown in 
Figure 3.13). The modified E-e model with the Detering and 
Etling e-eguation again shows unrealistic profiles, 
especially in the vertical velocity variance. The 
dissipation rate (Figure 3.13(g)) calculated with standard 
and Duynkerke e-equation show good agreement with the data. 
But the temperature variances in Figure 3.13(h) are largely 
scattered in both data and the calculated values. As pointed 
out by Andren (1991), this is due to the assumption of the 
constant ratio between the dissipation time scales in the 
temperature variance and the turbulent kinetic energy. 
Figure 3.13(i) shows the flux Richardson number variation 
with height. The calculated flux Richardson numbers outside 
of the surface layer can be defined by ratios of the 
constants in the e-equation.

Figure 3.14 shows the calculated results of the turbulent 
kinetic energy budgets. The buoyancy term is relatively 
small compared with the mean production and dissipation 
terms but is larger than the transport term with the 
standard and Duynkerke e-equations. The transport term 
exerts little influence in the kinetic energy budget. This 
means that there is an equilibrium between the production of 
the turbulent kinetic energy by mean production and 
buoyancy and the dissipation. The additional diffusion terms 
in Equations (A-22) and (A-23) have no effect on the 
vertical velocity and temperature variances because they
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approach zero. This supports our discussion in Chapter 2 in 
which the additional diffusion terms were neglected. The 
kinetic energy budget profiles with the standard and 
Duynkerke e-equations are included in Figure 3.14 and show 
good agreement with the calculated results in the nocturnal 
rural boundary layer (Uno et al., 1989). The model with 
Detering and Etling e-equation shows a different profile. 
The buoyancy by Detering and Etling's e-equation is larger 
than the dissipation term because the high surface heat flux 
shown in Table 3.3.

3.6. Convective ABL

According to the studies of Deardorff (1973, 1974a, b)
and Caughey (1982), the vertical profiles of heat flux and 
velocity variances normalized by the convective velocity 
scale (w.) and temperature variance normalized by the 
convective temperature scale (T.) are independent of initial 
conditions at quasi-steady state. The scale parameters for 
the convective ABL are;

where z x is the height of inversion layer which is taken as 
the level of the maximum negative heat flux (Willis and 
Deardorff, 1974).

(3.20)

T = iw> (3.21)
w
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In order to run the convective case, the initial 

conditions were set as U = Ug = 5 m/s and V = Vg = 0. The
potential temperature was set as a constant up to 100m and
then an overlying stable layer was imposed by a potential 
temperature gradient of 0.005 K/m to the model top. The 
height of the model was 2500m and roughness parameter was 
0.05. After running 15 hr without a heat flux at the 
surface, the potential temperature at the surface was 
sinusoidally increased by 14 K during 7 hr and then the data 
were analyzed.. The period in the sine curve was 24 hr and
the surface temperature reached maximum after 6 hr
calculation.

Table 3.4. Calculated surface layer parameters with 
modified E-e model in the convective ABL.

e-eguation u.
(ms1)

w.
(ms1)

T.
(K)

Zi(m)
L
(m)

a
(deg)

standard 0.388 2.69 0.189 1132 -8.6 15.3
Duynkerke 0.390 2.68 0 .195 1107 -8.5 15.6
Detering & 

Etling
0.391 2.67 0.177 1210 -9.4 17.9

The surface layer parameters and height of the inversion 
layer are shown in Table 3.4. The parameters with the 
standard and Duynkerke e-eguations display similar values 
but the inversion height and the cross isobaric angle of 
Detering and Etling e-eguation again differ and show higher 
values.
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Normalized profiles for the convective ABL are shown in 

Figure 3.15. Eddy viscosities with standard and Duynkerke e- 
equation show high values comparing to Detering and Etling 
e-equation. The maximum value of the eddy viscosity with 
standard e-equation is about 0.11 w.Z; in the middle of the 
boundary layer. The maximum eddy viscosity of Yamada and 
Mellor (1975) was about 0.02w.Zj and that of Wyngaard (1983) 
was 0.05w.Zj in the mid-boundary layer. The eddy viscosity of 
the large eddy simulation by Moeng and Wyngaard (1989) 
however was l.Ow.Zj. As they pointed out, the eddy viscosity 
from the large eddy simulation seems to be very large. 
Comparisons of the turbulent kinetic energy with the large 
eddy simulation (Moeng and Wyngaard, 1989) and Yamada and 
Mellor (1975) are shown in Figure 3.15(b).

The kinetic energy profiles with the standard and 
Duynkerke e-equations show relatively large values and they 
are close to the profile of the large eddy simulation. The 
potential temperature and mean velocities in the 
longitudinal and lateral directions show typical convective 
boundary layer profiles. The dissipation rates in Figure 
3.15(f) show good agreement with measurements in the lower 
boundary layer but there are discrepancies near the 
inversion layer. The vertical and horizontal velocity 
variances with the standard and Duynkerke e-equations in 
Figure 3.15 (g) and (h) also show good agreement with data 
except near the inversion layer. The discrepancies near the
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inversion layer especially above the zone of 0.6 z/Zj are 

significant in the profiles of potential temperature 
variance and dissipation rate of the half temperature 
variance in Figure 3.15 (i) and (j).

These discrepancies in the turbulent statistics are due 
to the diffusion effects in the turbulent fluxes and 
Reynolds stresses which are neglected during the 
simplification to the modified model. Moeng and Wyngaard 
(1989) analyzed the effect of the gradient diffusion 
parameterization on the turbulent transport using the large 
eddy simulation. They suggested several methods for 
diffusion parameterizations. In order to simulate the 
convective ABL more accurately, higher order closure models 
such as a level 3 and 4 model in Mellor and Yamada's 
terminology (1982) have to be considered with well defined 
diffusion parameterizations. That means the simplicity of 
the modified model would have to be sacrificed. The
turbulent kinetic energy budgets are shown in Figure 3.16. 
The dissipation balances with buoyancy production. The 
transport terms show the negative values in a large portion 
of the boundary layer. The profiles of kinetic energy 
eguation terms show good agreement with the calculated 
results from higher level closure models (Yamada and Mellor, 
1975; Sun and Ogura, 1980) and the large eddy simulation 
(Moeng and Wyngaard, 1989) except the buoyancy terms. The 
negative heat fluxes near the inversion layer are 2-3% of
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the surface heat flux. The buoyancy profiles with standard 
and Duynkerke e-equations show an inflection near the 
surface but that of Detering and Etling e-equation shows 
straight line. The curvature of the buoyancy line might be 
related to the mismatch of the surface layer similarity with 
the e-equation and/or with the effect of the counter
gradient heat flux (Rodi,1985).

3.7. Conclusions

The modified E-e turbulence model was tested in the 
neutral, stable and convective ABLs. The additional 
diffusion terms suggested by Rodi (1985) to compensate for 
the diffusion effects in the vertical velocity and potential 
temperature variances have no effect in the neutral and 
stable ABL because the production and the dissipation of the 
turbulent kinetic energy are approximately balanced. In the 
convective ABL, the additional diffusion term results in 
unrealistic predictions. Therefore, Rodi' s modification were 
not incorporated in the final algebraic stress model used 
herein.

The resulting modified E-e turbulence model was compared 
with the available data in the neutral, stable and 
convective ABL. The modified model can largely reproduce 
the structural characteristics observed in data and in 
higher order models. There are some discrepancies in the 
turbulent statistics near the inversion layer under 
convective condition. These are partially due to the strong
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counter gradient transports in the real atmospheric flows 
which were neglected in the modified model. To more 
accurately represent the diffusion transport in the strongly 
convective ABL, a high level model needs to be solved. Such 
approach would result in a much more complex model and would 
be impractical to simulate the applications such as a 
pollutant transport in a land-sea breeze and a thermal 
fence.

The standard and Duynkerke e-eguation approaches show a 
better prediction of observations than Detering and Etling 
e-equation approach. The differences between the standard 
and Duynkerke e-equation approaches are within the ranges of 
the scattered data. The standard e-equation was selected for 
the final model.



Chapter 4. Sea Breeze Circulation

4.1 . Introduction

A sea breeze circulation develops in coastal areas due to 
the diurnal surface temperature difference between the sea 
and the land. In the daytime, the land surface temperature 
rises as a result of solar radiation whereas the sea surface 
temperature essentially remains constant. This causes a 
buoyancy induced flow from the sea to the land. At night, 
the land cools more rapidly than the sea. The reverse land 
breeze is developed (Atkinson, 1981; Pielke, 1984). These 
flows are examples of gravity currents driven by the density 
difference (Simpson, 1987). Figure 4.1 shows a schematic of 
sea/land breeze development with local standard time (LST). 
In midmorning, a convectively unstable boundary layer, i.e., 
mixed layer, is formed over the land. In late afternoon, 
offshore winds transport cooler marine air over the land and 
the sea breeze is fully developed. As the land surface 
temperature decreases by longwave radiational cooling, the 
air near the ground becomes denser and tends to sink at 
early evening. Intensity of the sea breeze becomes weaker 
and the sea breeze disappears in late evening. In early 
morning, the situation reverses and the offshore directed 
land breeze is developed. Depth and intensity of the land 
breeze are shallower and weaker than those of the sea
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breeze because vertical turbulent mixing is weaker due to 
stable stratification at night.

In order to adequately assess the atmospheric pollution 
resulting from sea breeze circulation, the transport and 
dispersion of contaminants in this complex flow are 
essential. Conventional atmospheric dispersion and air 
quality models assume that the wind field is a known 
quantity. This approach is often unsatisfactory in a coastal 
complex sea breeze flow because the traditionally sparse 
wind monitoring network typically exists only over land, 
essentially limiting the known wind field to half of the 
domain of interest. In addition, the sea breeze is 
exceedingly complex with a sharply defined internal boundary 
layer that varies significantly with both time and position. 
To overcome the difficulty of the poor resolution of the 
recorded winds, it becomes necessary to mathematically 
predict the flow field in addition to the contaminant 
transport and dispersion in the sea breeze circulation 
(Novitsky et al., 1991).

There are several meteorological factors affecting the 
sea/land breeze phenomena such as an ambient background 
stratification, onshore / offshore geostrophic winds, and 
temperature difference between the land and the sea 
(Physick, 1980; Bechtold et al., 1991; Arritt, 1991,1993).

Stable stratification suppresses the development and 
movement of the sea breeze. The vertical velocity at the
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leading edge of the sea breeze deceases remarkably with 
greater ambient stratification. The horizontal velocity also 
decreases with increasing stratification, but not as 
markedly as does the vertical velocity. Stronger 
stratification generally leads to a weaker sea breeze.

Estogue (1961) found that an ambient wind directed 
offshore intensified the sea-breeze whereas an onshore 
ambient wind weakened the circulation. Arritt(1993) 
performed 31 simulations with geostrophic winds ranging from 
onshore flow of 15 m/s to offshore flow of 15 m/s with 1 m/s 
interval. His results indicated that a distinguishable 
density driven sea breeze was suppressed for onshore flow of 
a few meters per seconds or more. In contrast, an easily 
distinguishable density driven sea breeze is produced for an 
opposing flow as strong as 11 m/s. The offshore flow is 
generally a favorite condition for a sea breeze circulation 
except extremely strong offshore flow which completely 
suppresses the sea breeze.

Physick(1980) showed a significant slowing of the sea 
breeze advance around midday for the case of lower land 
heating rate which means lower surface temperature 
difference between the land and the sea. The low surface 
temperature difference leads to weaker sea breeze 
circulation in the early stage.

An interesting aspect of the sea breeze is that there 
exist different mechanisms for the development of the sea



breeze during a day. At midday, the turbulent mixing above 
the land due to strong thermal heating is dominant. The sea 
breeze circulation is limited to near the coastal region and 
the front velocity is much slower due to mixing induced 
weakening of the density gradient between sea and land air. 
In late afternoon, the surface heating induced turbulent 
mixing over the land weakens. The sea breeze starts to 
penetrate into the land with a high and nearly constant 
front speed. In late evening, observation of the inland 
penetration of the sea breeze front has shown that it can be 
interpreted as a density current (Garratt and Physick, 
1985). The sea breeze may be detached from the rest of the 
flow and form a cutoff vortex under the nocturnal inversion 
around midnight (Simpson et al., 1977; Physick, 1980; Sha et 
al., 1993).

There are several approaches to deal with these different 
phenomena based on a frontogenesis analysis of the gravity 
currents. The detailed budget equation for the frontogenesis 
will be discussed in Section 4.3.2. Reible et al.(1993) 
proposed a frontogenesis dimensionless number which 
represents the ratio of the time scale of the turbulent 
mixing and the front development. Their results showed that 
the generation of sharp front from general sea breeze 
circulation results from the competition of two opposing 
forces. Frontogenesis is produced by convergence in the 
horizontal wind field and this convergence may be produced



either by density driven flow, or by synoptic winds or a 
combination of the two. Opposing this tendency toward 
frontal development is turbulent mixing, associated with the 
convectively driven turbulence over the land. Arritt(1991, 
1993) also showed from numerical simulation that horizontal 
convergence is an important factor in frontogenesis. Kraus 
et al.(1990) analyzed the detailed budgets in the 
frontogenesis forcing terms in the equation of the 
frontogenesis with high quality field data of the sea breeze 
in South Australia. From their studies on the
frontogenesis, we can expect that the different mechanisms 
in a day may be analyzed on the basis of the balance between 
the horizontal convergence and the turbulent mixing. High- 
resolution numerical simulation has the potential to examine 
the mechanism of sea breeze frontogenesis in detail (Reible 
et al., 1993) .

The sea breeze plays an important role in the transport 
of air pollutants emitted from industrial sites or mineral 
resource development in a coastal area. The circulation of 
the sea breeze and interaction between the surface flow and 
the return flow aloft can potentially limit the net 
ventilation of an air basin by recycling pollutants (Ozoe et 
al, 1983; Pielke et al. , 1983; Kitada and Kitagawa, 1990; 
Novitsky et al, 1991; Schliinzen and Pahl, 1992). This often 
can result in the high concentration of pollutants near the 
coastal area. Shair et al. (1982) and McRae (1981)



investigated the transport and dispersion of plumes released 
into the land breeze circulation system. In their 
experiments, the elevated plumes were released above the 
base of the night time inversion from a coastal power plant 
stack. The plumes were transported out over the ocean, 
fumigated and downmixed to the sea surface by the convective 
layer which was formed above the sea during the land breeze. 
All of the tracer was essentially observed to return to the 
shore during the subsequent afternoon sea breeze. Reible et 
al. (1983) studied the interaction of the plume between the 
surface mixing layer and the residual air aloft. They showed 
that the characteristic exchange rate between the air aloft 
and the surface mixing layer is large enough that the 
residual plume aloft should be considered when describing 
long range transport or the multi-day impacts of pollutants 
such as the sea/land breeze.

The fumigation of elevated coastal plumes along a thermal 
internal boundary layer (TIBL) can also adversely affect 
air quality in the coastal area. Fumigation is the process 
of downmixing by the incorporation of pollutants into the 
convectively mixed layer. Figure 4.2 shows typical TIBL and 
fumigation at midday under the sea breeze. The TIBL is 
formed with distance inland from the shore as the stable 
cold air over the sea or the lake is advected over warmer 
land. Plumes emitted from an elevated line source near the 
shore travel inland with little dispersion in the stable
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Fig.4.2. Thermal internal boundary layer (TIBL) and 
fumigation.



90
flow aloft until they intersect the TIBL where the 
convective turbulence of the underlying unstable air 
fumigates the plumes to the ground. It results in high 
ground level concentrations (Lyons and Cole, 1973; Misra, 
1980; Kerman, 1982; Hoff, et al., 1982).

In order to improve the resolution of the prediction and 
develop a more general model of the sea breeze circulation, 
the modified E-e model with a full nonhydrostatic equations 
was applied to the sea breeze circulation, frontal 
development of the sea breeze, and TIBL and fumigation in 
TIBL. Attempts to simulate the pollutant transports and the 
interaction of the sea breeze with the residual pollutants 
aloft were included.

4.2 . Model Formulation

4 .2 .1 . Governing Equations

Assuming two dimensional incompressible flow with a 
nonhydrostatic assumption, the governing equations are;

dU dW A—  +  —  =  0 
dx dz

(4.1)

dU TT dU— + U — 
dt dx

(4 .3)



where U, V and W are corresponding mean velocity components 
in the x, y and z directions, respectively. The x-axis is 
assumed to be directed perpendicular to the shore in the 
onshore direction while z is the vertical direction. Ug and 
Vg are geostrophic wind components in the x and y direction 
which represent geostrophic pressure gradients in each 
direction. P is a mesoscale perturbation pressure from the 
background geostrophic pressure and f is a Coriolis 
parameter (10'4 sec1). 0" is a mean temperature deviation 
from the background initial mean temperature.

Various formulae of the eddy diffusivity for the sea 
breeze are available from first order turbulence models 
(Pielke, 1974a, 1974b, 1984; Mahrer and Pielke, 1977;
Physick, 1980; Novitsky et al., 1991), conventional E-e 
model (Kitada 1987; Sha et al. , 1991, 1993), Yamada and
Mellor's level 2.5 model (Huang and Raman, 1991) to the 
second order closure (Briere, 1987). The first order 
closure model lacks universality in the complex flow



situation because this model neglects transport history 
effects of the turbulence and it is difficult to prescribe 
the mixing length distribution required to estimate the eddy 
diffusivity in a situation other than simple shear layer 
flow. The standard E-e model cannot describe the anisotropy 
of transport in a vertically stratified atmosphere. The use 
of the second order closure is restricted by the high 
computational cost. The modified E-e model, which 
corresponds to the algebraic stress model and at the same 
time maintains the simplicity of the formulation, is 
expected to be a feasible solution. Each of these models 
were described in Chapter 2. To determine the vertical 
turbulent eddy and thermal diffusivity, the modified E-e 
model was used.

The horizontal thermal and eddy diffusivities were 
estimated via (for example, Pielke, 1974; Mahrer and Pielke, 
1977; Physick, 1980; Sha et al., 1991)

= c (Ax)2 [ l # ) 2 ♦ (f^)2 1 (4.7)2 ox ox

The constant c can be determined computationally such that 
the simulation minimizes propagation of numerical noise 
without excess smoothing of the horizontal variation of the 
temperature and concentration. The reported range of the 
constant c was from 0.36 to 3. The constant values might be 
dependent on the numerical method and the eddy formulation.
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In our study, c=2.0 showed the smooth and stable numerical 
solution.

According to the study of Avissar et al. (1990), model 
dynamics and physics in the atmospheric flows are closely 
related to the choice of the governing equations, the grid 
resolution and the domain size. Figure 4.3 shows the 
operating range and the choice of governing equations for 
the sea/land breeze. The important aspect of model
dynamics is the treatment of vertical motion in Equation 
(4.4). The hydrostatic model refers to the model which 
neglects the acceleration of the vertical motion. In the 
hydrostatic model, the perturbation pressure is statically 
balanced with the perturbation temperature. Pielke (1984) 
with his scaling analysis suggested that the hydrostatic 
assumption can be used if the horizontal scale of interest 
is of the same order or greater than 8 km. In the case of 
the sea breeze simulation, the majority of numerical 
simulations have adapted the hydrostatic assumption. Avissar 
et al. (1990) set the narrow restriction for the sea breeze 
simulation that the hydrostatic assumption should not be 
made for a horizontal grid smaller than 2 km due to shallow 
vertical depth of the sea breeze circulation. Martin and 
Pielke (1983)'s study concluded that the nonhydrostatic 
model should be used for the simulation of the sea breeze 
front because the sea breeze front often has an intense, 
narrow updraft flow near the convergence zone of the front.
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Fig.4.3. The operating range(OR) of mesoscale numerical 
models for the sea/land breeze simulations. The stippled 
area denotes the potential OR for mesoscale numerical 
models in a homogeneous synoptic environment given more 
powerful computer. The hatched and blacked areas indicate 
the current mesoscale model OR. The blackened area 
denotes the current OR for sea/land breeze simulation 
(Avissar et al., 1990).
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The nonhydrostatic model with 2 km horizontal grid 
resolution was used to investigate the detailed structure of 
sea breeze.

4 .2 .2 .  Boundary Conditions

In order to calculate friction velocity and surface heat 
flux, an analytic method instead of the Monin-Obukhov 
similarity described in Section 3.2.2 was used because the 
Monin-Obukhov similarity often fails to predict in the 
strong convective condition, especially free convective 
condition. The friction velocity and surface heat flux can 
be calculated from the following analytic relationships 
(Louis, 1979) .

u 2 = a 2 U (z) Fm
a2 (4-8)

u, 0, -  —  l/(z) A0 F.
* * 0.74 h

where

a 2 =
(In—)2

a is a drag coefficient in the neutral condition and Fm and 
Fh are functions of a roughness length and bulk Richardson 
number for momentum and heat fluxes, respectively. Fm and Fh 
are determined from the dimensionless analysis in the free 
convective condition and the Monin-Obukhov similarity. For 
unstable conditions:
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b RiR
Fm k = 1 --------------    (4.9)“■* l-clJH,!*

where c = C* a 2 b RiB = S - L M
Z0 0  U2

b is 9.4 and C* is 7.4 for Fm and 5.3 for Fh.
For stable conditions:

Fn..k = ~ -----/ ,  %2 (4.10)
(1 + 4.7 Ri b)2

The sea surface temperature was set as a constant(288K) 
and the land surface temperature was varied as:

T. , -  T  +8.0 sin( 2 n t ) (4.11)
w  ^  24x3600

T. . = T  + 2.8(10+— )sin(   +6) + 3.4sin( —  1f +310) (4.12)
hnd sea 10 24x3600 24x3600

The time(t) is local standard time (LST). The land surface 
temperature variations with time are shown in Figure 4.4. 
The maximum temperature difference between the land and the 
sea is 8 K for Equation (4.11) and 18 K for Equation (4.12). 
The variation of the land surface temperature with time in 
Equation (4.12) was obtained by Neumann and Mahrer (1971) 
based on the observation. The case with low temperature 
difference (Equation 4.11) is herein called Case L and the 
case with high temperature difference (Equation 4.12) called 
Case H.
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and the sea with time. Dotted line is for Case L and 
solid line for Case H.
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The ambient background stratification was 3.3K/Km 

(Arritt, 1993). Roughness length (zD) was 0.05m over the 
land. zG over the sea was calculated by zD = 0.032 u .2/ g  

assuming that zD is greater than 1. 5xl0'5m. Lateral
boundary conditions were assumed to be homogeneous with 
respect to x direction for all variables. At the top, the 
initial values were retained throughout the simulation. The 
initial velocities were calculated from Ekman layer 
equations with a geostrophic wind. The same initial 
conditions were used by Arritt (1991, 1993). Integration 
of the sea breeze started at 18 LST and continued for 32 
hours.

4.2 .3 . Numerical Methods

In order to enhance the accuracy and convergence in each 
time step, an implicit finite difference method with a 
control volume approach and a staggered grid system were 
used to discretize the governing equations. This method had 
been suggested by Patankar (1980) and used largely in 
engineering flow field. Sha et al. (1991) and Kitada (1987) 
used the same method in the application of a conventional E- 
e model to the sea breeze. Figure 4.5 shows typical control 
volume and grid point for the variables.

SIMPLE (Semi-Implicit Method for Pressure-Linked 
Equation) method was applied to solve the discretized 
equations (Patankar , 1980; Anderson et al., 1984). The
procedure is based on a cyclic series of guess and
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control volume

Fig.4.5. Control volume and grid points for a sea breeze. 
P, S, N, E, and W grid points are for 0, C, E, e and V 
velocity, w and e grid points for U velocity, n and e 
grid points for W velocity.
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correction operations to solve the equations. The velocity 
components are first calculated from the momentum equations 
using a guessed pressure field. And the guessed pressure is 
corrected so as to satisfy the continuity equation via the 
corrected pressure. The process continues until the solution 
converges in each time step.

In this procedure, the mesoscale perturbation pressure 
P is written as:

where the superscript * means the guessed value and a prime 
represents the corrected value. In the same manner, the 
velocity components are written as:

The pressure corrections are related to the velocity: 
corrections by approximate forms of the momentum equations:

Since the velocity corrections can be assumed to be zero at 
the previous iteration step, the above equation can be 
written as:

P = P* + P (4.13)

u  = u* + u' (4.14)

w  = w* + w'

dU' dP' (4.15)p  ----------- ---------------------

dz dx

dP'
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(4.16)

where A is a time increment divided by the density. After 
combining the above equations and substituting the result 
into the continuity equation, a Poisson equation for the 
corrected pressure can be obtained:

This Poisson equation is solved for the pressure 
correction. If the estimated velocities satisfy continuity 
equation at each grid point, then the pressure correction is 
zero.

The SIMPLE procedure applied in each time step can be 
summarized by the following steps:
1) Guess the pressure field P*.
2) Solve the momentum equations to find the estimated 
velocities (U* and W*).
3) Solve the pressure correction Equation(4.17) to find P'.
4) Correct the pressure and velocities using Equations 
(4.13) and (4.14).
5) Replace the previous guessed pressure and estimated 
velocities with the new calculated ones and return to step

& P 1 & P ' 1 , d u * W— 7 + — 7 = T  (-r- + ~ 7")dx2 dz2 A dx dz
(4.17)
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2 until the continuity equation at each control volume 
satisfied with 5xl0‘4.

The time step used in this study was 20 sec. 60 uniform 
grids in the x-direction with 2km horizontal grid resolution 
were used for the Case L. The domain of calculation was 120 
km in horizontal dimension which consisted of 40 km over the 
sea and 80km over the land and 2.5 km for vertical 
dimension. For case H, non-uniform grid in the x-direction 
with 2km near the shore and 4 km at the lateral boundary. 
The domain size for the simulation was 240 km in the 
horizontal direction (50km in the sea side) and 5km in the 
vertical direction. In both cases, a logarithmically varied 
non-uniform vertical grid was used. The lowest grid point 
was 3.4m from the surface and the highest was 161m at the 
top of the domain.

The numerical details such as convergence test as well as 
effects of grid resolution and horizontal domain size on the 
sea breeze are in Appendix C.

4.3. Results and Discussions

4.3 .1 . Sea Breeze Development

In order to understand the influences of meteorological 
conditions on the sea breeze development, simulations of 
Case L and H surface temperature differences have been 
carried out with various offshore geostrophic winds. The 
geostrophic wind was fixed as - 1 m/sec in Case L and was



varied from 0 m/sec to -3 m/sec in Case H. The velocity 
profiles and temperature and kinetic distributions from 12 
LST to 24 LST with Case L are shown in Figures 4.6 - 4.12. 
The velocity and temperature distributions of Case H with Ug 
= 0, -1, -3m/sec are shown in Figures 4.13 - 4.18. The
negative values in Ug represent an offshore directed 
geostrophic wind. Inland penetrations of the sea breeze 
with various geostrophic winds and different surface 
temperature differences are compared with observations in 
Figure 4.19. The inland penetration is very sensitive to the 
surface temperature differences between the land and the sea 
and scale of geostrophic wind. The low heat flux from the 
land which means low surface temperature difference leads to 
weaker sea breeze and results in low inland penetration 
(Physick, 1980). The calculated inland penetrations with 
time show good agreement in respect of their shapes but some 
discrepancies. In order to be compatible with the 
observation, detailed meteorological data such as land 
surface temperature based on a energy balance at the land 
surface, geostrophic wind, and initial temperature profile 
should be considered in the simulation. The key features of 
the sea breeze, however, can be obtained from the idealized 
meteorological system.

The calculated front velocities and depths of mixed layer
with various conditions are in Table 4.1. The mixed layer
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herein are referred to the convective layer over the land 
where the front of the sea breeze has not yet reached.
Table 4.1. Calculated front velocity (Uf) and depths of the 

mixed layer (Z;).

surface temp, 
difference

Case L Case H

U2(m/s) -1 0 -1 -3

uf
(m/s)

before 
16 LST

0.27 1.39 1.37 1.32

after 
16 LST

2.36 4.46 4. 76 5.53

Z;(m) at 18LST 1210 2010 2250 2610

A sea breeze is fully developed in late afternoon (about 
18 LST). The leading edge of sea breeze reached 2050 m, 
about twice the height of the following flows (1010m) in 
Case H at 18 LST (Figure 4.15 (b)). The speed of following 
flow of the sea breeze is much faster than the speed of 
front. The maximum horizontal velocity in the following flow 
is 8.19 m/sec but the front speed is 4.76m/sec at 18 LST 
with Case H and Ug = -1 m/sec. Observations have also 
showed that the velocity in the following flow is about two 
times of the front velocity (Simpson et al., 1977). The 
faster following flow results in convergence and air flow 
upward at the front.

As the following flow with cool sea air moves toward the 
land, the temperature gradually increases and the TIBL is 
formed with distance from the shore (Figures 9 (b), 14(b), 
16(b) and 18(b)). The detailed structure of the TIBL and
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fumigation will be discussed later. When the following flow 
reaches to the front, convergence results in a rapid updraft 
flow. It then becomes a return flow moving back toward the 
sea just above the following flow. The sharp horizontal 
gradients in both temperature and wind velocity are formed 
near the front. The key features of the sea breeze 
development and circulation pattern show a good agreement 
with laboratory experiments and observations.

The two distinct stages of the sea breeze can be seen 
from Figure 4.19 and Table 4.1.

First, the initial stage is that an onshore directed sea 
breeze is limited to the region near the shore and the front 
moving velocity is relatively slow before 16 LST in Figure 
4.19. The sea breeze circulation continues to grow in the 
vertical direction with time until 16 LST and a mixed layer 
with strong mixing is formed over the land. The uniform 
temperature and maximum kinetic energy in the middle of the 
boundary layer over the land show typical mixed layer. The 
depth of mixed layer increases as the offshore geostrophic 
wind and surface temperature difference increase. Figure
4.20 shows the turbulent characteristics at 14 LST with Case 
L. The dissipation rate is more intense near the ground and 
the leading head of the sea breeze. The eddy viscosity gives 
a typical profile in the convective mixed layer, i.e., 
maximum value near the middle of boundary layer. The 
horizontal and vertical velocity variances shown in Figure
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4.20 (c) and (d) show similar profiles to those calculated 
by the second order closure of Briere (1987). The strength 
of sea breeze during this time is insufficient to overcome 
the turbulent mixing.

The sea breeze starts to accelerate from 16 LST. The 
front velocity before 16 LST is 0.27 m/sec and it is 2.36 
m/sec at 16 LST with Case L. The velocity after 16 LST 
remains essentially constant. The trend of the front speed 
is the same for Case H with various geostrophic wind 
velocities. The sea breeze in both cases enters into a fully 
developed stage from 16 LST. The front moves faster than 
that of the initial stage and maintains nearly constant 
speed. This stage continues until 24 LST. This is 
consistent with the behavior observed by Reible et al. 
(1993).

A maximum level of the kinetic energy of the mixed layer 
over the land decreases rapidly with time, i.e., from 0.6 
m2/sec2 at 16 LST to 0.02 m2/sec2 at 24 LST for Case L. The 
kinetic energy inside the following flow of the sea breeze, 
however, continues to increase due to the higher turbulent 
motion of the following flow. Estogue (1961) explained 
these phenomena based on the vertical heat transfer 
mechanism. There are two driving forces for the vertical 
heat transfer at all points over the land, free convection 
and turbulent shear mixing. The free convection ceases at 
early evening and the only wind shear mixing therefore
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accounts for the vertical mixing. This means that in the 
inland region, where the front has not reached and wind 
strength is weaker, there is very little turbulent heat flux 
to the ground. Wind intensity behind the front, however, is 
much greater and thus larger turbulent mixing, i.e., larger 
kinetic energy. It implies that the turbulence over the land 
gradually decreases due to the decrease of surface heat flux 
over the land in late afternoon whereas the mixing within 
following flow of the sea breeze continues to grow. The 
acceleration of the front in late afternoon was observed by 
Simpson et al. (1977) at the south coast of England and 
calculated by Physick (1980). In the developed stage, the 
sea breeze penetrates into the land with high and nearly 
constant speed. The turbulent mixing over the land gradually 
decreases whereas the turbulent mixing by the following flow 
continues to grow.

The sea breeze penetrates deeply into the land in early 
evening. The sea breeze is detached from the feeding flow 
near the shoreline as shown in Figures 4.12(a) and 4.15(c). 
When the sea breeze penetrates far inland, the local 
density difference is a governing factor for the sea breeze 
movement (Simpson et al., 1977) and the observed sea breeze 
front can be interpreted as a density current (Garratt and 
Physick, 1985). Figure 4.21 shows the gravity current at 
23.5 and 24 LST with Case L. The height of gravity current 
head is about two times the depth of the gravity current.
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4 .3 .2 . Frontogenesis A nalysis

The pronounced differences of the front penetration 
between the initial stage and the developed stage may be 
explained from a frontogenesis analysis. The equation for 
frontogenesis can be obtained by taking the partial 
derivative with respect to x of Equation (4.5).

The first term on the left hand side (LHS) is the local 
change of the horizontal temperature gradient and the other 
two terms are the horizontal and vertical advection terms. 
The whole term of LHS can be rewritten as the substantial 
derivative of the horizontal temperature gradient. The first 
term of the right hand side (RHS) represents the 
frontogenesis by convergence of the horizontal wind. The 
second term on RHS represents the rotation of the vertical 
temperature gradient into a horizontal gradient. The third 
RHS term represents the frontogensis due to the horizontal 
gradient in the vertical turbulent heat flux, i.e., 
turbulent mixing. In a developing front, the vertical 
property variations tend to be small and horizontal shear in 
the vertical velocity is unlikely to be the major factor 
driving frontogenesis (Reible et al., 1993). Therefore, both

dt dx dx dx dx dz
dUd® _ 8Wd® 
dx dx dx dz

(4.18)

+
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horizonal convergence and turbulent mixing largely define 
the frontal development.

Balance between the turbulence and convergence in a 
developing front is expected to control the inland 
penetration of the front. Figures 4.22 to 4.28 show the 
frontogenesis and frontolysis (weakening of the front, 
negative values) of the horizontal convergence and the 
turbulent mixing for Case L. The convergence builds strongly 
up as the time increases in the initial stage from 12 LST to 
16 LST. The convergence clearly shows the position of the 
front. The front and the leading edge of the sea breeze 
front are positioned in the center of the horizontal 
convergence. The turbulent mixing is distributed across the 
convergence. It also increases with time in the initial 
stage. These results are in general agreement with the 
observations of Kraus et al.(1990) and the calculations of 
Arritt(1991). The strong turbulence in front of the 
horizontal convergence is likely to prevent the inland 
penetration of the front during this time. By 18 LST, 
convergence is strongest around 10 km inland (Figure 4.25) 
while turbulence is strongest at 5 km inland. This 
separation indicates that the front has passed through the 
region of greatest turbulent mixing as the front develops 
and the front velocity increases. There are no turbulent 
mixings after 18 LST ahead of the front. At this time, the 
developed stage starts and the only prevailing term in the
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frontogenesis is the horizontal convergence. This process is 
also demonstrated in Figures 4.29, 4.31 and 4.33 showing the 
convergence and turbulent mixing at 12 LST with Ug = 0, -1, 
and -3 m/sec, respectively. At this time, the front 
velocities are relatively low and the sea breezes are 
limited near the shore region, i.e., the initial stage.

After passing the region of the turbulence after 16 LST, 
the front starts to accelerate and move with higher and 
constant speed (Figures 4.30, 4.32 and 4.34).

The turbulent mixing lasts until 20 LST near the coastal 
region. This turbulence barrier near the shoreline might be 
the result of the boundary layer transition between land and 
sea. Both the heating of the land surface and the surface 
roughness changes at the coastline. The boundary layer over 
the sea is shallower and smoother than that over the land. 
Velocity variances and vertical eddy viscosity in Figure 
4.20 also support the concept of weaker boundary layer 
mixing over the sea. The sudden expansion of the boundary 
layer and the large increase in vertical turbulent mixing 
near the shoreline might result in the strong turbulent 
mixing just inside of the shoreline that arrests the 
penetration of the sea breeze.

In late evening, the convergence frontogenesis shown in 
Figures 4.27 and 4.28 increases due to sharp horizontal 
gradient of the temperature and velocity. It may be the



1000

750 -

a soo

250

-50000 -25000
Jt

25000
x(m)

50000 75000 100000

1000

750

1 500
N

250

75000-50000 -25000 0 25000 50000 100000
x(m)

Fig.4.29. Frontogenesis of (a)horizontal 
convergence and (b)horizontal gradients of the 
vertical turbulent flux at 12 LST for Case H 
and Ug = 0 m/sec. Contour interval is 5xl0'7 
K/m/sec. Solid line is for a positive value and 
dashed line for the negative.
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driving force to form the gravity current shown in Figure 
4.21.

4.3 .3 . Pollutant Transport

In order to understand the mechanism of pollutant 
transport near the coastal region, two cases have been 
simulated. One is from the residual pollutants above the sea 
and the other is from the plumes emitted from an elevated 
line source at night.

Reible et al. (1983) developed a two-layer air pollution 
model to investigate the inter-layer mixing between the 
surface mixed layer and the residual plume aloft. They 
concluded that the exchange rate between the air aloft and 
the surface mixing layer is large enough that the pollutants 
aloft should be considered when describing the multi-day 
impacts of pollutants. In the coastal area, the mixed layer 
is normally developed in the daytime and the height of the 
mixed layer over the land is much higher than the height of 
the boundary layer over the sea. The ground based 
pollutants are well mixed within the mixed layer. As the 
land surface cools down in the evening, the mixed layer 
quickly turns into stable boundary layer and the depth of 
mixing is much shallower and limited to near the ground. The 
residual pollutant plumes aloft however remain unmixed. The 
residual plume is often expected to move toward the sea by 
the nighttime offshore winds. In order to describe this 
residual plume above the sea, the residual plume was placed
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from the height of 413m to 1055 m over the sea at 08 LST 
with dimensionless concentration 1.

Figure 4.35 shows the movement of the residual plume as 
the daytime sea breeze develops. The meteorological 
conditions for the sea breeze was Ug = -lm/sec and Case H. 
The residual plume starts to move downward as the sea breeze 
develops near the shore at 12 LST. The following flow of the 
sea breeze carries the residual plume to the land and then 
to the front around 14 LST (Figure 4.35 (b)). The
pollutants can move back toward the sea with the return flow 
in the late afternoon and evening. These pollutant plumes 
might be another residual plume in the following day.

A further investigation of contaminant transport was 
undertaken by considering elevated stack pollutants at 
night. The plume emitted from the stack was assumed to be 
emitted from an elevated line source which was homogeneously 
mixed within one grid. The location of the grid which 
contained the stack was 313 m < z < 448 and 0 < x < 2000 m. 
The pollutants were emitted from 24 LST to 6 LST. The 
emission rate of pollutants was 2.7 mg/sec. Figure 4.36 
shows the transport of pollutants with time. All pollutants 
were transported to the sea and they formed narrow band of 
pollutant zone over sea in Figure 4.36 (a). It shows that 
the pollutants dispersed very little and moved out to the 
sea under the stably stratified night time condition. The 
calculation indicated little mixing over sea even if there
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was a land breeze at nighttime. The calculated depth of 
mixing layer by the land breeze was below 100m. The plume 
emitted from the elevated line source did not reach to the 
sea. Shair et al. (1982) and McRae (1981), however, showed 
that the large portion of the plume emitted from the stack 
during the night time fumigated and downmixed to the sea 
level by the connectively mixed layer. Meteorological 
conditions favorable for the strong land breeze should be 
incorporated to simulate the fumigation over the sea under 
the land breeze.

The emitted plume was transported back to the land with 
the following day sea breeze. The elevated plume by the 
front also moves back to the sea by the return flow. 
Consistent with the experiment of Shair et al. (1982), all 
the pollutants emitted from the nighttime according to the 
calculation pass the shoreline by 18 LST.

4 .3 .4 .  TIBL and Fumigation

As discussed in the previous section, the TIBL is formed 
as the sea breeze carries cooler sea air into the warm land. 
The typical TIBL is shown in Figures 4.9(b), 4.14(b),
4.16(b) and 4.18(b) with the temperature profile over the 
whole calculation domain. In order to understand the 
vertical temperature profile with height, the vertical 
temperature profiles with various distances from the 
shoreline are plotted in Figure 4.37. The conditions for the 
sea breeze was Ug = -1 m/sec and Case H. The temperature
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profiles show strong unstable condition near the ground and 
relatively constant value in the TIBL and stable layer over 
the TIBL. The height of TIBL was calculated from the height 
which the vertical temperature gradient (temperature lapse 
rate) was greater than 3.3 K/km. The TIBL was formed to 
x=17km at 16 LST and to x=37 km at 18 LST. The height of 
TIBL is plotted against the fetch x05 in Figure 4.38. 
According to summary study of Stunder and Sethuraman (1985), 
the general relations between the height and the fetch is z;
= A xos. A is a proportionality constant representing 
meteorological conditions. The calculated A is 2.47 at 18 
LST. Hsu (1986) evaluated A value from the available data 
from various observations and set the range of A value from 
1.15 to 2.67 with 95 confidence limit. The calculated value 
is within the range.

The velocity variances are compared with typical 
convective ABL in Figure 4.39 and the calculated surface 
layer parameters are in Table 4.2.
Table 4.2. Calculated surface layer parameters in the 

TIBL.

x(Km) Z;(m) u. (ms1) Qs(Kms1) w. (ms1)
5 200 1.11 0.095 0.86
17 319 1.11 0.066 0.89
29 418 1.08 0.033 0. 78

The velocity variances show a good agreement with 
observations in the convective ABL. It means that TIBL is



143

600

500

400

300

200

100

0
0 50 100 150 200 250

xo s (mo s)

Fig.4.38. Height of TIBL(Zj) along xos. Circles are for 
the calculated and solid line for z x = 2.47 x05.



zi

1 . 0

0 . 5

0.0
0.01

1 A A

_  A A 0  
'  A §  A

AA AA
'  „ X  \  A A A^AAA

1 . 0
~~ — 1 A A_  .........  A A

'  '  '  - ^ A ^ ' - a A  °

A A A A

A A -  : V

" - ■ V
' • rP
A \ ° o °

8  o  -

z

z i 0 . 5

A A '■ \  
a  ' -

° n ̂ 
O ‘ ?  ° /

°  ^  b  i

o

o

o
0 o

o 0 o ^ o  ;«b

o
0®’/  

c5%3 0 6 ^

. rD  n n m n n d t o f t i ® 1,
0 . 0 =

0.1

w
/2

(a) Vertical velocity variance

0.01 0.1
{ u n  +  v a ) 

2
(b) Horizontal velocity variance

Fig.4.39. Velocity variances in the TIBL at various 
distances from the shoreline. Long dashed line is for 
x=5Km/ medium dashed for x=17Km, and short dashed for 
x=29Km. Circles are data from Caughey and Palmer (1979) 
and triangles from Minnesota and Ashchurch data.



well developed convective mixed layer. The velocity 
variances also show good agreement with the observation of 
Durand et al. (1989) (not shown in Figure 4.39). They 
observed the velocity variances in wide range of x distance, 
i.e., up to 40 km from the shoreline. The range of x is 
similar to that of this calculation. Measurements of Ohara 
and Ogawa (1985) and Ogawa et al. (1986) , however, showed 
smaller values of velocity variances in the TIBL than those 
in the convective ABL and had difficulties in normalization 
of the velocity variances by convective velocity scale (w.). 
Their observation sites were limited to within 3km from the 
shoreline. As shown in Figure 4.37, the temperature 
profiles at x=-3km and x= 1km show the initial height of 
TIBL. As shown in Figure 4.38, the initial height of TIBL 
deviates from the expected square root dependence near the 
shore. This means that the temperature of the following flow 
was increased by the subsidence of the return flow. It might 
partially contribute to difficulties of the analysis of 
Ohara and Ogawa (1985) and Ogawa et al. (1986).

In order to simulate the fumigation in the TIBL, the 
pollutants were assumed to be emitted from an elevated 
stack, i.e., elevated line source. The location of the 
source and emission rate were the same as described previous 
section. The emission started from 08 LST. Figure 4.40 shows 
the pollutant transport with time. The plumes emitted from 
the elevated line source are widely diffused near the
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shoreline at the initial stage of the sea breeze. As the 
front moves toward the land, the pollutants follow the 
movement of the sea breeze. A large portion of the 
pollutants also moves back toward the sea by the return 
flow. Ultimately, the elevated pollutants fumigate as shown 
in Figure 4.40 (d) at 18 LST. The vertical profiles of the 
concentration with various distances from the shore are 
shown in Figure 4.41. The heights of TIBL based on the 
vertical concentration profile (solid circle in Figure 4.41) 
correspond to those calculated from the vertical temperature 
profile. The low height of incoming plume in the stable 
layer is 313 m. x value corresponding to z; = 313 m can be 
calculated from Figure 4.38 and it is 16 km. The incoming 
plume is expected to intersect with the TIBL at x=16 km. 
The vertical concentration profiles at x=29 and 37 km show 
uniform values in the TIBL. It also supports that the TIBL 
is well-mixed convective layer. Figure 4.42 shows the ground 
level concentrations with time. The x position of maximum 
ground level concentration at 18 LST is 37km whereas the x 
position of intersection of plume with the TIBL is 16 km. 
The profiles of ground level concentration along the 
distance from the shoreline and the location of the maximum 
ground concentration are similar to the observations of 
Nanticoke experiment and similarity model (Misra and Onlock, 
1982; Kerman, 1982).
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4.4. Conclusions

The modified E-e model with full nonhydrostatic equations 
was applied to the sea breeze circulation. The detailed 
structures of the sea breeze, such as the initial stage 
observed in early afternoon, the developed stage in late 
afternoon, the gravity current in late evening can be 
reproduced. The frontogenesis analysis with time of day 
shows that the turbulent mixing which is formed in the shore 
region deters the inland penetration of the front in the 
initial stage. Once the region of convergence passes through 
or overcomes the mixed region, the front starts to 
accelerate and penetrate far inland.

The flow model was also used to simulate pollutant 
transport by considering the previous day's residual 
contaminants remaining over the sea at the start of the sea 
breeze and by considering fumigation from an elevated line 
source. The residual plume over the sea has great impact 
on the ground level concentration in the following day sea 
breeze and it should be considered in the pollutant 
transport near the coastal region. All the plumes emitted 
from the elevated line source during the nighttime return 
inland with the subsequent afternoon sea breeze. Velocity 
variances, temperature, concentration profile with height in 
the TIBL show typical convective ABL profiles. The 
fumigation in the TIBL is reproduced and it shows a good 
agreement with observations and similarity theory.



Chapter 5. Manipulation of the Atmospheric Boundary 
Layer by a Thermal Fence

5.1. Introduction

Due to limited dispersion under the nighttime stable 
condition, odors and pollutants from ground based pollutant 
sources such as landfills are often detected at nearby 
residences (Figure 5.1(a)). If the boundary layer is 
expanded or the dispersion of pollutants increases, effects 
of the pollutants on the residences may be reduced. In order 
to enhance the dispersion or to expand the boundary layer, 
forming a thermal fence has been proposed as a possible 
means to manipulate the ABL as shown in Figure 5.1(b). The 
thermal fence could serve to destroy the stable
stratification occurring under the nighttime stable 
condition and result in greater vertical mixing of the 
pollutants and odors. The model developed herein is capable 
of modeling flow and transport in stable anisotropic and 
neutral conditions and therefore should be applicable to 
describing the behavior under these conditions.

A solid obstacle has been used to reduce pollutant 
concentration at the flow downstream in a neutral
atmospheric flow and its application is quite successful 
(Suttan et al., 1986; Mouzakis et al., 1991). They used the
standard E-e model for the simulation of the neutral
boundary layer flow and did not consider geostrophic wind
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effects on the pollutant transport because the domain of 
interest was within the surface layer of the ABL.

In the case of the thermal fence, the flow situation is 
quite different from that of the obstacle because the 
buoyancy force plays an important role. A related topic is 
the forest fire (Albini,1984; Beer, 1991; Kondo and 
Kuwagata, 1992; Luti, 1980). Luti (1980) applied the 
standard E-e model to study a transient atmospheric flow 
development with a fire. According to his study, there is 
strong mixing and circulation induced by the heat source of 
the fire. Strong mixing behind the heat source is expected 
to homogenize the stable stratification and enhance the 
dispersion.

In order to understand the interaction of the thermal 
fence with the environmental atmospheric flow and its effect 
on the dispersion of the pollutants, the modified E-e model 
was applied to the thermal fence. The neutral and stable 
ABLs were considered as the case study.

5.2. Descriptions of Model Calculation

The governing equations and the numerical method are the 
same as the equations for the sea breeze circulation 
described in Chapter 4 except the assumption that density 
change is mainly due to temperature variation. The density 
was evaluated using the ideal gas equation.



The subscript o refers to an initial condition.
The horizontal eddy viscosity and diffusivity were 

assumed to be the same as the vertical values because the 
domain of interest was relatively small compared with the 
sea breeze circulation (Luti, 1980).

A schematic of model domain and locations of the 
pollutants and thermal fence are in Figure 5.2. Detailed 
dimensions for the neutral and stable ABLs are in Table 5.1. 
The thermal fence is placed in the middle of the calculation 
domain and the pollutant source for describing the landfills 
is located upwind the thermal fence.

Table 5.1. Detailed dimensions for model calculation in the 
neutral and stable ABL.

Neutral Stable
L(m) 4000 2000
H(m) 2000 500
xf(m) 1997.5 997.5
df(m) 5 5
xc(m) 1440 740
dc(m) 60 60

The initial conditions for velocities, temperature and 
turbulent properties were calculated using the one 
dimensional atmospheric flow model which was described in
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Chapter 3. Inlet conditions remained unchanged through the 
calculation. The initial conditions for the neutral case 
were chosen to be the nearly neutral case with a background 
stratification of 10'6 K/km and a surface cooling rate of 
(d0/dt)s = - 0.003 K/hr (Case C3 of Table 3.1 in Chapter 3). 
For the stable ABL, the background stratification was 3.3 
K/km and the surface cooling rate was varied from -0.5 K/hr 
to -1 K/hr. A typical example of the initial conditions for 
the stable ABL is shown in Figure 5.3. The boundary 
conditions at the top of the domain were fixed. The initial 
conditions and the boundary conditions at the ground were 
the same as those used in the one dimensional flow model in 
Chapter 3. An impermeable ground condition was used for 
concentration. At the outlet of the flow, the fluxes for all 
variables were set to zero. A non-uniform grid was used 
with 70 grids in the x and z directions. The grid size in 
the x direction near the thermal fence was 5m and the rest 
was 60m. The grid size in the z-direction was varied with a 
logarithmic scale.

5.3. Results and Discussions

5 .3 .1 . Comparisons with an Analytic Solution

In order to verify the accuracy of the dispersion model 
calculation, it was first used to calculate dispersion under 
conditions for which an analytic solution exists. The
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analytic solution of a continuous crosswind line source is 
given by Pasquill and Smith (1983) and van Ulden (1978) as:

C (I ’ = -J 7 T T ,--  exP < ~ (5'2>(̂s) Up oz B(s) oz

where Qc is the emission rate per the unit length of the 
source line. az is a standard deviation of the concentration 
distribution in the vertical direction. Up is a wind 
velocity in the pollutant plume zone, s is a parameter 
related with indexes in the power law forms of wind velocity 
and eddy diffusivity. The range of s values depends on the 
stability and the roughness height in the atmosphere. In the 
neutral stability, it varies from 1.14(smooth ground) to 
1.3(rough ground) (Panofsky and Dutton, 1984). In the model 
calculation, the roughness height(zQ) was 0.01m. The s value 
with z0 =0.01m is expected to be between 1.0 and 1.25 in the 
neutral ABL. For the stable ABL, Monin-Obukhov length (L) 
was used as a reference parameter for comparison between the 
model prediction and the analytic solution. L was 25 for E 
stability class and 9.3 for F stability class (Chitgokekar, 
1988). By varying the geostrophic wind and surface cooling 
rate in the one dimensional flow model, the corresponding L 
values to E and F stability classes were found in the model 
calculation. Parameters used for the analytic solution are 
listed in Table 5.2.
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The comparison of the concentrations with Qc = 1200

g/sec-m are shown in Figures 5.4 and 5.5 for the neutral and 
stable ABLs, respectively. The error of the ground 
concentration ((concentration by analytic solution 
concentration by the model) divided by (concentration by the 
model)) is less than 15% in the neutral case. In case of E 
and F stability classes, the errors are 6% and 20%, 
respectively. The calculated concentration profiles with 
height show good agreement with the analytic solutions.

Table 5.2. Parameters for analytic solution

Neutral ABL* Stable ABL **
stability

class
D E F

L 00 25 9.3
s 1.0 1.5 1. 97 2. 17

A (s) 0. 707 0. 902 1.24 1.30
B (s) 0.707 0.968 1.40 1.47

***a 0.029 0.017 0.009
b*** 0.81 0.78 0.72

Pasquill and Smith, 1981 
Chitgokekar, 1988*** hctz = a xb

5.3 .2 . Transient Thermal Fence

A transient thermal fence was studied to understand 
thermal fence interactions with the atmospheric flow. If the 
buoyancy force resulting from the thermal fence is so strong
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that it modifies the atmospheric flow, it is difficult to 
obtain the steady state solution with a limited calculation 
domain. The calculations were then limited to a relatively 
short time transient behavior.

Figures 5.6 to 5.8 show velocity, temperature and 
turbulent kinetic energy profile developments with time, 
respectively. The geostrophic wind velocity was 1.5 m/sec 
and a rate of heat(Q{) was 107 w/m2. The initial thermal 
plume at time 3 min shows that comparatively small 
recirculation loop is developed behind the thermal fence. 
As the time elapses, the thermal plume and the recirculation 
loop continue to grow. The temperature and the level of the 
turbulent energy behind the thermal fence also continue to 
increase. The thermal plume by the thermal fence at time 8 
min reaches to the top of the boundary layer and begins to 
modify the environmental flow. The hot air of the thermal 
plume continues to rise and acts as a barrier to the passage 
of the incoming wind from the upstream. No air can thus 
propagate through the thermal fence. The calculated flow 
pattern shows typical two dimensional flow development of 
the wildfire (Nelson, 1986; Grishin, 1984) although there 
are some controversies in the two dimensional nature of the 
wildfire (Beer, 1991).

In order to understand the effect of strong thermal 
heating, a larger calculation domain is reguired. Our 
interest, however, is limited in the relatively short



z(m
)

164

2000

1500

-* 5  m /se c

M. 1000

500 •, ,*' ** ̂

■* -* -M'S™Lr»*?fcfclic fc J

(a) t=

1000 2000
x(m)

3000 4000

20)0

1500

£. iooo

500 -

'a >
» r f 7  ^  ^  ^  4

, / f ?
•.•.■.•••»•* •W7' 7 7 7 A a * + , ,
■•■*■»'•'* *■*  ̂rf a•* ■*•♦«»'* •>  ̂1 ̂ ► v v * a-•■*■*-»-> ->-**£;rf 4 4 4 4 44*fk?

(b) t=

<r* 4r 4r trfe-fe-fe-*- *- 1;
1000 2000

x(m)
3000 4000

2000

1500 -

1000 -

500

. . .  , .  .  a « < A 4

... . »■» * A A A J

. r . I* r t * » X A AAAAA
ft* f f ̂ 71 ^
9tt f ̂ 7* T' /
rpf F 7* + +
*prF ,

» V V > •
» •» * * * “
I ' ' * * 1 f ^ 7 7 7 ^ 7 i ^ A A A A
4 4 4 4 4 4

'*'*'*•* -*'*f̂ '7 \'7t: :  ..... * *4 4 4 4 4 449\*4\' ••♦■ê rV'VV'** *■*- V *• ♦•
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distance (l-2km) dispersion of the pollutants. Within the 
limited domain of interest, either the wind velocity was 
increased or the rate of heat was decreased to obtain the 
state steady.

5 .3 .3 . Steady State Thermal Fence 

Neutral ABL

By increasing the wind velcocity from 1.5 m/sec to 5 
m/sec with fixed heat flux (Qf = 107 W/m2), the steady state 

was obtained after 3 hour calculation. Figure 5.9 shows the 
velocity, turbulent energy, temperature and concentration 
profiles. The velocity and temperature increase behind the 
thermal fence. The turbulent kinetic energy also shows 
higher value behind the thermal fence. It might cause the 
additional dispersion of the pollutants. Figure 5.10 shows 
the effects of the heating rate on the vertical 
concentration profiles at the outlet. As the heating rate 
increases, the concentration with height becomes uniform due 
to the vertical mixing of the pollutants. This mixing 
results from the increase of eddy diffusivity behind the 
thermal fence. The effects on the ground concentration with 
the various heating rates are shown in Figure 5.11. The 
ground concentration at the outlet decreases rapidly as the 
heating rate increases. The ground concentration is reduced 
by 38% with 104 W/m2 heating rate.

Stable ABL
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Figure 5.12 shows a typical example of thermal fence flow 

in the stable ABL. The velocity and temperature also rise 
behind the thermal fence and the turbulent kinetic energy 
increases. The effect of heating to the boundary layer is 
much shallower than the neutral case due to the strong 
stable stratification aloft. Figure 5.13 shows effects of 
the thermal fence on the vertical concentration profile at 
the outlet. Figure 5.14 shows the ground concentration at 
the outlet with various heating rates. As compared with the 
neutral case, a larger heating rate is reguired to enhance 
the vertical mixing. With 105 W/m2 cooling rate, the ground 
concentration is reduced by 23%. There is little mixing 
effect with 104 W/m2 heating rate (not shown in Figure 5.14).

In order to understand the effect of thermal heating on 
the flow structure, the flow characteristics at the inlet 
and outlet are compared in Figure 5.15. The profiles at the 
inlet are equivalent to those of the initial conditions. 
The wind velocity near the surface increases and temperature 
at the outlet show mixed layer in the middle of the boundary 
layer. This mixed layer results in the higher eddy viscosity 
at the outlet which enhances the vertical mixing of 
pollutants.

The surface cooling rate was changed to understand its 
effect on the flow and dispersion of pollutants with the 
thermal fence (Figures 5.16 and 5.17). The effects of the 
thermal heating on the flow and dispersion show the same
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trends under the conditions considered here. Larger heating 
rate leads to greater vertical mixing at the flow 
downstream.

5.4  Conclusions

In order to understand the interactions of the thermal 
fence with the neutral and stable atmosphere boundary 
layers, the modified E-e model was applied to the thermal 
fence.

It was proved that the thermal fence is an effective 
means to enhance dispersion of the pollutants under the 
neutral and stable conditions. The thermal fence induces the 
mixed layer at the flow downstream. This leads to a higher 
eddy viscosity and an enhanced mixing of the pollutants. For 
the neutral ABL, the ground concentration at the outlet is 
reduced by 38 % with 104 W/m2 heating rate. For the stable 
ABL, a larger heating rate is required to control pollutant 
dispersion. The ground concentration is reduced by 23 % with 
10s W/m2 heating rate.



Chapter 6. Recommendations for Further Studies 

6.1. Turbulence Model

In order to consider the strong diffusions in the 
convective ABL, two approaches are recommended:

1) A higher order closure model with inclusions of the 
counter gradient diffusions in the prognostic equations of 
Reynolds stresses and turbulent fluxes.

2) Modified E-e turbulence model with additional 
parameters to compensate the counter gradient diffusions in 
the Boussinesq's approximation.

The Modified E-e turbulence model needs to be confirmed 
in the water tank experiments such as heated horizontal 
surface and inclined surface to extend its applicability to 
two dimensional engineering flows. In this case, expressions 
for cm and ch should be re-derived because the water flows 
in the tank are nearly two dimensional case and there are no 
lateral shear stresses and turbulent heat fluxes.

6.2 . Sea Breeze Circulation

In order to develop two and three dimensional mesoscale 
flow models for general purpose, the following is 
recommended:
1) Incorporation of the surface energy balance to compute 

the land surface temperature.
2) Development of numerical methods to reduce the 

computational time.
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3) Hydrostatic model for three dimensional flows and 

comparison with non-hydrostatic model.
4) Check effects of level of turbulence closure on the sea 

breeze circulation. If possible, a lower level closure would 
be preferred.
5) The model should be modified to include the topography 

coordinates to simulate complex terrain flows.
6) Finally, comparison of the model calculation with a set 

of field experiments to fully confirm the model simulation.
Further phenomena of interest in the sea/land breeze are:

1) Simulation of the land breeze and fumigation at 
nighttime stable condition over the sea.
2) Full analysis of frontogenesis with inclusion of all 

terms in Equation (4.18).
3) Simulation with fine grid size to understand the 

detailed flow structure.
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Appendix A . D erivation o f  a M odified E-e M odel

The transport equations of the Reynolds stresses and

turbulent eddy fluxes are (Gibson and Launder,1978; Mellor 

and Yamada,1982; Rodi,1985; Haroutunian and Launder,1988):

d~UiUj_ Q /_ E^T^J dUiU'j , , „ 2 (A_1)
 2 Z ^ + U k ~ 5-- -5-- uk u l ~ 5--“ ) +^i7+Gi7+<Pi-,“^r°,Wedt * dxk dxk s e dx2 1J 1J 1J 3 13

dufo du±6' Q , e~T~1 dû Q\ — 7— 7 3 9 (A-2 )
~ ^ k - § - k + P iT+ G iT+ * iT

dQ* dd̂ _ d ( /Ê 7r7dSS)_n̂ 7fpW_ l~Wr (A-3)
■aF+£r* a ^ " a ^ (Cr7 u*Uia ^ ) 2u*e a^

After neglecting time dependent, convective and diffusion 

transport terms in the above equations, the following

algebraic equations for the turbulence fluxes can be
obtained (Rodi,1985):

Pij + Gij + 4>ii -f = 0 (A-4)

+ PiT + Gir + = ° (A_5)

= 0 ( A ‘ 6 )j? e

The terms P̂ , G(j, PiX and GiT represent production of u-uj 

and aft due to mean strain and buoyancy:

| | ^ | | >  (A_ 7)

191



192

GiT=-p0/2gri

The <f>jj and 0iT denote the pressure-strain terms. Gibson and 

Launder (1978) proposed the correction terms for the effects 

of the wall on the pressure-velocity redistribution terms 

because there are significant differences of the ratio of 

the horizontal and vertical velocity variances between near 

boundary layer and free flows. A theoretical explanation for 

this difference is due to the influence of the proximity of 

the wall on the pressure-velocity redistribution:

The Launder and Gibson scheme has terms representing 

nonlinear turbulence interactions ?1,0iTil), mean shear 

interaction(0y2,0iX,) and buoyancy interactions(0;j3,0iT3). The 

prime in each term represents the ground contribution on the 
pressure redistributions.

$ij ~ $ij, 1 +$ij,2 + t’ij, 3 + + 4>ij,2 + <t>ij,3
$iT ~ i +4>ir,2 + 3 + 1 + 4*ir, 2 + 3

(A-8 )

(A-9)

(A-10)

(A—11)
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4>ij,i = f(^~-) (A-12)

<l>ii,2 = - |<t>*i,2.n*nj ~ (A-13)

4>ii,3 = cl < V , 3^ A * i j  - f{~ ^ ) (A-14)

<J»ir>i - ~c1T- Uie' (A-15)

tyiT,2 ~ ~C2T̂ iT (A-15 )

^ir.3 = ~ci'fiiT (A-17)

^T.^-clT^^n^fi— L-) (A-18)iC

4>ir,2 = clTc2TPk7ninkf (-^-) (A-19)
*ini

<t»ir,3 = c lrC ^ ^ ^ f i—̂—) (A-20)
xtni

Where P = 0.5 Pi; and G = 0.5 Gy. The model constants 

involved in this model are from Rodi (1985) and are given in 
Table A.I.

Initial experience using this model indicated that 

modifications are required to describe pressure fluctuation 

effects for flows involving a free surface (Celik and 

Rodi,1984). This is true even in the case of constant 

density open-channel flow where a clear additional damping 

of the transverse normal variance occurs near the free



Table A.I. Constants used in the modified E-e model(Rodi,1985),
C l c2 C3 C #i c'2 c'3 c1T c2T c3T C'it C ' 2T C  #3T R

2.2 0.55 0.55 0.5 0.3 0.0 3.0 0.5 0.5 0.5 0.0 0.0 0.8
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surface. It turns out to be equally important in the scalar 

flux equations. In this expression n; represents the unit
vector normal to the surface. The arqument of the function f(— )xini
represents the ratio between the length scale of turbulence 

and the distance perpendicular to the surface. The role of 

the function f is to reduce the influence of the corrections 
away from the immediate vicinity of the surface. It has been 

usual to choose a linear function normalized in such a way 

that f takes on a value of unity in the local equilibrium 

region of the ground and zero near the free surface. The 

wall effect function(f) is obtained from Gibson and Launder 
(1978) .

f = _J_ = C'* £3/2 (A-2 1 )
K  Z  K  Z  €

In the above equation, Kolmogorov's hypothesis which
relates the dissipation rate with the length scale is used. 

cf is determined from the constant values in the e-equation. 

cf = 0.13 which is obtained from the standard E-e model and 

is used in this study.

In the algebraic stress model, diffusion and convection 

of the velocity variances are neglected. In order to 

compensate for the neglected diffusion and convection

effects, Rodi (1985) and Helfand and Labraga (1988)

suggested several methods. According to Rodi's approach, the 

combined convective and diffusive transport is assumed 

proportional to the corresponding transport of turbulent
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kinetic energy. Rodi (1985) applied this approach to the 

equations for vertical fluctuating velocity variance and 
temperature variance.

(Conv. - Diff.)-ps = (Conv. - Diff.)E = w12— ( P-~ G - 1) (A-22)E E €

(Conv. - Diff.)wi = ®l(Conv. - Diff.)E = 6g -i ( p t-.g - i) (A-23)£7 E £

The algebraic stress equations after applying the 

horizontal boundary layer approximation to Equations (A-4) 
and (A—5) are:

-JS = 2 Ci-1 „ ̂  c!
'1 E + —f wa - -A. (E1u/w,~  + BLvV7-f^ - (A-24)3 c, c, c,e 1 dz 2 dz 3

= 2 ^  . _JL (eJFw7̂  + Ê v'w1— - Ê gvpQ) (A-25)
■3 *̂1 ^ 6  C j Z Cj Z

v“ ' l f t r £ ■ f t  (S'26)

u V  =  ̂( -EjW*  ̂+ £8Pg^?07) (A-27)

v V  = ( - E ^ 2- ^  + EeVgvW) {A-28)

iFv7 = - + IFPiP) (A-29)£ c, az az

* (i -c^ )‘?5li) i*-3°>

P 5 ? " - * (1



where the constants are

Ei = 2- -f ca + jC2cif

E2 ~:iC2 + ~̂ C2CẐ

E 3 ~ ~2C3 ~^C3C^^

Et = ±P t_? Z ..g). + Cl + 2 c(f

E S ~2 C-2 ~2 c2 C2 ̂

(A-34)
Ek = 2 - 4-c, + 4c,cif

Es

'6 "2* 3

(1 - c2 + 1.5c2c2f) 
(Cj. + 1. 5 c/f)

(1 - c3 + 1 .
(ca + 1.5 c[f)

Eg — 1 Cjj
, Cf.e-;) , 1

10 € R

In this approximation, the horizontal velocity and 

temperature gradients are neglected because the order of 

magnitude of these terms is less than those of the vertical 

gradients. And the horizontal divergences of the turbulent 

fluxes are assumed to be negligible. By continuity, the mean 
vertical velocity is ignored.

All these equations can be reduced to algebraic 

expressions for the individual turbulent flux. The resulting
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expressions for u7i7?,i7e7 can be written in the turbulent 
eddy viscosity and thermal diffusivity forms of equations

(2-5) and (2-6) with some algebraic manipulations (Yamada,
1977). From these relations, the proportionality

coefficients, cm and ch, can be expressed as a function of

the flow dynamics and the buoyancy. This means that the

parameters now depend on stratification and surface damping.

The vertical turbulent eddy viscosity(Kmz) and thermal

diffusivity(Khz) of the modified E-e model are;

and cm and ch can be calculated from the following 

relations;

(A -3 5 )

(A -3 6 )

(cx - 1) (£, - A G„)
(A—37)

I  (Ci - 1 ) + Es Gm cm
( A - 3 8 )

(cir +c1T' f) E, +(

where
(A - 3 9 )

( A - 4 0 )
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(1 - c2T) E/i Ea
'IT

(clt + c j  f)IT e4 + . 2 Et E9 (--77— - + E6)
(A-41)



A ppendix B . D erivation o f a L evel 2 .5  M odel

The level 2.5 model coupled with a wall function was 

studied by Galperin and Hassid (1983) and Andren (1990). 

They used a length scale approach instead of a dissipation 

rate model. In order to compare to the e-equation approach 

used here, level 2.5 model is derived.

The level 2.5 model is derived from the level 4.0 model 

which is equivalent to Equations (A-l) to (A-3). The 

systematic simplification based on the analysis of the order 

of the anisotropy was carried out by Mellor and Yamada 
(1974,1982). As a result of the simplification, the 

equations of Reynolds stresses and turbulent fluxes for the 

level 2.5 model are:

The main difference between the modified E-e and level 
2.5 model is that the dissipation rate(e) in Equation (A-4) 

is replaced by P+G in Equations (B-l). This means that the 

level 2.5 model implicitly incorporates the local 

equilibrium assumption. After applying the pressure-strain 
terms(0jj and <pn) from Equation (A-8) and the horizontal 

boundary layer approximation to Equations (B-l) - (B-3), the

Pij +  %  + 4 > ii - f  + G) = 0 (B-l)

(B-2)

(B-3)

2 0 0
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algebraic equations for the Reynolds stresses and turbulent 

fluxes are:

1 E + f i f  w'2 - (B-4)3 c3 cx€ 3 dz 3 oz 3

+ £i'f ̂  _ _F_(_ + + 3 >p<^) (B-5)
3 c, c,e 3 5z 3 dz 3

w* = 2 -------- + ----- f — + + i^pg^e) (b-6)
3 cx + 2 c,1f (c1 + 2 qf)e 3 5z 3 dz 3

u7w) = ( -£5w2-|^ + SgPgTpO7) (B-7)

v V '  = -5 (e 5 5z E6VgPd>) (B—8 )

T P v 7 = E 1 3 dz *1FP^)dz (B—9)

TPe7 = 1 E'-T-)d&( u V ^  + (1 oz
aa,
az; (B-10)

v 3® 7 = F  t— 7— 7 50 —  (vV-^ € 5z + (1 (B-ll)

w W  = - ---- ^- 7 7 -f (w2H  " (1 " C3T + c3rC3/rf) P90'2) (B-12 )Cjijn

Q12 = - 2R— ~wIQ ^  e 5z (B—13)

where the constants are

E1 = 4 - 4c2 + 2czc2f 
E2 = 2  - 2c2 — 2 c2c2f

(B-14)
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E3 = 2 -2c3 + 4c3c3f
E4 = 2  ~ 2c2 + 4 c2 f

(1 - c2 + 1 . 5 c2C2-f) 
(c2 + 1.5 c[f)

(1 - c3 + I.5 C3C3/)

Es =

(ĉ  + 1. 5 c[f)

And the parameter cm and ch can be obtained from the above 

equations with some algebraic manipulation as described in 

Appendix A.

2 c, Eq1 5  - 2  A Gh
c =__________ Si__ 2 C\JL_________________  (B-15)m £  £  3 Efi E,3 + ---- i— -— ^ Gm + — — G„ - A Gh Gmc3 + 2 c3 f  M C1T H - H M

3(c. + 2  Ci f) ciCh = --------------i---------------
0 EC1T +C1T f  + ( 2  f1  _ C 3T +  C3r C 3T f) R +  ) G„J c3 + 2 Cl £

(B-16)

where GM and GH are the same as the Equations (A-39) and (A- 

40), and A is:

2 E, Ec 1 - c2T.(----- 4—  + 3  Efi --------22)
A = _______ c, + 2 cj f Cl + 2 c/ f______*___ -11_ _______ (B_17)

3 (cir + c[Tf) + (6E(1 - c3T + c3TclTf) + -----—r-)G„Cj + 2cif



Appendix C. N um erical D etails o f Sea Breeze Sim ulation

In order to check the convergence within a given time 

step, variations of maximum deviation from mass continuity 

eguation in a whole calculation domain (Mmax), horizontal and 

vertical velocities, and turbulent kinetic energy at the 

fixed grid point with number of iteration were monitored in 

Figure C.l. The monitoring position was chosen as the grid 

point where the front of the sea breeze was passing at 12:10 

LST. The monitoring position was 5km inland and 640m in 

height. The criterion of the convergence in this calculation 

was Mmax = 5 x 10'4. The convergence criterion was satisfied 

when the number of iteration was over 75. The horizontal 

and vertical velocities and kinetic energy at the monitoring 

position, however, converged less than 25 iterations.

The horizontal resolution is expected to be a key 

parameter in the sea breeze simulation. As pointed out by 

Avissar et al. (1990), the choice of horizontal resolution 
is limited by the computer availability and the flow 

structure of interest. Figure C.2 shows the velocity profile 

with various horizontal grid sizes (Ax). The position of 

front is 8km inland with Ax = 4 km and it is 5.0 km with Ax 

= 2km and Ax = 4km. The maximum vertical velocity near the 

front with Ax = 1km is higher than those with Ax = 2km and 

Ax = 4 km. The difference of front position between Ax = 1km 
and 2 km is not noticeable. The fine grid resolution, 

however, is expected to give more detailed information of
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the flow structure. Due to the computational time limit, 

the Ax = 2km was used in this study. It took CPU time of 

about 3 days in an IBM 3090 to calculate one day cycle of 

the sea breeze with Case H. The simulation with a fine grid 

is recommended for further study.

The effects of extent of horizontal domain in the sea 

side on the sea breeze circulation were investigated by 

varying the size of the horizontal domain. Figure C.3 shows 

the velocity profiles obtained by using various sizes of the 

horizontal domain at 14 LST. The calculated maximum velocity 

in the following flow (Umax) and maximum vertical velocity 

(Wmax) near the front are listed in Table C.l.

Table C.l. Calculated maximum velocities with various 
horizontal domain sizes.

horizontal size Um„(m/sec) wmax (m/sec)
-30km < x < 50km 7.5 (3km, 80m)* 0.48 (13km, 898m)
-50km < x < 190km 6.76 (3km, 80m) 0.45 (11km, 898m)
-100km < x < 190km 6.45 (3km, 80m) 0.44 (11km, 898m)

represents the inland position and height

The small domain (L=80km) shows higher vertical velocity 
near the front as well as the horizontal velocity in the 

following flow. Since the difference of the horizontal 

domain size between L = 240 km and 290 km was small, the 

horizonal size with 240km was used in this study.
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