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Abstract

The topological derivative method is used to solve a pollution sources reconstruction
problem governed by a steady-state convection-diffusion equation. To be more precise,
we are dealing with a shape optimization problem which consists of reconstruction
of a set of pollution sources in a fluid medium by measuring the concentration of
the pollutants within some subregion of the reference domain. The shape functional
measuring the misfit between the known data and solution of the state equation is
minimized with respect to a set of ball-shaped geometrical subdomains representing
the pollution sources. The necessary conditions for optimality are derived with the
help of the topological derivative method which consists in expanding the shape func-
tional asymptotically and then truncate it up to the second order term. The resulting
expression is trivially minimized with respect to the parameters under consideration
which leads to a noniterative second-order reconstruction algorithm. Two different
cases are considered. Firstly, when the velocity of the leakages is given and we recon-
struct the support of the unknown sources, including their locations and sizes. In the
second case, we consider the size of the pollution sources to be known and find out the
mean velocity of the leakages and their locations. Numerical examples are presented
showing the capability of the proposed algorithm in reconstructing multiple pollution
sources in both cases.

Keywords Pollution sources reconstruction - Shape optimization - Topological
derivative method - Inverse problem

1 Introduction

The topic addressed in this article belongs to a class of inverse problems where the main
objective is to identify the location and size of pollution sources. In this area of research,
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the rate of impurity emission from the pollution sources using the measurements of the
concentration of the pollutants in some monitoring region is also an interesting issue
to investigate. In general, the associated forward problems are governed by a parabolic
advection-dispersion-reaction equation in one [15] or more spatial dimensions [3,24,
34]. Such inverse problems are motivated from many physical phenomena and real-
life events such as leakages in nuclear plants, refinery and chemical laboratories; and
fire outbreaks in buildings and forests, for example. However, most of the practical
applications reported in the literature concern the monitoring the water quality of rivers
and groundwater [3,15,24] and the air quality in large cities [34].

In this paper, we reconstruct a set of pollution sources in a fluid medium by mea-
suring the concentration of the pollutants within a subregion of the domain. To be
more precise, we consider a two dimensional fluid domain where the impurities are
getting injected with an unknown velocity through finitely many distributed unrecog-
nized sources localized in a compactly supported region. The main idea is to measure
the concentration of the pollutant away from their sources and use this information
to completely characterize the sources and the intensity of the pollution, i.e. to deter-
mine the number of sources, their locations, their sizes and the velocity of impurity
integration. It is not a difficult task to produce numerical results which show that if all
these variables are unknown the uniqueness of the problem is lost and hence the well-
posedness. This motivates us to consider two different inverse problems. In the first
problem, we assume that the velocity field is given and reconstruct the topology of the
pollution sources by recovering their locations and sizes. In the second one, the sizes
of the pollution sources are assumed to be known and we determine their locations and
the mean velocity of the respective leakages. In our simplified mathematical setting,
we are dealing with an inverse reconstruction problem whose forward counterpart is
governed by a steady-state convection-diffusion equation.

In this case, since the pollutant concentration is known in a small subregion of the
fluid domain, the inverse problem can be written in the form of an over-determined
boundary value problem. Following the classical well-known strategy, we rewrite our
inverse problem as an optimization problem which consists in minimizing the misfit
between the known measurement and the solution to the model problem with respect to
the parameters related to the unknown sources of pollution. One can see [5,6,22] where
the inverse problems associated with the reconstruction of geometrical subdomains
are reformulated as topology optimization problems. A quite general approach to deal
with such problems is based on the concept of topological derivatives [28], which
can be seen as a particular case of the broader class of asymptotic methods. The
bibliography is quite exhaustive, but for a general idea on the subject, readers may
refer to [1,7,10-12].

The topological derivative is defined as the first term (correction) of the asymp-
totic expansion of a given shape functional with respect to a small parameter that
measures the size of singular domain perturbations, such as holes, inclusions, defects,
source-terms and cracks. This relatively new concept has applications in many different
fields such as shape and topology optimization, inverse problems, image processing,
multi-scale material design and mechanical modeling including damage and frac-
ture evolution phenomena. The topological derivative was rigorously introduced by
Sokotowski and Zochowski [31] and developed later by many authors [18,27,30,33]. It

@ Springer



Applied Mathematics & Optimization (2021) 84:1493-1525 1495

can be seen as a particular case of the broader class of asymptotic methods fully devel-
oped in the book by Ammari and Kang [2], for instance. One can refer to the books by
Maz’ya et al. [25] and Nazarov and Plamenevskij [26] for similar topics and discus-
sions. In addition, one can also cite the paper by Sokotowski and Zochowski [32] where
the domain decomposition method was proposed in the domain of topological deriva-
tives. More recently, the concept of second-order topological derivative was introduced
in [14], which has been successfully used for solving a class of inverse reconstruction
problems. A variety of applications of the topological derivative method in topology
optimization, inverse imaging problem and inverse reconstruction problems can be
found in the complementary book by Novotny, Sokotowski and Zochowski [29]. Fol-
lowing the original ideas introduced in [16], in the current article, the second-order
topological derivative is applied in the context of the proposed pollution sources recon-
struction problem. The two main challenges in this article, in comparison to [16] are
as follows: (i) the presence of the convective term in the governing forward equation,
leading to a non-symmetric and non-coercive bilinear form; and (ii) the reconstruc-
tion of a vector quantity representing the mean velocity of a pollutant substance that
escapes of a confined region characterizing a pollution source to be determined.

The outline of this paper is as follows. The inverse problem is reformulated as a
topology optimization problem in Sect. 2. Such reformulation of the problem allows
to solve it through a topological derivatives-based approach. Thus, we introduce some
tools from the theory of topological derivatives in the beginning of the Sect. 3, namely,
the functionals associated to the unperturbed and perturbed domains, the ansatz for
a scalar field of interest and some auxiliary boundary value problems. In Sect. 4, we
state the main result of this paper which consists of the asymptotic expansion of the
shape functional. Estimates of the remainders, obtained in Sect. 4, are presented in
Appendix A. Numerical results are presented in Sect. 5 where two reconstruction
algorithms are devised from the asymptotic expansion of the shape functional. In
addition, numerical experiments are conducted in order to test the capabilities of each
of the proposed algorithms. Some concluding remarks are inferred in Sect. 6.

2 Problem Formulation

Let £2 C R? be an open and bounded domain with smooth boundary 2. Measure-
ments of the pollutant concentration field are collected in a subdomain §2, C £2.
We assume that there may be an unknown number (N* € Z7) of isolated pollution
sources a);‘ within the domain §2. See Fig. 1a. Therefore, there is a set ®* = UlN:* 1 a)l*
whose components o] satisfy a)_;" n aT;‘ =@ fori # jand a)_f N 952 = ¢ for each
i,je{l,...,N*L

We assume that the polluting substance is leaking in an incompressible flow with
velocity V e C(£2, R?), such that V # (0, 0) at each wf C2,i=1,...,N* For
a given Dirichlet data g imposed on 952, the resulting pollutant concentration z in
£2 is observed in the subdomain £2,. In this set up, the inverse problem consists in
finding x.* such that the pollutant concentration z satisfies the following boundary
value problem
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(a) (b)

Fig. 1 Domain £2 with (a) and without (b) the set of isolated pollution sources w™*

—Az4 XV -Vz =0 in £2, )
z=g onads2,
where the parameter x,,+ is defined as
[0 inQ\ o,
Xw*“{l ot i=1,... N* @

and the velocity V is considered as a null divergence vector field, namely, divV =0
in w?, fori = 1,..., N*. Without loss of generality, we are considering only one
boundary data g on d£2. The extension to several boundary data is trivial. See [16]
for further detail. Here, function g is a purely synthetic data used to produce the
observation of z in §2,. The realistic problem of pollution source reconstruction is
much more complicated and requires further investigation.

Now, for an initial guess x, of x,*, we consider the pollutant concentration field
u to be the solution to the boundary value problem

—Au+ xo,V-Vu=0in £2, 3)
u=gonas2,
where
_ 0 in2\w,
Xw_{lmwbizL””N. @

The characteristic function y.+ is unknown and hence z but we assume that z can
be measured in £2,,. Thus, if we look for an appropriate x,«, then we wish u to agree
with z in £2,, i.e., we want u = z - In addition, in such a problem, we assume that
the velocity field V is known and then we reconstruct the support of * from partial
measurements of the scalar field z taken on £2,,.

The inverse problem under investigation is written in the form of an ill-posed and
over-determined boundary value problem. It is well known that such difficulty can be
overcome by rewriting the inverse problem in the form of an optimization problem.
In particular, if the velocity field V is a known data and we reconstruct the support of
each a);k, i =1,..., N* then the inverse problem of finding y.,+ can be rewritten as
a topology optimization problem, namely

@ Springer



Applied Mathematics & Optimization (2021) 84:1493-1525 1497

Minimize J,(u) =/ (u—2)>%, (5)
wCS$2

2

where z and u are the solutions of the boundary value problems (1) and (3), respectively,
corresponding to the Dirichlet data g.

3 Topological Derivatives-Based Approach

The inverse reconstruction problem of Sect. 2 has been written in the form of a topology
optimization problem (5). A quite general approach for solution of such class of
problems is based on the concept of topological derivative which requires the expansion
of the shape functional 7, (1) with respect to the parameters depend upon a set of small
perturbations. Since the topological derivative does not depend on the initial guess of
the unknown topology w™*, we start with the unperturbed domain by setting w = .
See Fig. 1b. More precisely, we consider

J%h/(wﬂﬂ ©)
QU

where u( be the solution of the unperturbed boundary value problem
—Aupg =0 in £2,
{ up = g on d52. )

In this article, we are considering the topology optimization problem (5) for the
ball-shaped pollution sources and hence we define the topologically perturbed counter-
part of (7) by introducing N € Z™ number of small circular pollution sources B, (x;)
with center at x; € £2 and radius ¢; fori = 1,..., N. The respective geometric set
can be denoted as

N
B: (&) = Be; (xi), ®)
i=1
where § = (x1,...,xy)ande = (¢q, ..., ey). Moreover, we assume that B,N 32 =

@, B: N2, = ¥and Bai(xi)ﬂBg_l.(xj) =@ foreachi # jandi, j € {l,..., N}. The
shape functional associated with the topologically perturbed domain is written as

ﬂm=fwwﬁ ©)
2,
with u, be the solution of the perturbed boundary value problem

{—Au5+X5V~Vu€=O in £2, (10)

Ug = g onads2,
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where the parameter x, is defined as

_J0 in 2\ B:(§),
Xe = {1 in B, (£). an

By construction, we consider that the velocity field V satisfies the additional condition
div V = 0in B.(§). Since we are interested in reconstructing the mean velocity of the
leakages, in order to simplify the analysis we assume that the velocity V is constant
in the neighborhood of By, (x;), so that V(x) ~ V; = V(x;), with x € B, (x;),
i=1,...,N.

As mentioned earlier, the topological derivatives measure the sensitivity of the shape
functional with respect to the parameters (¢, £) depending upon a set of small circular
pollution sources B (&). Therefore, our idea is to obtain the number, location and
radius of the components of the set B, (£) in order to produce the best approximation
to the true set of pollution sources w* by using the concept of topological derivatives.

In this article, we are interested in expanding the shape functional J (u,) defined
in (9) in power of ¢. Therefore, we start by simplifying the difference between the
perturbed shape functional 7 (u.) and its unperturbed counter-part 7 (u¢) defined in
(9) and (6), respectively, as follows

T =T = [ [200 —uwywo -2+ @ -w?]. a2

2
Since we are approximating the set of pollution sources to be reconstructed w* by
a number of circular balls B.(§), the idea is to expand the perturbed shape func-
tional J (1) with respect to the Lebesgue measure (volume) of the two-dimensional

ball B, (x;), namely, |Bg, (x;)| = neiz, i = 1,..., N. To simplify the notation, we
introduce the vector

a=(ay,...,ay) with o =B (x)l, (13)
and the characteristic function

[0 in 2\ B, (x).
Xi = {1 in By, (x;). (14)

Additionally, fori = 1, ..., N,letus define the linear operators f +— [ f]satisfying

AY[f]=0 in$2,
{ Y[fl=—f onds, (15)
and f > ;[ f] such that
AVilfl =o' fri in2,
{ Yil f1=0 on 9£2. (16)
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For a positive real number R >> e, we consider the ball Bg(x;) such that B, (x;) C
2 C Br(x;) withx; € £ fori = 1,..., N. Then, we define the linear operator
f = ¥R f]as follows

AYfLfT = o7 fxi in Br(xi), a7
vRif1=0 on dBg(x;).

By adopting the Einstein summation convention and taking into account the notation
introduced above, let us consider the following ansatz for the asymptotic expansion
of u, with respect to the parameters describing the small circular pollution sources as
presented in Sect. 2

Swf e (18)

Uy = u0+a,h +ot,aJv + aia]

where

hE = ilVi - Vuol, vf; = yilVi - VAS] and  wf, == Vi - Vi1 (19)

1

fori, j =1,..., N. The last term of the expansion (18), namely ., must satisfy the
problem

[ e
with
Dy = De 1 + P2 (21)
such that, fori, j,I =1,..., N, one has
®ey = —ajq Vi VO iy, and Bep=—a;of Vi Vul xi.  (22)

In order to simplify further analysis, we write i7 as a sum of three functions p;, g;
and fzf in the form

= (Vi - Vuo(x)(pf + qi) + ke (23)

The function p; is defined as

w 1]+—lnR

1 /1 )
47T82 llx — xi1? 3 (5 - ln5i> in Bg; (x;),

1

. (24)
— Inlx — x|l in Br(x;) \ Bg, (x;).
2m
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Building on the expression (24), we construct ¢;,i = 1, ..., N, in order to compensate
for the discrepancies introduced by p? on 9£2. Therefore, we define

1
qgi == 2—1ﬁ[ln llx — xill]. (25)
b4
Additionally, the residual function fzf is given by
hf = YilVi - (Vup — Vug(xi)]. (26)
Taking into account the decomposition (23) together with the expressions (24)—(26),

we introduce an alternative representation for the function 4} outside the ball By, (x;),
namely

hE = (V; - Vug(xi)hi +hf  in 2\ B, (x;), 27)
where
hi == pi + qi (28)
with
1
pi = 2—ln lx —xill and gq; :=¥[pil, (29)
7T
thatis, fori =1, ..., N, g; solves the homogeneous boundary value problem

(30)

Agi =0 ing£,
qi = —pi on ds2.

Now, building on the expression for fzf given by (26), we first define the vector
quantity W; coming out from the Taylor expansion of the argument of v; as

Wi i= (VZuo(xi) Vi (31)
and then the function ﬁf can be split into the following sum
hi = B} + efqi + ;. (32)

where p? is defined as
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=yl W (= X))

1 [llx—xill>—&? R*—¢? ,
_ g 8l.2 - R2 Wi : (x - xi) m B&,‘ (xi)7
B 2 2 2
& llx—xill“—R . —_—
Ry R ——Tp Wi - (x — x;) in Br(xi) \ B (xi),
(33)
the function ¢; is such that
) L, e — il — R G —x) 34
= (X — xi
7= 3 R? -z ’
and the residual term zf is given by
hi = il T (0], (35)

where T;(x) = O(||x — x;]|%) in an appropriate norm.
Similarly to the decomposition proposed for the function A7 in (23), we write the
function vf; as a sum of the functions p?;, g;; and v;; in the form

vi; = (Vi - Vo (xi)) (pf; + i) + ;. (36)

The function p;; is such that

P =y RV - Vil

1 Ix — x> —e? R?—¢? v ) in Be (5
— i+ (x —x;) 1In Bg. (x;),
(47t81‘)2 81.2 R2 1 1 &i 1

1 Jlx — x> = R?
@rR)?  lx — x|

Vi (x —x;) in Br(x;) \ Bg; (x;),

(37)
where we have used expression (24) to obtain

xX—x .
Vpi(x) = > 2l in B, (x;). (38)

TL’Ei

Additionally, the functions g;; and ﬁf are given by

1 lx — x;||> — R?
qgii :

= G Vi (x — xi)} (39)

lloe = x; |12
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and
05 = il (Vi - Vuo(xi)) (Vi - Vai) + Vi - VAZ], (40)

respectively.

Finally, in order to simplify further calculations related to the asymptotic develop-
ment of the topologically perturbed shape functional (9), we introduce an adjoint state
v to be the solution to the problem

—Av = (up — 2)xe, in £2,
{ v=20 on ds2. “D
4 Asymptotic Expansion of the Shape Functional
Let us start by replacing (18) in (12) to obtain
T (ug) — T (uo) = 20 / ht (uo — z) + 20 / vij(uo — 2)
o Q()
9
aaa? [l = +aey [ B+ 36 “2)
2 2 P
where
&) = [ Qo=+ &) = 2aja [ hiv,
2, 2,
&(e) = 2aiaja12/ hiw;, (43)
2,
E4(e) =2ai/9 hiie, Es(e) :a,-ajoqap/Q vfjvfp,
Ee(e) = 2aiaja1a§/ UHT (44)
2,
&7(e) =2ai(xjfg vfjﬁg, Eg(e) =oc,-(x§a1af,/ﬂ wfjwfp and
E9(e) = 2005 f il (45)
1)

0

On the basis of the boundary value problem for the adjoint state (41) together with
the Green’s formula, we obtain

1
/ Vil fluo —z) = —/ vilflAv = —— fo. (46)
2, 2

i JBg; (xi)
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The closed formula given by expression (46) allows to replace the first three integrals
over §2, on the right-hand side of (42) by integrals over the ball By, (x;). In fact, by
taking into account the notation introduced in (19) and choosing f in the form of the
scalar products V; - Vug, V; - th and V; - vaj in (46), expression (42) can be rewritten
as

J(ue) — T (ug) = —2/ (Vi - Vup)v — 204// (Vi - VhS)v
Be, () Be, ()

2 . 3 .o ; £
205 /Bg.(xi)(Vl ijj)v+alozjf hih’ Z&(S)

47

where the Einstein summation convention still holds. For the second and third integrals
on the right-hand side of the expansion (47), we first split the sum over j in the cases
wheni = j and i # j, then we replace hj and vj ! by the decompositions (23)
and (36), respectively. Since the fourth integral in (47) is evaluated over §2,, then
the functions 4] (and also h%) are replaced by expression given in (27). Thus, the
asymptotic expansion (47) can be expressed as

T (ue) — T (uo) = —2/ )(Vi - Vug)v — 20{:‘/3 ( )(Vi -Vpi)v

—2a; (V; ~VM0(Xi))/ (Vi - Vv — 20, (V 'Vuo(xl'))/ (Vi - Vgi)v

—2a;(V; -Vu()(xj'))/ x.)(Vi 'th)v|i7&j — 20(1.2(‘/1- . Vu()(xl'))/ . V; -fol-)v

15
+ajaj (Vi - Vug () (V) - wo(xj))/ hihj+ Y Eule). (48)
=1

Here, the six new remainders are defined as

€io(e) = —Zai/ Vi - (]Vqi + Vi§)v,
By, (xi)

E1i(e) = —2a,/ (Vi - VRS)vp ., (49)
Bs (x;)
E1a(e) = —205(V; - Vg (x;)) / i - Vajjv,
(xl
Ei3(e) = 20 / (Vi - V50, (50)
BL (x;) o
E14(e) = =205 (V; - Vg (x;)) / ( Vi - Vpiivy, (51)
a X;i)
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and
515(e)=al-aj/ [(Vi - Vuo(ei)Yhih + (V- Vuo(ej)hjhf +hihS1. (52)
2

In order to obtain the final form of the asymptotic expansion of the shape func-
tional J (u¢) from (48) we use the explicit representation of the functions p?, p¢ and
pfi, given by (24), (33) and (37), respectively, to compute their gradients in By, (x;).
Moreover, we also consider the Taylor’s expansions of the functions Vug, Vg;, Vh;
and v around the point x; up to produce a remainder of order o(|¢|*) as done in [16].
Thus, we get

1
T (ue) — T (o) = —20; (V; - Vug(xi)v(x;) — Ea? Vi - VZuo(xi) Vo (x;)

+ ia? Vi - (VZuo(xi) Vi)v(xi) — ia?(vi - Vuo(x;)) (Vi - Vo(x;))
4 4z

1
— 207 (Vi - Vuog(xi) (Vi - Vi (xi)v(x;) + gal?(v,» S Vuo(x) Vi lPv(xi)

—2a;aj(Vj - Vuo(x;) (Vi - Vhj(xi)v(xi)y,,

+aiaj(Vi - Vuo(xi))(V; - VMo(xj))/ hihj + E(e), (53)
2

provided that uo and v are harmonic in £2 \ £2,, with

15

E@) = Eole) + ) Eule). (54)

(=1

The new remainder &y (&) contains the residual terms arising from different Taylor’s
expansions arguing in a similar fashion to get the remainders £9(e)-E19(e) in [16].
We are now in position to state the main result of this paper.

Theorem 1 Let ug, h;, g; and v be the functions defined in (7), (28), (30) and (41),
respectively, for i = 1,..., N. Additionally, let V be the null divergence velocity
field introduced in problem (1). Then, the asymptotic expansion for the topologically
perturbed shape functional J (ug) defined in (9), with respect to o; = |Bg, (x;)|,
i =1,...,N, is given by (53), where the remaining terms, given by (54), are such
that |E(¢)| = o(|e|*), whose justification can be found in Appendix A.

5 Numerical Experiments

This section consists of two reconstruction algorithms and their respective numerical
examples. Firstly, we propose the following contextualization of the inverse problem
in order to recall some of its characteristic elements. Let us consider a pipeline network
within a reference domain §2 which contains a N* number of leakage points through
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Fig.2 Numerical scenario: a the
set £2, (in gray color) as part of ’
the reference domain §2 and b e

the set of admissible locations X e s s B A

(a) (b)

which a polluting substance escapes with a velocity V. Each leakage point o} (i =
1,..., N*) can be imagined as a pollution source which has to be reconstructed by a
ball-shaped geometrical subdomain By, (x;). Hence, it can be completely characterized
by the center x; and radius &; of B, (x;), fori =1, ..., N*. Moreover, the vector field
V at the point x; provides us an additional information about each leakage.

Since the asymptotic expansion (53) depends on (a) the number, (b) the locations,
(c) the sizes of the pollution sources and (d) the velocity of the pollution, we solve
two different problems keeping in mind the physical aspects of the current scenario.
In both problems to be considered, the number of pollution sources N* is assumed to
be given. In case it is not known, see Sect. 6.

In the first case, we assume that the velocity field V is given and we reconstruct the
topology of the pollution sources by recovering their locations & and sizes «. We deal
with this problem in Sect. 5.1 under the nomenclature support velocity reconstruction.
In Sect. 5.2, we consider the second case with the name mean velocity reconstruction.
Here, we assume that the sizes « of the pollution sources are known and determine
their locations & and respective velocities V; of the leakages,i = 1,..., N.

Numerical experiments are conducted in the following scenario. The reference
geometrical domain is given by a square £2 = (-0.5,0.5) x (-0.5,0.5) which is
discretized with three-node finite elements. The mesh is generated from a grid of
160 x 160 squares. Each square is divided into four triangles which leads us to a
resulting mesh comprising 102400 elements and 51521 nodes. Measurements of scalar
fields of interest are taken in the subdomain 2, which is a union of four small regions
in the neighborhood of the corners of the square domain £2. See Fig. 2a. The boundary
a52 of the reference domain is excited by imposing different Dirichlet data, namely,
g1 =x,g8 =yand g3 =uxy.

The auxiliary boundary value problems are solved over the resulting mesh. From
these solutions the topological derivatives can be numerically evaluated at any point
of the mesh. However, due the high complexity of the algorithm [23], a sub-grid X
consists of uniformly distributed points is extracted from the original mesh and then
used as a set of admissible locations where a combinatorial search is performed which
leads to the optimal solution defined in X . In the case of the examples presented below,
we consider a fixed sub-grid X comprising 165 points, as illustrated in Fig. 2b.

In order to obtain noisy synthetic data, the true target function z, corresponding to
the solution of the problem (1) for a given Dirichlet data g, is corrupted with white
Gaussian noise, where the resulting level of noise in the measurement of z is given by
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Zu—2
* Nzp — zllr2ce,) % 100%, (55)

lzllz22,)

where z,, denotes the corrupted target function used as synthetic data.

In all our numerical results, we represent the (true and reconstructed) pollution
sources by black, the subdomain §2, by gray and the remaining domain by white
colors.

5.1 Support Velocity Reconstruction

In this section, we present our first algorithm followed by two numerical examples
concerning the reconstruction of the topology of the pollution sources. The solution
algorithm is devised from the topological asymptotic expansion of the shape functional
J (ug) given by (53). After disregarding all terms of order o(|o |2) in (53), the resulting
truncated expansion, in its matrix form, is written as

8J(a, &, N) ::a-d(f;‘)—i—%H(E)a-a, (56)

where the entries of the vector d € R" and the matrix H € RV*¥ are given by

di == =2(V;i - Vuo(x;))v(x;), (57)
and
1 2 1 2
H;; = _;Vi - Vuo(x) Vo(x;) + EVi ~(Voup(x;) Vi)v(x;)
1
— Z_(Vi “Vuo(x;))(Vi - Vu(x;))
b4
1
—4V; - Vuo(xi)) (Vi - Vgi (xi))v(x;) + E(Vi - Vo () 1Vi v (x;)
+2(V; - Vuo(x))? / h?, (58)
2,
Hij = —=4(V; - Vuo(x;))(V; - Vhj(x;))v(x;)
+2(Vi - Vuo(x;))(V; - Vuo(xj'))/g hihj, (59
ifi # j,respectively, fori, j = 1, ..., N. Here there is no summation in the repeated
indexes.

The truncated asymptotic expansion § J («, &, N), given by (56), is a quadratic form
in . Hence, in order to minimize (56), we proceed with the derivative of § J (¢, &, N)
with respect to the variable « to write the first-order optimality condition

(Dy8J, B) =[d(E) + H* (§)a]- =0, VBeR", (60)
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- r

(a) (b) wrt=0% (e) p* =01% (d} u* =0.3%
Fig.3 Example 1: Target (a) and results (b—d)

with H® = (H + H')/2, where H' denotes the transpose of the matrix H. From
(60), we obtain the linear system

= —(H*())"'d(®). (61)

Note that, the quantity «, solution of (61), becomes a function of the locations &, i.e.,
a = a(€). Let us replace o = « (&) in (56) to obtain

1
8 ((§). & N) = Zd(&) - a(§). (62)

Therefore, the optimal locations and sizes of the pollution sources, given by the pair
of vectors (§*, «*), can be obtained by

& ;= argmin §J(a(§),&, N) and o := a(£"), (63)
EeX

where X denotes the set of admissible locations for the pollution sources. The above
procedure written in pseudo-code format can be found in [23].

5.1.1 Numerical Examples

Two numerical examples are presented below. The first one tests the robustness of
the reconstruction in the presence of noisy data while the second one analyses the
sensitivity of the reconstruction with respect to the number of measurements.

Example 1 reconstruction of a single leakage from noisy data. We consider a target
domain containing a single leakage w* located at x* = (0.2,0.1) whose radius is
e* = 0.03, as shown in Fig. 3a. In addition, it is assumed that the pollution flows with
constant velocity V = (2, 2). The reconstruction of the topology of w* is performed
from only one measurement by choosing g; as Dirichlet data. In the absence of noise,
the proposed algorithm is able to find the exact center x* and size ¢* of w*. In addition,
the pollution source is accurately reconstructed for levels of noise up to 0.1%. On the
other hand, the reconstruction degrades for a level of noise around 0.3%. These results
are reported in Fig. 3b—d.
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(a) (b) M =1
Fig.4 Example 2: Target (a) and results (b—d)

Example 2 reconstruction of multiple leakages. In this example, the pipeline network
within the reference domain contains four leakages which are located at the points
x{ = (0,0.3), x; = (0.3,0), x5 = (0,—0.3) and x; = (—0.3,0). The sizes of
the leakages are equal, namely, S;-k = 0.03, fori = 1, ..., 4. We illustrate the target
domain in Fig. 4a. The pollution substance escapes from the pipeline network with
a velocity given by V = (1, 10x?). We start by considering only one measurement
associated with g;. After comparing Fig. 4a, b, we observe that the algorithm fails in
reconstructing the target domain. For a large number of pollution sources, the infor-
mation obtained from only one measurement is not sufficient to accurately reconstruct
them. Therefore, we increase the number of measurements by taking g; and g», whose
result is shown in Fig. 4c. Since the reconstruction still fails, we add one more excita-
tion, namely g1, g2 and g3. As we can observe in Fig. 4d, the pollution sources were
successfully reconstructed after considering three measurements. In this case, we have
obtained the exact location of the leakages while their sizes are approximately equal
to the true values, namely, el‘.' =0.0299, fori =1, ...,4.

5.2 Mean Velocity Reconstruction

Here, we present our second algorithm concerning the mean velocity reconstruction
for leakages whose sizes are known. We demonstrate the effectiveness of the algorithm
with a numerical example at the end of this section. Analogous to the mathematical
steps taken in Section 5.1, we start by considering the topological asymptotic expansion
of the shape functional J(u.) given by (53). Firstly, all the terms of order o(le]?)
together with the sixth term on the right-hand side of (53) are disregarded. This
procedure allows us to obtain a linear system with respect to the variable of interest
similar to (61). Next, we take the resulting truncated expansion and rewrite the velocity
field in the form

Vi —
Vi=ai— =a;V, (64)
o
in order to work with the two-dimensional flow rate of the leakages at the points x;,
i =1, ..., N.Taking into account these two steps, we obtain the truncated expansion
— — 1 —
8J(V.& N) i=V-d(§)+§H(E)V-V, (65)
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where d,V € R?N and H € R?*V*2N can be seen as the first-order topological
derivative, the mean flow of the leakages and the higher-order topological derivative,
respectively. More precisely, for a fixed number N of leakages to be reconstructed,
the unknown flow vector V. e RV is given by V := (Vy,...,VyN)" where each
entry V,- is a vector in R? written as Vl- = (Vi, Vi)T, fori =1,..., N. Thus, the
components of V; must be interpreted as follows: Vl-l and 71-2 are the flow rate of the
polluting substance at the point x; in the x- and y-directions, respectively. Similarly,
the vector d € R2Y is written as d := d, ..., dN)T where each entry d; is a vector
in R? given by

1
di i= =2 Vuo(x;)v(x;) — 2—a?V2uo(x,-)Vv(xi), (66)
T
fori = 1,..., N.Eachentry H;; € R?*? of the matrix H € R?>V>*2N
Hyy --- Hin
He=| 1 - (67)
Hyi --- Hyn

is given by

1 1
Hii i= —aVuo(xi)v(x;) — —a Vug(x;) ® Vo(x;)
27 2

—do (Vuo(xi) @ Vi (xi)v(x;) + 20 Vug (i) @ Vo (x;) / h?  (68)
2,

and
H;j := —4afa;(Vuo(x;) ® Vhi (x;)v(x)) + 2050 Vg (xi) @ Wo(xj)f hih;,
2
(69)

fori # j withi, j =1,..., N. Here there is no summation in the repeated indexes.

The truncated expansion §J v, &, N), given by (65) is a quadratic form in V.
Hence, in order to minimize (65), we differentiate §J(V, &, N) with respect to V to
get the first-order optimality condition

(Dy8J. B) =dE) + H' E)V]- =0, VBeR™, (70)
with H* = (H + H")/2. From (70), we obtain the linear system

V= —(H©&) 'de). (71)
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Fig.5 Example 3: Target (a) and

result (b) '/ ./

S S

(a) (b) M = 3.

Hote Elat, the quantity vV, sgluti(ll of (71), becomes a function of the locations &, i.e.,
V = V(&). Letus replace V = V(&) in (65) to obtain

— 1 —
8J(V(§). 8. N) = 5d (&) - V(). (72)

Therefore, the optimal locations and the velocity field of each leakage, given by the
pair (§*, V*), can be obtained by

£* := argmin 8J(V(&),&,N) and V" := V(£*), (73)
EeX

where X denotes the set of admissible locations for the pollution sources. Since the
quantity V" is obtained, the velocity field V* at the point £* can be calculated through
the formula introduced in (64), for each leakage a)l’.", i=1,...,N.

By construction, the resulting algorithm is analogous to the one developed in Sect.
5.1. The main difference between them is the reconstruction variable. In the first
algorithm, we have reconstructed the size of each leakage which is a scalar quantity.
In the second one, the unknown variable is a vector quantity, namely, the velocity at
the leakage points.

5.2.1 Numerical Example

A numerical example is presented below. In this case, we demonstrate the capability
of the algorithm in reconstructing the mean velocity field when multiple leakages are
considered in the target domain.

Example 3 reconstruction of the velocity field for multiple leakages. In this example,
the target domain contains two leakages of same size ] = 3 = 0.03 whose locations
are given by the points x{ = (—0.1,0.3) and x; = (0.1, —0.2). See Fig. 5a. The
velocity of the leakage is given by the vector field V = (—5y? + Sy, 1). Therefore,
the velocity evaluated at the center of each leakage is equal to V (x]) = (1.05, 1) and
V(x3) = (1.2, 1), respectively. The reconstruction is obtained from three measure-
ments with the help of all Dirichlet data g1, g> and g3. In this case, we successfully
reconstructed the center of each pollution source, as can be seen in Fig. 5b. The veloc-
ities of the leakages were accurately obtained, namely, V (x]) = (1.0418, 0.9972) and
V(x3) = (—1.1946, 0.9908).
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6 Conclusions

As concluding remarks concerning the proposed reconstruction algorithms, we high-
light some important points. Briefly, for a given velocity field V and number N of trial
pollution sources, the reconstruction algorithm is able to find their locations £* and
sizes o* = «(£*) in one step. The proposed method approximates the unknown set of
pollution sources by several balls which can be seen as a limitation of our approach.
However, it can be used to get a good initial guess for more sophisticated iterative
approaches based on level-sets methods [4,8,9,19-21], for instance. Similarly, in the
second algorithm, for a given number N of pollution sources whose sizes are assumed
to be known, the reconstruction algorithm returns their locations £* and velocities
V* = V(&*) in one step. In addition, such algorithms are independent of initial guess
and they are capable of reconstructing the pollution sources in the presence of noise
data. Finally, let us point out some interesting features/aspects of the type of algorithm
proposed above: (a) when the number N* of target subdomains is unknown, the algo-
rithm can be started based on an assumption that there exists N > N* subdomains
and then we should find a number (N — N*) of trial balls with negligible sizes [17];
(b) if the center of the target subdomain does not belong to the set of nodes of the
sub-mesh, namely x* ¢ X, the algorithm returns a location x* which is the closest
to x™* [17]; and (c) since a combinatorial search over all the n-points of the set X has
to be performed, this exhaustive search becomes rapidly infeasible for n > N as N
increases [23].
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A Justification for the Main Result

The justification for the result stated through Theorem 1 is presented in two steps.

Firstly, we prove a priori estimates related to the auxiliary states A, ﬁf, ﬁf, vfj, ﬁfj,

wfj and u, fori, j = 1,..., N. Then, in the final part of this section, the previously
obtained results are used to estimate the remainders left in the asymptotic expansion
of the topologically perturbed cost functional. These estimates justify our topological
asymptotic expansion (53).

A.1 A Priori Estimates

In order to simplify the presentation, we denote all the constants independent of ¢
andi as C fori = 1,..., N, whose value changes according to the place it is used.
Furthermore, we use the fact that o; ~ 8,.2, when necessary.

Lemma 1 Let §2 be an open and bounded domain in R? and let B, be a ball of radius
&, such that B, C 2. Then, for a function ¢ € H'(R2), the following estimate holds
true

l¢llz28,) < Ce¥ll@ll g - (74)
with 0 < & < 1 and the constant C independent of the small parameter €.

Proof From the Holder inequality, we have

lel2s,) < Celgll g - (75)
for all p, g € [1, +oc] satisfying 1/p + 1/g = 1. By choosing ¢ > 1 and p accord-

ingly, the Sobolev embedding theorem [13, Ch. IV, §8, Sec. 1.2, p. 140] implies
H'(£2) c L?P(£2) with a continuous embedding. Therefore, we have

el 28, < Ce'lgllme) - (76)
which leads to the result by setting § = 1/q. O

Lemma2 Fori =1,...,N, let hi and ftf be the functions as defined in (19); and
(26), respectively. Then, there exists a positive constant C independent of € such that

1Al g1y < Ce, (77)
178112,y < C(1+€), (78)
151l 2s,,) < Cleillogei| + &™), (79)
1Al 2w, ) < Clej +el'e)). if i # ). (80)
IVAi 2B,y = CA + & + ), 81)
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||Vhf||L2(st) <C(sj+eh), if i #J, (82)
1§12y < Cllloge| > + /1%, (83)
||l;};9 lm1@) = C8?i+1, (84)

||VB§||L2(351.) =< C(8i€§ +8§j+1), if i+# 7, (85)

forany 0 < 6;,8; <1, withi,j=1,..., N.

Proof By taking ﬁf as a test function in the weak formulation of (26), we get

~ 1 ~
/ Vi) = —— Vi - (Vg — Vuo @)1 it (86)
2 i JB, ()

From the Cauchy—Schwarz inequality and the interior elliptic regularity of the function
ug, there exists a positive constant C independent of ¢ and i such that

/Q \Vi; > < Cer211Vi - (Vuo — Vuoi)l 2cs, ) I 1 123,
— ~ 51‘ ~
< Ce7 2 lIx = xill 2 W0 I 2s,) < Cei' 1 Ny 8T)

where we have used Lemma 1, with ¢ = ﬁf, to obtain the last inequality. From the
Poincaré inequality, we have

7ei2 7e2
ClR gy = /Q Ve, (88)
Combining the results obtained in (88) and (87), we get (77).
By considering the decomposition (23) as well as the fact that p? and g; are independent
of ¢ in £2,, we can write
I8 1202,y < € + 1B 120,y < C + 18] 151 () (89)

From (77), we have (78).
From the decomposition (23) and the triangular inequality, we have

||hf||L2(ng < C("Pf”LZ(BSJ.) + ”qi”Lz(ng) + ||ilf||L2(ng)) (90)
as well as
IVA; 2,y < CUVPE I, )+ Va2, ) + IVE s, ). OD
By (24), simple calculation gives
1Pf 25, < Ceillogeil, and [Ipfll2s, ) < Cejo if i #ji (92)
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IVpillzp,, < C. and ”fo”Lz(ng)SCé‘j» if i#j. (93)

Notice that, we can use the estimate of Lemma 1 for ¢ = fzf together with the result
obtained in (77) to get

~ 8,’ 5
IIhfllLZ(ng) =Cg'e/. 94

Using the estimates (92) in (90), as well as the interior elliptic regularity of g; together
with (94), we obtain (79) and (80), respectively. From (91), we have

VB2, ) < CUV D 2, ) + IVailae, ) + 10 ). 99
Using the estimates (93) in (95), as well as the interior elliptic regularity of ¢; together

with (77), we obtain (81) and (82), respectively.
Now, let us take /? as a test function in the weak form of (19); to obtain

1
/ |VR|? = —— (Vi - Vug)he. (96)
2 % J By (xi)

From the Cauchy-Schwarz inequality and the interior elliptic regularity of the function
ug, there exists a positive constant C independent of ¢ and i such that

[ 1B < €1V Tuoln, W Nz,
_ 261
< Ce; 'Ihf Nl 12p,,) < C(Ilogeil +67 ), o7

where we have used (79) to obtain the last inequality in (97). From the Poincaré
inequality, we have

Clki 31 o) < /g VA2, (98)

Combining~ the results obtained in (97) and (98), we get (83).

By taking flf as a test function in the weak formulation of (35), we get

I~ 1 =
/ VR = —— T; (x)ht. (99)
2 i Bsi (x;)

From the Cauchy-Schwarz inequality, there exists a positive constant C independent
of ¢ and i such that

/ VRSP < Ce 21T () 28, 1A I 25, ) < Ceillhf Nl 25,y (100)
Q 1 1 1

@ Springer



Applied Mathematics & Optimization (2021) 84:1493-1525 1515

where we have used the fact that T;(x) = O(|x — xi||%) and~ the estimate

lx — x| = 0(813’) to obtain the last inequality. Now, we set ¢ = fzf in Lemma 1

L%(By;)
and we use the respective estimate to obtain, from (100), that

Ze2 Si+1 ~
fQIVhfI < Cei'" " hi 1 a)- (101)
From the Poincaré inequality, we have
Cllftflli,l(msfg|viz§|2. (102)

Combining the results obtained in (101) and (102), we get the Result (84).
By considering the decomposition (32), we can write

||Vf~l§-||L2(BS = CUIVPillas,,) + € ||V61] Ir2s,,) + ||Vh illezs,,))

< CUIVPliL2,) + &7 Va2, + ||h ilm@)- (103)
From (33), simple calculation gives
IV p5llL2s,,) < Cez if i#j. (104)

The required Result (85) is obtained by taking into account the interior elliptic regu-
larity of the function ¢; as well as the estimates (84) and (104) in (103). O

Lemma3 Fori,j=1,...,N,let w”, vi; and vf; be the functions as defined in (19)3,
(36) and (40), respectively. Then, there exists a positive constant C independent of &
such that

1 26;—2

107 12y < C(sf"7 +&70), (105)
il ey < Csfgi*z(l +& + sf"), (106)
105 a1y < CCEl ™" + 0260, if i # ), (107)
gl 2, < CA+e ™ 46773, (108)
||V”fi||L2(Bgi) < C(E,- +e& + Eéi_l + 8»28i_2), (109)
IViillzas, ) < Ce F T T i i £, (110)
lwé g @) < Ced A+ e+ 6 2 677, (111)
Il < Cef (e +ey  +e” ) i i, (112)

forany0 < 6;,8; <1, withi,j=1,..., N.
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Proof By taking v;; as a test function in the weak formulation of (40), we have

/ Vg |* = [(Vi - VuoGe)) (Vi - Vi) + Vi - VESID;. (113)
By, (xi)

From the Cauchy-Schwarz inequality, there exists a positive constant C independent
of ¢ and i such that

/;2 |Vﬁfi|2 = C(‘?;Z(”Vi : VCIi”LZ(BEI_) + Vi 'Vﬁf”Lz(Bgi))”ﬁisi||L2(BSI.)

< Ce 2 (Vi - Vaill 2gs,,) + 105 1 @) 155112,
- 8i =21~
< Cle; '+ & DNl 2m,)» (114)

where we have used the interior elliptic regularity of the function ¢; and Lemma 2,
Result (77), to obtain the last inequality. By considering the estimate of Lemma 1 for
¢ = v;; in (114), we get

~ b=l | 25 -
/ V5[ < C(e; )||U”||H1(Q) (115)
2
From the Poincaré inequality, we have
I < [ 1935 (116)

Combining the results obtained in (115) and (116), we get the Result (105).
By taking v - in the weak formulation of (19),, we obtain

/ Vg 2 = —— o (Vi VS (117)
e Xi

From the Cauchy-Schwarz inequality, there exists a positive constant C independent
of ¢ and i such that

/Q Vv 12 < Ce21Vi - VS 2, ) 195 128, - (118)
From (118), in the particular case where i = j, we have
[ 1P < Y, h g, o 2,

< Ce) (1 + & + eIV | 1 ) (119)

where we have used Lemma 2, Result (81), as well as the result of Lemma 1 with
@ = v7;, to obtain the last inequality. In addition, we also have from (118), fori # j,
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that
5,’—] 5,’—2 8
/|Vv;?,~|2sC(e,- + e e DI a1 () (120)
2

where we have used Lemma 2, Result (82), as well as the result of Lemma 1 with
Q= vf,.. From the Poincaré inequality, we have

ClIvS 1210 < /9 V05, 2. (121)

Combining the results obtained in (119) and (121), for i = j, we obtain the Result
(106). Analogously, we obtain the Result (107) from (120) and (121).

By considering the decomposition (36) as well as the fact that pfi and g;; are inde-
pendent of ¢ in £2,,, we can write

Ivill2ce,) < €+ 10512, = C + 101 51(0)- (122)

From (105), we have (108).
From the decomposition (36) and the triangular inequality, we have

lv; ||L2(ng) = C(”fo,-”LZ(ng) + Vg ||L2(ng) + IV, ||L2(ng))
< C(vafi”Lz(ng) + Vg ”LZ(BE],) 155 1 (2)- (123)

By (37), simple calculation gives
||foi||L2(Bsi < Cei_l and ”foi”Lz(Bg,) <Cegj, if i#]. (124)

Using the estimates (124) in (123), as well as the interior elliptic regularity of g;;
together with (105), we obtain (109) and (110), respectively.
By taking wfj as a test function in the weak formulation of (19)3, we have

1
2
/Q|waj| - B.(x-)(‘/}'vvij)wfj' (125)

From the Cauchy-Schwarz inequality, there exists a positive constant C independent
of ¢ and i such that

-2
[ 19w < Ce v Vo liae, oo, (126)
From (126), in the particular case where i = j, we have
/ IVws;[* < Ce 2|V, - Vuiill2s ) lwiill2 .,
Q 1 1
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<Cq N+ 48 T Dl (127)

where we have used (109) and the estimate of Lemma 1 with ¢ = wfi to obtain the
last inequality. In addition, we also have from (126), for i # j, that

2 85i—2 §j—1 | 28;-2
/Q|waj| <Ce' “(eite  +e; Dlwijluia) (128)

where we have used (110) and the estimate of Lemma 1 with ¢ = w . From the
Poincaré inequality, we have

Cllwfjlif ) < f V2. (129)
2

Combining the results obtained in (127) and (129), for i = j, we obtain the Result
(111). Analogously, we obtain the Result (112) from (128) and (129). O

Lemma4 Let ii; be the weak solution of the variational problem to find u, € HOl (£2)
such that

/ vag.vn+/ Xe(v-vag)nzf ®.n, Vne Hy(2). (130)
2 2 2

where @, is given by (21)-(22). Then, there exists a positive constant C independent
of € such that

N N
~ _ 5,3 263 35;—4
||M£||H1(.Q)SC(1+C€)|:§ E 8 6(8 Ej'/ +8/‘j +8j )

i=1 j=1

l

N N
+ZZ &;
i=1 j=1

S42 843, 2542
](8181 +ejel e e + g )},

iFMz

(131)
forany 0 < 8;,8;,8 <1 withE:max{sf’},fori,j,l =1,...,N.

Proof By taking n = ii, as a test function in (130), we have

/ Viio|? + f 2o (V - Viiy)iiy = / i, (132)
2 2 2

and from the definitions of x, and @, given by (11) and (21)-(22), respectively, (132)
can be written as

[ vl = e [ vV, —add [ vevuipi
2 Be, (xi) ! Be,; (xi)
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—/ (Vi - Viie)ite, (133)
By, (x1)

where we are using the Einstein summation convention. From the Cauchy-Schwarz
inequality, we obtain

-2 2. 20 Tk ~

/9 Vael? = (e IVi - Vol el 2,
6 € ~

+eilIVi - Vwiillap, ) lliell2s, )

2.4 € ~
+ese Vi - ijl”LZ(BSi)”us”LZ(Bgi)\j#l

Vi - Vitell s, ) el 20s, ) ) (134)

and taking into account the estimates ||V; - VU?I”LZ(BSI.) < C||vjl||H1(9),
Vi - Vwllzas, ) < Cllwllgi @) and [IVi - Viiell2p, ) < Clliell i), We get

-0 2.2 - 6 ~
/ﬂ |Vig|” < C(8j81 ”vj]”Hl(Q)||u8||L2(BEi)|j#] + 8]'”wjj”HI(.Q)“uS”Lz(BSi)

tejel il o) el ., |+ s 2, el @) )- (135)
J

By considering the estimate of Lemma 1 for ¢ = i, in (135), we get |||l 25, )

< Csf" it |l g1 (2)- We use such estimate in (135) to obtain
~ 2 8 2.2 ~ 3i .6 ~
/;2 [Vig|” < C(Ei €€ ||U§1||H1(Q)||“s||H1(sz)|j# +¢g 8‘/||w§j||H1(9)||u5||H1(9)
8 2.4y ¢ ~ = 12
et el 1w o i1y, + 6 lie g ) (136)

where s?i = s‘ls‘ 4+ +s}s\?’. We define the quantity ¢ := max{sf"}, fori=1,..., N,

and then the last inequality above can be rewritten as

fg Vite|* < c(e?fefe%nv;, Loy liellmey,, + & 51w o) liellim o)
e s 1wl @) sy, + e N g )- (137)
From the Poincaré inequality, we obtain
Cllaelifp g < /g Ve |, (138)
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Combining the results obtained in (137) and (138), we get

~ 8 2.2).¢ 3i 61,
el 1@y < C<1 )(8/8/51 ”vj]”Hl(.Q)lf#l +e&eillwiill g

- Ce

8i 4
+e; e8] wj ”H'W)\j#) o

1
and taking into account that ¢ =14+Ce+ 0(52), we obtain
g

~ — (&
ey = CO+C) (&) ede 1051 icay,

8 o6 5 2.4
+e; ej WSl o) + ;' 656 ||w§,||H1(Q)‘j#). (140)

The required Result (131), forany 0 < §;, 8,8 < 1 withi, j,/ =1, ..., N,is finally
obtained by considering Lemma 3, Results (107), (111) and (112). O

A.2 Estimates of the Remainders

We will successively prove that |E¢(e)| = o(|e|*) for € = 1,..., 15, where |¢| :=
&1+ - - -+¢epn. For simplicity, we use the symbol C to denote any constant independent
of e. Remainder &y (¢) can be trivially bounded by using similar arguments as in [16],
leading to |Ey(e)| = o(|e|*). The estimates of the other remainders are more involved
and will be presented in detail in what follows.

In order to obtain the estimate of each remainder, we start by using the Cauchy—
Schwarz inequality and then we use the appropriate lemmas of Sect. A.1 as well as
additional results related to some functions introduced in Section 3. Proceeding in this
way, we obtain

IE1(e)] = Cl2(uo — 2) + el 20, ltell 120,
< C(+ llite g1 o) el g1 ) = oel®), (141)

for any 2/3 < 6 < 1, where we have used Lemma 4;

—_

N N N N
E2(8)] < Clel® D 1A 120, [ DIl + DD ||v;l||H1(m]
j=1

i=1 j=1 =1
#

= o(le[), (142)

~—
~
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for any 0 < § < 1, where we have used Lemma 2, result (78), and Lemma 3, Results
(107) and (108);

N N N N
E3(e)] < Cle® Y ||h?||Lz(go)[Z||wj,||H1(Q) ZZ |w§l||H1(g)}
i=1 j=l1 =1I=1
I#j
= o(le"), (143)

for any 0 < § < 1, where we have used Lemma 2, Result (78), and Lemma 3, Results
(111) and (112);

N
(E4(e)] < ClelPllicll oy Y 10112, = o(el®), (144)

i=1

for any 0 < § < 1, where we have used Lemma 2, Result (78), and Lemma 4;

1E5(e)] < cw[z 105 20, + Z Z [ ||H1<m}

i=1 j=1
J#

[Z il 222, + Z Z ||vlp||H1<g)} =o(lel"),  (145)

=1 p=1
p#l

for any 0 < § < 1, where we have used Lemma 3, Results (107) and (108);

N N N
|E6(e)| < C|e|‘°[ > vl + Y1) IV ||H1(9)]

i=1 i=1 j=1
J#
[Z lwiill g2y + Z Z ||w,,,||m(9>] =o(lel*), (146
=1 p=1
p#l

forany 1/6 < § < 1, where we have used Lemma 3, Results (107), (108), (111) and
(112);

N N

1E1(e)] < Cle ||ug||H1(9)[Z [EATEERE I ||H1(m} = o(le["),

i=1 i=1 j=1
J#
(147)
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forany 0 < § < 1, where we have used Lemma 3, Results (107)-(108), and Lemma 4;

N N N
|Es(e)| < C|e|12[2 Wil gy + DD ||w,-€,-||H1(9)]

i=1 i=1 j=1
J#L
[Z lwiy 11 ) + ZZ ||w1,)||H1(m] =o(le["),  (148)
=1 p=1
p#l

for any 0 < § < 1, where we have used Lemma 3, Results (111) and (112);

N N N
|Eo(e)| < C|a|6||ﬁs||H1(m[Z FAPTEED IS ||wf,-||m(m] = o(le[h),

i=1 i=1 j:l
j#i
(149)

forany 0 < § < 1, where we have used Lemma 3, Results (111)-(112), and Lemma 4;

N ~
E10(e)l < Clel Y (&F11Vi - Vailloes, ) + Vi - VA 25, DIVl L2s, )
i=1
N ~
< Clel D (& + 1A 1)) = o(lel®). (150)
i=1
forany 0 < § < 1, where we have used the interior elhptlc regularity of the functions v

and g; as well as the estimate || V; - th I 12(B,) = C IIh | z71(52) together with Lemma 2,
Result (84);

N N

En@l = Clel? Y Y Vi - VSl ags, ) Ivll2s, ) = oelh),  (151)
i=1 j=1
J#i

for any 0 < § < 1, where we have used the interior elliptic regularity of the function
v as well as Lemma 2, Result (85);

N N
€@ < Clel* Y- Y IVi - Vajillz, Wlies,) = 0. (152)

i=1 j=1
where we have used the interior elliptic regularity of the functions ¢;; and v;
N N
4 -
E3@)] < Clel* Y Y Vi - Vilillags, ) vl s,

i=1 j=1
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N
< CleP Y 1155l = o(lel*), (153)
j=1

forany 1/2 < § < 1, where we have used the interior elliptic regularity of the function
v as well as the estimate ||V; - Vf)jj 2B, ) < C||17jj | 1712 together with Lemma 3,
Result (105);

N N

Ea@l < Clel* Y Y IVi- Voillaes, ) Il 2, ) = OUel®),  (154)
i=1 j=1
J#L

where we have used the interior elliptic regularity of the function v and the explicit
solution of pjj, given by (37), to estimate ||'V; - ij:j”Lz(Bs,-) = O(g;), fori # J;

N N

E15(@)] < Clel* DY Uhill 2 185 12, + 1Al 2, 1A 20,
i=1 j=1

A 220 12511 L2 (2,))

N N
< Cle* > kil ) + 1751 o)
i=1 j=I
+||];f”H1(Q)”ﬁ§'”H1(Q)) = o(le|*), (155)

forany 0 < & < I, where we have used the fact that [| ;] ;2(,) = O (1) and Lemma 2,
Result (77).
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