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Abstract. An extension of the classical van der Waerden and Szemerédi theorems is
proved for commuting operators whose exponents are polynomials. As a consequence,
for example, one obtains the following result: Let S ⊆ Zl be a set of positive upper
Banach density, let p1(n), . . . , pk(n) be polynomials with rational coefficients taking
on integer values on the integers and satisfying pi(0) = 0, i = 1, . . . , k; then for any
v1, . . . , vk ∈ Zl there exist an integer n and a vector u ∈ Zl such that u+pi(n)vi ∈ S
for each i ≤ k.

0. Introduction

0.1. In 1975 E. Szemerédi ([S]) confirmed a long standing conjecture of P. Erdős
and P. Turán by showing that if a set S ⊆ N has positive upper density: d(S) =
lim supN→∞

|S∩{1,... ,N}|
N > 0, then S contains arbitrarily long arithmetic progres-

sions.
Szemerédi’s proof was purely combinatorial and quite involved. In 1976 H. Fur-

stenberg ([F1]) gave a completely different, ergodic theoretical proof of Szemerédi’s
theorem by proving a far reaching extension of the classical Poincare recurrence
theorem and showing that Szemerédi’s theorem is a consequence of it.

In 1978 H. Furstenberg and Y. Katznelson obtained a multidimensional extension
of Szemerédi’s theorem by deducing it from the following

Theorem.([FK1]A) Let (X,B, µ) be a measure space with µ(X) < ∞, let T1,
T2, . . . , Tk be commuting measure preserving transformations of X and let A ∈ B
with µ(A) > 0. Then

lim inf
N→∞

1
N

N−1
∑

n=0

µ
(

T−n
1 A ∩ T−n

2 A ∩ . . . ∩ T−n
k A

)

> 0.

A set S ⊆ Zk is said to have positive upper Banach density if for a sequence of
parallelepipeds Πn = [a(1)

n , b(1)
n ]× . . .× [a(k)

n , b(k)
n ] ⊂ Zk, n ∈ N, with b(i)

n −a(i)
n →∞,

i = 1, . . . , k, one has:

(0.1)
|S ∩Πn|
|Πn|

> ε
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for some ε > 0.

Corollary.([FK1]B) Let S ⊆ Zk be a subset with positive upper Banach density
and let F ⊂ Zk be a finite configuration. Then there exist a positive integer n and
a vector u ∈ Zk such that u + nF ⊂ S.

We remark that so far this corollary has no “conventional” combinatorial proof.
Theorem [FK1]A was extended further in [FK2] and recently Furstenberg and

Katznelson ([FK3]) proved a density version of the Hales-Jewett theorem, which
contains the results from [FK1] and [FK2] as quite special cases.

0.2. The purpose of this paper is to obtain an extension of Theorem [FK1]A in a
different direction. What we are after is to give a joint extension of this theorem
and of a theorem of Furstenberg-Sárközy which states that for any polynomial
p(n) ∈ Q[n] taking on integer values on the integers and such that p(0) = 0, and
for any S ⊆ Z with d(S) > 0, there exist n ∈ N, x, y ∈ S such that x − y = p(n).
For example, one would like to know whether any set of positive upper density in N
contains arbitrarily long arithmetic progressions whose difference is a perfect square.
Such a theorem is indeed true and follows from a special case (T1 = T2 = . . . = Tk,
pj(n) = jn2, j = 1, . . . , k) of the following

Theorem A0. Let (X,B, µ) be a probability space, T1, . . . , Tk be commuting mea-
sure preserving invertible transformations of X, let p1(n), . . . , pk(n) be polynomials
with rational coefficients taking on integer values on the integers and satisfying
pi(0) = 0, i = 1, . . . , k, and let A ∈ B with µ(A) > 0. Then

lim inf
N→∞

1
N

N−1
∑

n=0

µ
(

T−p1(n)
1 A ∩ T−p2(n)

2 A ∩ . . . ∩ T−pk(n)
k A

)

> 0.

0.3. As a corollary of Theorem A0 one gets the following

Theorem B0. Let S ⊆ Zl, l ∈ N, be a set of positive upper Banach density, let
p1(n), . . . , pk(n) be polynomials with rational coefficients taking on integer values
on the integers and satisfying pi(0) = 0, i = 1, . . . , k. Then for any v1, . . . , vk ∈ Zl

there exist an integer n and a vector u ∈ Zl such that u + pi(n)vi ∈ S for each
i ≤ k.

0.4. As a matter of fact, we prove an even more general result:

Theorem A. Let (X,B, µ) be a probability space, let T1, . . . , Tt be commuting
measure preserving invertible transformations of X, let p1,1(n), . . . , p1,t(n), p2,1(n),
. . . , p2,t(n), . . . , pk,1(n), . . . , pk,t(n) be polynomials with rational coefficients taking
on integer values on the integers and satisfying pi,j(0) = 0, i = 1, . . . , k, j =
1, . . . , t, and let A ∈ B with µ(A) > 0. Then

lim inf
N→∞

1
N

N−1
∑

n=0

µ
(

t
∏

j=1

T−p1,j(n)
j A ∩

t
∏

j=1

T−p2,j(n)
j A ∩ . . . ∩

t
∏

j=1

T−pk,j(n)
j A

)

> 0.

0.5. As a corollary, we get

Theorem B. Let S ⊆ Zl, l ∈ N, be a set of positive upper Banach density, let
p1,1(n), . . . , p1,t(n), p2,1(n), . . . , p2,t(n), . . . , pk,1(n), . . . , pk,t(n) be polynomials
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with rational coefficients taking on integer values on the integers and satisfying
pi,j(0) = 0, i = 1, . . . , k, j = 1, . . . , t. Then for any v1, . . . , vt ∈ Zl there exist an
integer n and a vector u ∈ Zl such that u +

∑t
j=1 pi,j(n)vj ∈ S for each i ≤ k.

We can also express this theorem in an invariant form similar to [FK1]B:

Theorem B′. Let P :Zr −→ Zl, r, l ∈ N, be a polynomial mapping satisfying
P (0) = 0, let F ⊂ Zr be a finite set and let S ⊆ Zl be a set of positive upper
Banach density. Then for some n ∈ N and u ∈ Zl one has u + P (nF ) ⊂ S.

Another corollary of Theorem A (which forms a polynomial generalization of
Theorem 7.17, [F2]) is the following Theorem B′′. The notion of positive upper
Banach density in Rn (with respect to a sequence of blocks) is defined in com-
plete analogy with formula (0.1). We remark that Theorems B′ and B′′ are easily
derivable one from another (cf. [F2], pp.152–153).

Theorem B′′. Let P :Rr −→ Rl, r, l ∈ N, be a polynomial mapping satisfying
P (0) = 0, let F ⊂ Rr be a finite set and let S ⊆ Rl be a set of positive upper
Banach density. Then for some n ∈ N and u ∈ Rl one has u + P (nF ) ⊂ S.

0.6. The proof of Theorem A is similar in spirit to that of Theorem [FK1]A. Namely,
given a dynamical system X = (X,B, µ, T1, . . . , Tk) and a factor Y of X for which
Theorem A holds true, one shows that Theorem A is valid for a non-trivial extension
of Y. One also shows that the set of factors of X for which Theorem A holds has
a maximal element which therefore has to coincide with X. As in [FK1], it is
enough to deal with so called primitive extensions, in which relative compactness
and relative weakly mixing properties are controllably combined.

0.7. Relative compactness is treated with the help of an appropriate coloring trick,
which utilizes the following polynomial van der Waerden theorem, whose proof is
given in Section 1:

Theorem C. Let (X, ρ) be a compact metric space, T1, . . . , Tt commuting home-
omorphisms of X and p1,1(n), . . . , p1,t(n), p2,1(n), . . . , p2,t(n), . . . , pk,1(n), . . . ,
pk,t(n) be polynomials with rational coefficients taking on integer values on the in-
tegers and satisfying pi,j(0) = 0, i = 1, . . . , k, j = 1, . . . , t. Then, for any positive
ε, there exist x ∈ X and n ∈ N such that ρ(T pi,1(n)

1 T pi,2(n)
2 . . . T pi,t(n)

t x, x) < ε for
all i = 1, . . . , k simultaneously.

The special case k = t, pi,i(n) = n, pi,j(n) = 0, i 6= j, corresponds to the “linear”
topological van der Waerden theorem due to Furstenberg and Weiss [FW].

0.8. As for relative weak mixing, an appropriate generalization of the polynomial
ergodic theorem in [B2] is needed (see Proposition 2.3 below). The flavor of it is
conveyed by the following “absolute” case of it. (For the general case see Proposi-
tion 2.3 below.)

Theorem D. Let (X,B, µ, Γ) be a measure preserving system, where Γ is an abelian
group, such that any T ∈ Γ, T 6= 1Γ, is weakly mixing. Let T1, . . . , Tk ∈ Γ, and
p1,1(n), . . . , p1,t(n), p2,1(n), . . . , p2,t(n), . . . , pk,1(n), . . . , pk,t(n) be polynomi-
als with rational coefficients taking on integer values on the integers such that the
expressions

gi(n) = T pi,1(n)
1 . . . T pi,t(n)

t , i = 1, . . . , k,
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and the expressions

gi(n)gl(n)−1 =T pi,1(n)−pl,1(n)
1 T pi,2(n)−pl,2(n)

2 . . . T pi,t(n)−pl,t(n)
t , i, l = 1, . . . , k, i 6= l,

depend nontrivially on n (namely, all gi(n) and gi(n)gl(n)−1 for i 6= l are noncon-
stant mappings of Z into Γ). Then, for any fi ∈ L∞(X, µ), i = 1, . . . , k,

lim
N→∞

∥

∥

∥

1
N

N−1
∑

n=0

k
∏

i=1

fi(T
pi,1(n)
1 . . . T pi,t(n)

t x)−
k

∏

i=1

∫

fi(x) dµ
∥

∥

∥

L2(X,µ)
= 0.

0.9. Theorem C is proved in Section 1. Section 2 is devoted to the treatment of
weakly mixing extensions. The proof of our main theorem, Theorem A, is given in
Section 3. In Section 4 we treat its combinatorial corollaries, Theorem B and B′.

We shall freely use the apparatus of extensions developed in [F1] and [FK1]; see
also [F2] and [FKO].

Acknowledgement. We thank N. Hindman, R. McCutcheon and H. Furstenberg
for helpful comments regarding the earlier draft of the paper. We would also like
to acknowledge a very helpful and constructive referee’s report.

1. The polynomial van der Waerden theorem

Our first goal is to prove Theorem C, the “polynomial” version of the van der Waer-
den theorem. We follow the proof of the “linear” van der Waerden theorem due
to Furstenberg and Weiss ([FW]), but instead of the ordinary induction process we
shall use what we call PET-induction similar to that used in [B2].

1.1. To clarify some of the ideas of the proof of Theorem C we treat first two simple
special cases. Recall first the “linear” van der Waerden theorem ([FW]).

Proposition. Let (X, ρ) be a compact metric space and let T be a homeomorphism
of X. Then for any ε > 0, any p ∈ N and any c0, c1, . . . , cp−1 ∈ Z there exist
x ∈ X and n ∈ N such that ρ(T cinx, x) < ε, i = 0, . . . , p− 1.

1.2. We shall need the following corollary of Proposition 1.1 (the routine proof of
which is given for the convenience of the reader).

Corollary. If (X, T ) is minimal, then for each ε > 0 the set of points satisfying
the statement of Proposition 1.1 is dense in X.

Proof. Take an arbitrary nonempty open U ⊆ X. Since (X,T ) is assumed to
be minimal, X \

⋃

m∈Z T−m(U) is empty; so we can choose a finite covering X =
⋃k

j=1 T−mj (U). Let δ > 0 be such that the inequality ρ(y1, y2) < δ, y1, y2 ∈ X,
implies ρ(Tmj y1, Tmj y2) < ε for each j = 1, . . . , k.

Let y ∈ X, n ∈ N satisfy ρ(T ciny, y) < δ, i = 0, . . . , p − 1. Then, taking
j for which y ∈ T−mj U and x = Tmj y, we have x ∈ U and ρ(T cinx, x) < ε,
i = 0, . . . , p− 1.

1.3. Let us consider first the simplest nonlinear case k = t = 1, p(n) = p1,1(n) = n2.
Let (X, ρ) be a compact metric space and let T be a homeomorphism of X. Without
loss of generality we shall assume that the system (X,T ) is minimal. Let ε > 0; we
have to find x ∈ X and n ∈ N such that ρ(Tn2

x, x) < ε.
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We shall find a sequence x0, x1, x2, . . . of points of X and a sequence n1, n2, . . .
of natural numbers such that

(1.1) ρ(T (nm+...+nl+1)2xm, xl) < ε/2 for every l, m ∈ Z+, l < m

(where Z+ = {0, 1, 2, . . . }). Since X is compact, for some l < m one will have
ρ(xm, xl) < ε/2; together with (1.1) this will give ρ(T (nm+...+nl+1)2xm, xm) < ε.

Choose x0 ∈ X arbitrarily and put n1 = 1, x1 = T−n2
1x0. Let ε1 < ε/2 be such

that ρ(Tn2
1y, x0) < ε/2 for every y for which ρ(y, x1) < ε1. Find, using Corollary 1.2

(with ε = ε1/2, p = 1 and c0 = 2n1), y1 ∈ X and n2 ∈ N such that ρ(y1, x1) < ε1/2
and ρ(T 2n1n2y1, y1) < ε1/2. Put x2 = T−n2

2y1; then

ρ(Tn2
2x2, x1) = ρ(y1, x1) < ε1/2 < ε/2;

also,
ρ(T 2n1n2+n2

2x2, x1) ≤ ρ(T 2n1n2y1, y1) + ρ(y1, x1) < ε1

and, hence, by the choice of ε1,

ρ(T (n1+n2)2x2, x0) = ρ(Tn2
1T 2n1+n2

2x2, x0) < ε/2.

Suppose that xm, nm have been found; let us find xm+1, nm+1. Choose εm,
0 < εm < ε/2, guaranteeing the implication

ρ(y, xm) < εm =⇒ ρ(T (nm+...+nl+1)2y, xl) < ε/2, l = 0, . . . ,m− 1,

and find (using Corollary 1.2 with ε = εm/2, p = m, cl = 2(nm + . . . + nl+1),
l = 0, . . . , m− 1) ym, nm+1 such that

ρ(ym, xm) < εm/2, ρ(T 2(nm+...+nl+1)nm+1ym, ym) < εm/2, l = 0, . . . , m− 1.

Putting xm+1 = T−n2
m+1ym, we obtain

ρ(T 2(nm+...+nl+1)nm+1+n2
m+1xm+1, xm)≤ρ(T 2(nm+...+nl+1)nm+1ym, ym)

+ρ(ym, xm)<εm, l = 0, . . . , m− 1

and, hence, by the choice of εm,

ρ(Tn2
m+1xm+1, xm) < ε/2

and
ρ(T (nm+1+...+nl+1)2xm+1, xl) < ε/2 for l = 0, . . . , m− 1.

1.4. Our second example is k = 2, t = 1, p1,1 = n2, p1,2 = 2n2, that is, for any
ε > 0, we want to find x ∈ X, n ∈ N for which ρ(Tn2

x, x) < ε, ρ(T 2n2
x, x) < ε.

Consider the following statements (in all of them (X, T ) is assumed to be a minimal
system):
(i) (The linear case.) For any ε > 0, for any q ∈ N and any c0, . . . , cq−1 ∈ Z there
exist x ∈ X and n ∈ N such that

ρ(T cinx, x) < ε, i = 0, . . . , q − 1.
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(ii)0 For any ε > 0, for any p ∈ N and any b0, . . . , bp−1 ∈ Z there exist x ∈ X and
n ∈ N such that

ρ(Tn2+binx, x) < ε, i = 0, . . . , p− 1.

(ii)q, q ∈ N. For any ε > 0, for any p ∈ N and any b0, . . . , bp−1 ∈ Z, c0, . . . , cq−1 ∈
Z there exist x ∈ X and n ∈ N such that

ρ(Tn2+binx, x) < ε, i = 0, . . . , p− 1,
ρ(T cjnx, x) < ε, j = 0, . . . , q − 1.

(iii) For any ε > 0 there exist x ∈ X and n ∈ N such that

ρ(Tn2
x, x) < ε, ρ(T 2n2

x, x) < ε.

We claim that the following implications hold:
(i)=⇒(ii)0, (ii)q−1=⇒(ii)q for any q ∈ N, {(ii)q for all q ∈ Z+} =⇒(iii).

We remark that in each of the statements above the existence of one point
satisfying it implies the existence of a dense set of such points for any ε > 0; see
Corollary 1.2, or Corollary 1.8 below for a stronger statement.

(i)=⇒(ii)0. We are going to find a sequence x0, x1, x2, . . . of points of X and a
sequence n1, n2, . . . of natural numbers such that

(1.2) ρ(T (nm+...+nl+1)2+bi(nm+...+nl+1)xm, xl) < ε/2, i = 0, . . . , p− 1,

for every l, m ∈ Z+, l < m. For some l < m one will have ρ(xm, xl) < ε/2. Together
with (1.2) this will ensure that

ρ(T (nm+...+nl+1)2+bi(nm+...+nl+1)xm, xm) < ε, i = 0, . . . , p− 1.

Putting n = nm + . . . + nl+1 and x = xm we will be done.
Choose x0 ∈ X arbitrarily. Using statement (i) (with q = p), find y0 ∈ X and

n1 ∈ N such that ρ(y0, x0) < ε/4 and

ρ(T bin1y0, y0) < ε/4, i = 0, . . . , p− 1.

Put x1 = T−n2
1y0. Then for i = 0, . . . , p− 1

ρ(Tn2
1+bin1x1, x0) = ρ(T bin1y0, x0) ≤ ρ(T bin1y0, y0) + ρ(y0, x0) < ε/2.

Suppose that xm, nm have been found; let us find xm+1, nm+1. Choose εm,
0 < εm < ε/2, guaranteeing that

ρ(y, xm) < εm =⇒ ρ(T (nm+...+nl+1)2+bi(nm+...+nl+1)y, xl) < ε/2,
i = 0, . . . , p− 1, l = 0, . . . , m− 1.

Now, using statement (i) (with ε = εm/2, q = (m+1)p, ci,l = 2(nm+. . .+nl+1)+bi,
l = 0, . . . , m− 1, ci,m = bi, i = 0, . . . , p− 1), find ym ∈ X and nm+1 ∈ N such that
ρ(ym, xm) < εm/2 and

ρ(T (2(nm+...+nl+1)+bi)nm+1ym, ym) < εm/2, i = 0, . . . , p− 1, l = 0, . . . ,m− 1,

and ρ(T binm+1ym, ym) < εm/2 i = 0, . . . , p− 1.
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Putting xm+1 = T−n2
m+1ym, we obtain

ρ(T (2(nm+...+nl+1)+bi)nm+1+n2
m+1xm+1, xm) ≤ ρ(T (2(nm+...+nl+1)+bi)nm+1ym, ym)

+ρ(ym, xm) < εm, i = 0, . . . , p− 1, l = 0, . . . ,m− 1,

ρ(T binm+1+n2
m+1xm+1, xm) ≤ ρ(T binm+1ym, ym) + ρ(ym, xm) < εm,

i = 0, . . . , p− 1,

and, hence, by the choice of εm,

ρ(T (nm+1+...+nl+1)2+bi(nm+1+...+nl+1)xm+1, xl) < ε/2,
i = 0, . . . , p− 1, l = 0, . . . ,m.

(ii)q−1=⇒(ii)q. We are looking for a sequence x0, x1, x2, . . . of points of X and a
sequence n1, n2, . . . of natural numbers such that

(1.3)
ρ(T (nm+...+nl+1)2+bi(nm+...+nl+1)xm, xl) < ε/2, i = 0, . . . , p− 1,

ρ(T cj(nm+...+nl+1)xm, xl) < ε/2, j = 0, . . . , q − 1,

for every l, m ∈ Z+, l < m. For some l < m one will have ρ(xm, xl) < ε/2. Together
with (1.3) this will ensure that

ρ(Tnm+...+nl+1)2+bi(nm+...+nl+1)xm, xm) < ε, i = 0, . . . , p− 1,

ρ(T cj(nm+...+nl+1)xm, xm) < ε, j = 0, . . . , q − 1.

Choose x0 ∈ X arbitrarily. By statement (ii)q−1, there exist y0 ∈ X and n1 ∈ N
such that ρ(y0, x0) < ε/4 and

ρ(Tn2
1+(bi−c0)n1y0, y0) < ε/4, i = 0, . . . , p− 1,

ρ(T (cj−c0)n1y0, y0) < ε/4, j = 1, . . . , q − 1.

Put x1 = T−c0n1y0. Then

ρ(Tn2
1+bin1x1, x0) ≤ ρ(Tn2

1+(bi−c0)n1y0, y0) + ρ(y0, x0) < ε/2, i = 0, . . . , p− 1,

ρ(T cjn1x1, x0) ≤ ρ(T (cj−c0)n1y0, y0) + ρ(y0, x0) < ε/2, j = 1, . . . , q − 1,
ρ(T c0n1x1, x0) = ρ(y0, x0) < ε/2.

Suppose that xm, nm have been found; let us find xm+1, nm+1. Choose εm,
0 < εm < ε/2, guaranteeing the implication

ρ(y, xm) < εm =⇒

ρ(T (nm+...+nl+1)2+bi(nm+...+nl+1)y, xl) < ε/2, i = 0, . . . , p− 1, and

ρ(T cj(nm+...+nl+1)y, xl) < ε/2, j = 0, . . . , q − 1, for l = 0, . . . , m− 1.

Now, using statement (ii)q−1 (with ε = εm/2), find ym ∈ X and nm+1 ∈ N such
that ρ(ym, xm) < εm/2 and

ρ(Tn2
m+1+(2(nm+...+nl+1)+bi−c0)nm+1ym, ym) < εm/2,

i = 0, . . . , p− 1, l = 0, . . . , m− 1,

ρ(Tn2
m+1+(bi−c0)nm+1ym, ym) < εm/2, i = 0, . . . , p− 1,

and ρ(T (cj−c0)nm+1ym, ym) < εm/2, j = 1, . . . , q − 1.
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Putting xm+1 = T−c0nm+1ym, we obtain

ρ(Tn2
m+1+2(nm+...+nl+1)nm+1+binm+1xm+1, xm)

≤ ρ(Tn2
m+1+(2(nm+...+nl+1)+bi−c0)nm+1ym, ym) + ρ(ym, xm) < εm,

i = 0, . . . , p− 1, l = 0, . . . ,m− 1,

ρ(Tn2
m+1+binm+1xm+1, xm) ≤ ρ(Tn2

m+1+(bi−c0)nm+1ym, ym) + ρ(ym, xm) < εm,
i = 0, . . . , p− 1,

ρ(T cjnm+1xm+1, xm) ≤ ρ(T (cj−c0)nm+1ym, ym) + ρ(ym, xm) < εm,
j = 1, . . . , q − 1,

ρ(T c0nm+1xm+1, xm) = ρ(ym, xm) < εm,

and, hence, by the choice of εm,

ρ(T (nm+1+...+nl+1)2+bi(nm+1+...+nl+1)xm+1, xl) < ε/2,
i = 0, . . . , p− 1, l = 0, . . . ,m,

ρ(T cj(nm+1+...+nl+1)xm+1, xl) < ε/2, j = 0, . . . , q − 1, l = 0, . . . , m.

{(ii)q for all q ∈ Z+} =⇒(iii). We are looking for a sequence x0, x1, x2, . . . of
points of X and a sequence n1, n2, . . . of natural numbers such that

(1.4)
ρ(T (nm+...+nl+1)2xm, xl) < ε/2 and

ρ(T 2(nm+...+nl+1)2xm, xl) < ε/2 for every l, m ∈ Z+, l < m.

For some l < m one will have ρ(xm, xl) < ε/2. Together with (1.4) this will
ensure ρ(T (nm+...+nl+1)2xm, xm) < ε, ρ(T 2(nm+...+nl+1)2xm, xm) < ε. Putting n =
nm + . . . + nl+1 and x = xm finishes the proof.

Choose x0 ∈ X arbitrarily. By statement (ii)0, there exist y0 ∈ X and n1 ∈ N
such that ρ(y0, x0) < ε/4 and ρ(Tn2

1y0, y0) < ε/4. Put x1 = T−n2
1y0. Then

ρ(Tn2
1x1, x0) = ρ(y0, x0) < ε/2,

ρ(T 2n2
1x1, x0) = ρ(Tn2

1y0, x0) ≤ ρ(Tn2
1y0, y0) + ρ(y0, x0) < ε/2.

Suppose that xm, nm have been found; let us find xm+1, nm+1. Choose εm,
0 < εm < ε/2, guaranteeing that

ρ(y, xm) < εm =⇒ ρ(T (nm+...+nl+1)2y, xl) < ε/2 and

ρ(T 2(nm+...+nl+1)2y, xl) < ε/2 for l = 0, . . . , m− 1.

Now, using statement (ii)m (with ε = εm/2, p = m + 1, cl = 2(nm + . . . + nl+1),
bl = 4(nm + . . . + nl+1), l = 0, . . . ,m − 1, bm = 0), find ym ∈ X and nm+1 ∈ N
such that ρ(ym, xm) < εm/2 and

ρ(T 2(nm+...+nl+1)nm+1ym, ym) < εm/2, l = 0, . . . , m− 1,

ρ(Tn2
m+1+4(nm+...+nl+1)nm+1ym, ym) < εm/2, l = 0, . . . , m− 1,

ρ(Tn2
m+1ym, ym) < εm/2.



POLYNOMIAL VAN DER WAERDEN AND SZEMERÉDI THEOREMS 9

Putting xm+1 = T−n2
m+1ym, we obtain

ρ(T 2(nm+...+nl+1)nm+1+n2
m+1xm+1, xm) ≤ ρ(T 2(nm+...+nl+1)nm+1ym, ym)

+ρ(ym, xm) < εm, l = 0, . . . , m− 1,

ρ(T 4(nm+...+nl+1)nm+1+2n2
m+1xm+1, xm) ≤ ρ(T 4(nm+...+nl+1)nm+1+n2

m+1ym, ym)
+ρ(ym, xm) < εm, l = 0, . . . ,m− 1,

ρ(T 2n2
m+1xm+1, xm) ≤ ρ(Tn2

m+1ym, ym) + ρ(ym, xm) < εm

and, hence, by the choice of εm,

ρ(T (nm+1+...+nl+1)2xm+1, xl) < ε/2, ρ(T 2(nm+1+...+nl+1)2xm+1, xl) < ε/2
for l = 0, . . . , m.

1.5. Before embarking on the proof of Theorem C we shall introduce some technical
definitions and notation. We shall call the polynomials we are working with, namely
“the polynomials with rational coefficients taking on integer values on the integers
and zero value at zero”, integral polynomials . Throughout the following preliminary
discussion and proof of Theorem C, the integer t, as well as D, the maximal degree
of the polynomials pi,j(n), i = 1, . . . , k, j = 1, . . . , t, appearing in the formulation
of Theorem C will be fixed. Expressions of the form T p1(n)

1 . . . T pt(n)
t , where pi(n)

are integral polynomials with deg pi(n) ≤ D, i = 1, . . . , t, will be called polynomial
expressions. Products of polynomial expressions and their inverses are polynomial
expressions as well:

g(n) = T p1(n)
1 . . . T pt(n)

t , h(n) = T q1(n)
1 . . . T qt(n)

t =⇒
gh(n) = T p1(n)+q1(n)

1 . . . T pt(n)+qt(n)
t , g−1(n) = T−p1(n)

1 . . . T−pt(n)
t .

The set of polynomial expressions is a group, denote this group by PE. Note also
that polynomial expressions can be shifted along Z:

g−1(n0)g(n + n0) = T p1(n+n0)−p1(n0)
1 . . . T pt(n+n0)−pt(n0)

t ∈ PE for any n0 ∈ Z.

The degree, deg(g(n)), of the polynomial expression g(n) = T p1(n)
1 . . . T pt(n)

t is
maxi=1,... ,t{deg(pi(n))}; its weight , w(g(n)), is the pair of integers (r, d) defined by
the condition deg pr+1(n) = . . . = deg pt(n) = 0, deg pr(n) = d ≥ 1. The weight
(r, d) is greater than (s, e) if r > s or if r = s and d > e.

Examples. The polynomial expression Tn
1 T 0

2 . . . T 0
t has degree 1 and weight (1, 1);

T 9n2+4n
1 T 3n7+7n4

2 T 3n2+19n
3 T 0

4 T 0
5 has degree 7 and weight (3, 2).

Two polynomial expressions, say T p1(n)
1 . . . T pt(n)

t and T q1(n)
1 . . . T qt(n)

t , will be called
equivalent if they have the same weight (r, d) and the leading coefficients of the
polynomials pr(n), qr(n) coincide as well. If C is a set of equivalent polynomial
expressions, its weight , w(C) is by definition the weight of any of its members.

We shall call any finite subset of PE a system. The degree of a system is
the maximal degree of its elements. For every system A form the weight matrix






N1,1 . . . N1,D
...

...
...

Nt,1 . . . Nt,D





, where Ns,d is the number of equivalence classes formed by the

elements of the system whose weights are (s, d).
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Example. The system {T 19n
1 T 0

2 , T 6n2

1 T 0
2 , T 7n2+19n

1 T 0
2 , T 7n2

1 T 0
2 , T 4n4

1 Tn2

2 , Tn2

1 T 3n3

2 ,
Tn2

1 T 3n3+2n
2 , Tn

1 T 2n3+3n
2 , T 10n5

1 Tn3+4n2+4n
2 , T 0

1 Tn3+2n
2 , Tn5

1 Tn3+n2

2 } has weight ma-
trix

(1 2 0 0 0
0 1 3 0 0

)

(we assumed here t = 2 and D = 5).

1.6. We are going now to describe the PET-induction scheme (PET stands for
Polynomial Ergodic Theorem.) Of course, this is just an induction over a particular
well ordered set (of weight matrices).

Assume that a statement S is valid for the (trivial) system whose weight matrix
is zero (this means that all of the polynomials in the exponents of the elements of
the system are zeroes) and suppose that we were able to show that the truth of S
for any system having a weight matrix of the form

M =























0 . . . 0 0 0 . . . 0
...

...
...

...
...

...
...

0 . . . 0 0 0 . . . 0
0 . . . 0 Nr,d Nr,d+1 . . . Nr,D

Nr+1,1 . . . Nr+1,d−1 Nr+1,d Nr+1,d+1 . . . Nr+1,D
...

...
...

...
...

...
...

Nt,1 . . . Nt,d−1 Nt,d Nt,d+1 . . . Nt,D























,

where Nr,d ≥ 1, follows from its truth for all systems having a weight matrix of the
form

M ′ =























∗ . . . ∗ ∗ ∗ . . . ∗
...

...
...

...
...

...
...

∗ . . . ∗ ∗ ∗ . . . ∗
∗ . . . ∗ Nr,d − 1 Nr,d+1 . . . Nr,D

Nr+1,1 . . . Nr+1,d−1 Nr+1,d Nr+1,d+1 . . . Nr+1,D
...

...
...

...
...

...
...

Nt,1 . . . Nt,d−1 Nt,d Nt,d+1 . . . Nt,D























,

where “∗” means “any nonnegative integer”. (We shall say that any weight matrix
of the form M ′ precedes the weight matrix M). Then the statement is valid for all
systems.

Indeed, starting with the trivial system and proceeding step by step, one checks in

turn the validity of S for systems with weight matrices







1 0 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





,







2 0 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





,

. . . ,







∗ 0 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





,







0 1 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





,







1 1 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





,







2 1 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





, . . . ,







∗ 1 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





,







0 2 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





, . . . ,







∗ 2 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





, . . . ,







∗ ∗ . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0





, . . . ,







∗ ∗ . . . ∗
∗ ∗ . . . ∗
...

...
...

...
∗ ∗ . . . ∗





.
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1.7. Proof of Theorem C. Denote by Γ the (commutative) group generated by
T1, . . . , Tt; passing if needed to a suitable subset of X, we may assume that the
dynamical system (X, Γ) is minimal.

First of all notice that Theorem C holds trivially if all the polynomials in the ex-
ponents of Tj , j = 1, . . . , t, in the polynomial expressions gi(n) = T pi,1(n)

1 . . . T pi,t(n)
t ,

i = 1, . . . , k, are zeros. We shall prove (using PET-induction) that Theorem C
is valid for any system by showing that its validity for arbitrary system A =
{g1(n), . . . , gk(n)} follows from its validity for all the systems whose weight matri-
ces precede the weight matrix of A.

Choose ε > 0.
Let g1(n) be of the minimal weight in A; we may assume that A does not contain

trivial polynomial expressions and, so, w(g1(n)) ≥ (1, 1). Consider the system

A0 = {g2(n)g−1
1 (n), g3(n)g−1

1 (n), . . . , gk(n)g−1
1 (n)} ⊂ PE

(if k = 1, A0 is empty).
Notice that the elements of A nonequivalent to g1(n) do not change their weights

and the equivalence of one to another after they have been multiplied by g−1
1 (n);

on the other hand, the weights of elements of A which are equivalent to g1(n) do
decrease after these elements have been multiplied by g−1

1 (n). Hence, the number
of equivalence classes with the minimal weight in A decreases by 1 when we pass
from A to A0 (although some new equivalence classes with smaller weights can arise
in A0). This means that the weight matrix of A0 precedes that of A, and by the
PET-induction hypothesis, the statement of the theorem is valid for A0.

Therefore, one can choose y0 ∈ X, n1 ∈ N such that

ρ(gi(n1)g−1
1 (n1)y0, y0) < ε/2 for i = 2, . . . , k

(if k = 1, let y0 ∈ X and n1 ∈ N be arbitrary). Denote x0 = y0, x1 = g−1
1 (n1)y0;

then

g1(n1)x1 = x0, ρ(gi(n1)x1, x0) < ε/2 for i = 2, . . . , k.

We will find a sequence of points x0, x1, x2, . . . ∈ X and a sequence of natural
numbers n1, n2, . . . such that for every l, m, l < m, one has

(1.5) ρ(gi(nm + . . . + nl+1)xm, xl) < ε/2 for any i = 1, . . . , k.

The points x0, x1 and the natural number n1 have already been chosen; suppose
that xm, nm have been chosen. The inequality (1.5) holds not only for xm but also
for all points of εm-neighborhood of xm for some εm, 0 < εm < ε/2. Since (X, Γ) is
assumed to be minimal, there exists a finite set of elements of Γ, say S1, . . . , Ss ∈ Γ,
such that for every y ∈ X there exists t = t(y) ≤ s such that ρ(Sty, xm) < εm/2.
Choose δm such that, for every y ∈ X there is some t, 1 ≤ t ≤ s, so that the
inequality ρ(y, y′) < δm implies

(1.6) ρ(Sty′, xm) < εm.
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Form the system

Am =











































































































g1,m(n) = g1(n)g−1
1 (n),

g2,m(n) = g2(n)g−1
1 (n),

...
gk,m(n) = gk(n)g−1

1 (n),
g1,m−1(n) = g−1

1 (nm)g1(n + nm)g−1
1 (n),

g2,m−1(n) = g−1
2 (nm)g2(n + nm)g−1

1 (n),
...

gk,m−1(n) = g−1
k (nm)gk(n + nm)g−1

1 (n),
...

g1,0(n) = g−1
1 (nm + . . . + n1)g1(n + nm + . . . + n1)g−1

1 (n),
g2,0(n) = g−1

2 (nm + . . . + n1)g2(n + nm + . . . + n1)g−1
1 (n),

...
gk,0(n) = g−1

k (nm + . . . + n1)gk(n + nm + . . . + n1)g−1
1 (n)











































































































If gi(n) is not equivalent to g1(n), the polynomial expressions gi,0(n), . . . , gi,m(n) ∈
Am have the same weights as gi(n) itself and their equivalence is preserved, that
is, if gi(n) is equivalent to gl(n) then gi,r(n) is equivalent to gl,s(n) for every
r, s = 0, . . . , m. If gi(n) is equivalent to g1(n), the weights of these polynomial
expressions decrease: w(gi,r(n)) < w(gi(n)) = w(g1(n)). So, the number of equiv-
alence classes having weights greater than w(g1(n)) does not change whereas the
number of equivalence classes of polynomial expressions having the minimal weight
in A decreases by 1 when we pass from A to Am. This means that the weight matrix
of Am precedes that of A and, by our PET-induction hypothesis, the conclusion of
Theorem C holds for system Am.

Hence, we can find ym ∈ X, nm+1 ∈ N such that ρ(h(nm+1)ym, ym) < δm for
every h ∈ Am. Choose t, 1 ≤ t ≤ s, such that (1.6) holds for all y′ from the
δm-neighborhood of ym; denote xm+1 = g−1

1 (nm+1)Stym. Then, since for every i,
1 ≤ i ≤ k and any l, 0 ≤ l ≤ m,

ρ(gi,l(nm+1)ym, ym) < δm,

we have
ρ(Stgi,l(nm+1)ym, xm)

= ρ(g−1
i (nm + . . . + nl+1)gi(nm+1 + nm + . . . + nl+1)xm+1, xm) < εm,

l = 0, . . . ,m− 1,

and
ρ(gi(nm+1)xm+1, xm) < εm.

Hence, by the choice of εm, one gets

ρ(gi(nm+1 + nm + . . . + nl+1)xm+1, xl) < ε/2 for l = 0, . . . , m− 1

and
ρ(gi(nm+1)xm+1, xm) < ε/2.

Since X is compact, there exist l,m, l < m, such that ρ(xm, xl) < ε/2. Denote
n = nm + . . . + nl+1; then ρ(gi(n)xm, xl) < ε/2 for every i, 1 ≤ i ≤ k, and, hence,
ρ(gi(n)xm, xm) < ε.
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1.8. Corollary. If (X, Γ) is a minimal system, then for almost all (in sense of
category) points x ∈ X there exists a sequence nm → ∞ such that gi(nm)x → x
simultaneously for all i = 1, . . . , k.

Proof. Call a point x ∈ X for which there exists n ∈ N such that ρ(gi(n)x, x) < ε
for each i = 1, . . . , k, ε-recurrent . Call a point x ∈ X recurrent if it is ε-recurrent
for any ε > 0. We have to prove that the set of recurrent points is residual (that
is, its complement in X is the union of countable number of closed nowhere dense
sets).

Take an arbitrary nonempty open U ⊆ X. Since X is assumed to be minimal
with respect to the action of Γ, X \

⋃

T∈Γ T−1(U) is empty; so we can choose a finite
covering X =

⋃s
t=1 S−1

j (U), S1, . . . , Ss ∈ Γ. Let δ > 0 be such that the inequality
ρ(y1, y2) < δ, y1, y2 ∈ X, implies ρ(Sty1, Sty2) < ε for each t = 1, . . . , s. Theorem C
says that there exist y ∈ X, n ∈ N satisfying ρ(gi(n)y, y) < δ, i = 1, . . . , k. Then,
taking t for which y ∈ S−1

t U and x = Sty, we have x ∈ U and ρ(gi(n)x, x) < ε,
i = 0, . . . , k.

We have obtained that for any ε > 0 the set Wε of ε-recurrent points is dense
in X; it is clear also that Wε is open. Therefore, the sets Zn = X \W1/n, n ∈ N,
are closed and nowhere dense in X. Hence, the set

⋂

n∈NW1/n = X \
⋃

n∈N Zn of
recurrent points is residual.

1.9. Before formulating the next corollary, recall that the IP-set generated by a
sequence {sm}m∈N in N is defined by

FS({sm}) =
{

∑

m∈F

sm : F ⊂ N, #F < ∞
}

.

A set P ⊆ N is called an IP∗-set if it has nontrivial intersection with any IP -
subset of N. It is not hard to see that any IP∗-set has bounded gaps (since any set
containing arbitrarily long intervals contains an IP-set).

Corollary.(of the proof) For any IP-set I the integer n in Theorem C can be
chosen from I. If (X, Γ) is a minimal system, the set

P =
{

n : g−1
1 (n)U ∩ . . . ∩ g−1

k (n)U ∩ U 6= ∅
}

is an IP∗-set for any nonempty open U ⊆ X.

Proof. Let I = FS
(

{sm}m∈N

)

be an IP-set. For n ∈ I, n = si1 + . . . + sim , define

its support , σ(n) by σ(n) = {i1, . . . , im} and let

In = FS
(

{sm}m∈N\σ(n)

)

;

for n1, . . . , nq ∈ I define

In1,... ,nq = FS
(

{sm}m∈N\
Sq

j=1 σ(nj)

)

.

It is clear from the definition of IP-set that for any n ∈ I, l ∈ In we have n + l ∈ I.
The statement of the corollary is trivial if all gi(n) ≡ 1Γ, that is, for trivial

systems. We use PET-induction: assume that the statement is valid for the systems
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A0, A1, . . . , defined in the proof of Theorem C. Then, in this proof, one can choose
the numbers n1, n2, . . . so that n1 ∈ I, nm+1 ∈ In1,... ,nm , m ∈ N. It follows that
for any integers m > l ≥ 0, nm + . . . + nl+1 ∈ I.

Hence, for any ε > 0, the set

{

x ∈ X : ∃n ∈ I : ρ(gi(n)x, x) < ε
}

is nonempty. If (X, Γ) is minimal, the same arguments as in the proof of Corol-
lary 1.8 show that it is residual. In this case, for any nonempty open U ⊆ X and
any IP-set I there exists n ∈ I such that g−1

i (n)U ∩ U 6= ∅; this just means that P
is an IP∗-set.

1.10. Theorem C admits an obvious formulation which is valid for non-metrizable
compact spaces as well.

Proposition. Let {U1, . . . , Ur} be an open covering of a compact topological space
X, let T1, . . . , Tt be commuting homeomorphisms of X and let p1,1(n), . . . , p1,t(n),
p2,1(n), . . . , p2,t(n), . . . , pk,1(n), . . . , pk,t(n) be polynomials with rational coef-
ficients taking on integer values on the integers and satisfying pi,j(0) = 0, i =
1, . . . , k, j = 1, . . . , t. Then there exist 1 ≤ q ≤ r and n ∈ N such that

Uq ∩ T p1,1(n)
1 . . . T p1,t(n)

t Uq ∩ . . . ∩ T pk,1(n)
1 . . . T pk,t(n)

t Uq 6= ∅.

We leave it to the reader to verify that the same proof as in 1.7, but written in
language of neighborhoods, goes through (cf. [BPT] where this is done for the “lin-
ear” topological van der Waerden Theorem of Furstenberg and Weiss). We remark
also that the non-metrizable fact follows from metrizable one by an application of
Corollary 1.11 below.

1.11. Theorem C has a series of “chromatic” corollaries; the following two will be
used in Section 3:

Corollary. For any natural numbers K, k, t and l, for any integral polynomials
p1,1(n), . . . , p1,t(n), p2,1(n), . . . , p2,t(n), . . . , pk,1(n), . . . , pk,t(n) and for any vectors
v1, . . . , vt ∈ V = Zl there exist a constant M and a finite set Q ⊂ V such that for
every mapping χ:V −→ {1, . . . , K} there exist u ∈ Q, m ≤ M such that χ is
constant on the set

{

u +
t

∑

j=1

pi,j(m)vj , i = 1, . . . , k
}

.

Proof. Define on the set K = {1, . . . ,K}V of all mappings from V into {1, . . . , K}
a metric by

ρ(χ1, χ2) =
(

min
{

|u| : u ∈ V, χ1(u) 6= χ2(u)
}

+ 1
)−1

,

where |u| =
∑l

i=1 |ui|. Clearly, (K, ρ) is compact. Define the homeomorphisms Tj ,
j = 1, . . . , t, of K by

Tjχ(u) = χ(u + vj) for χ ∈ K.
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For each 1 ≤ i ≤ k let

gi(n) =
t

∏

j=1

T pi,j(n)
j .

Fix some χ ∈ K. Applying Theorem C to the closure X of the orbit of χ,

{T a1
1 . . . T at

t χ}(a1,... ,at)∈Zt ⊆ K,

the set of homeomorphisms {Tj |X : j = 1, . . . , t}, the system {gi(n), i = 1, . . . , k}
and ε = 1, we find χ′ ∈ X such that, for some m = m(χ) ∈ N and each i = 1, . . . , k,

χ′(0) = gi(m)χ′(0) =
t

∏

j=1

T pi,j(m)
j χ′(0) = χ′

(
t

∑

j=1

pi,j(m)vj

)

.

Since χ′ ∈ X, for any ε > 0 there exist n1, . . . , nt ∈ N such that ρ(
∏t

j=1 Tnj
j χ, χ′)

< ε. Taking

ε =
(

max
1≤i≤k

∣

∣

∣

t
∑

j=1

pi,j(m)vj

∣

∣

∣ + 1
)−1

and putting u = u(χ) =
∑t

j=1 njvj for corresponding n1, . . . , nt, we have

(1.7) χ
(

u +
t

∑

j=1

pi,j(m)vj

)

= χ′
(

t
∑

j=1

pi,j(m)vj

)

= χ′(0) = χ(u)

for any i = 1, . . . , k.
Let λ:K −→ N be defined by

λ(χ) = min
{

|u|+ m : u ∈ V, m ∈ N satisfy (1.7)
}

.

We claim that λ is continuous (and, moreover, locally constant). Indeed, let χ ∈ K
and let u(χ), m(χ) be u and m for which the minimum in the definition of λ(χ) is
attained. Let χ1 ∈ K and ρ(χ1, χ) be so small that χ1(v) = χ(v) for all

v ∈
{

u +
t

∑

j=1

pi,j(m)vj , i = 1, . . . , k, u ∈ V, m ∈ N : |u|+ m ≤ |u(χ)|+ m(χ)
}

.

Then λ(χ1) = λ(χ), and the continuity of λ follows.
Since K is compact, λ is bounded. To finish the proof, put M = maxK λ,

Q =
{

u ∈ V : |u| ≤ maxK λ
}

.

1.12. Corollary. For any natural numbers K, t, k and l, for any integral polyno-
mials p1,1(n), . . . , p1,t(n), p2,1(n), . . . , p2,t(n), . . . , pk,1(n), . . . , pk,t(n), for any
vectors v1, . . . , vt ∈ V = Zl and any mapping χ:Zl −→ {1, . . . ,K} the set

P =
{

m : ∃u ∈ V such that χ
(

u +
t

∑

j=1

pi,j(m)vj

)

= χ(u), i = 1, . . . , k
}

is an IP∗-set.
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Proof. Define K, Tj , j = 1, . . . , t, in the same way as in the proof of Corollary 1.11.
By Corollary 1.9, for any IP-set I the closure X of the orbit

{T a1
1 . . . T at

t χ}(a1,... ,at)∈Zt ⊆ K

contains a mapping χ′ such that for some m ∈ I

χ′(0) =
t

∏

j=1

T pi,j(m)
j χ′(0) = χ′

(
t

∑

j=1

pi,j(m)
)

for every i = 1, . . . , k.

Since χ′ ∈ X, the same holds also for an appropriate shift
∏t

j=1 Tnj
j χ of χ; so,

putting u =
∑t

j=1 njvj , we obtain

χ
(

u +
t

∑

j=1

pi,j(m)vj

)

= χ(u) for every i = 1, . . . , k.

We have shown that P contains an element m of I; since I was an arbitrary
IP-set, this proves the corollary.

2. Weakly mixing extensions

As mentioned in the introduction, the method of proof of Theorem A which is
analogous to the method of proof of Theorem [FK1]A, is that of exhausting the
measure preserving system (X,B, µ, T1, . . . , Tt) by factors in which relative com-
pactness and relative weakly mixing properties are combined. In this section we
study polynomial recurrence of so called weakly mixing extensions. The infor-
mation obtained in this section will be used in the proof of Theorem A given in
Section 3. We start by recalling some relevant notions. For more information about
the extensions see [F1], [F2], [FK1], [FKO].

2.1. Let Γ be an abelian group acting by measure preserving transformations on a
probability measure space (X,B, µ). The measure preserving system (X,B, µ, Γ) is
called weakly mixing relative to T ∈ Γ if the diagonal action of Γ on the Cartesian
square, (X×X,B×B, µ×µ) is ergodic relative to T , that is the only measurable
subsets of X×X which are invariant with respect to T×T are of measure 0 or
1. Weak mixing can be characterized in many equivalent ways. In particular, a
measure preserving system (X,B, µ, Γ) is weakly mixing relative to T if and only if
(X×X,B×B, µ×µ, Γ) is weakly mixing relative to T , if and only if the action of T
on L2(X, µ) has no measurable eigenfunctions other than the constants, and also if
and only if for any f0, f1 ∈ L∞(X,µ) one has

D-lim
n

∫

f0 · Tnf1 dµ =
∫

f0 dµ
∫

f1 dµ.

D-lim
n

an = a means that for any ε > 0 the set {n : |an − a| > ε} has density zero.
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2.2. Y = (Y,D, ν, Γ) is a factor of X = (X,B, µ, Γ) if we have a map α: X −→ Y
preserving the measure:

A ∈ D =⇒ α−1(A) ∈ B and µ(α−1(A)) = ν(A)

and commuting with the action of Γ; when this is the case, X is called an exten-
sion of Y. We denote by α∗ the isometric embedding of L1(Y, ν) into L1(X,µ)
determined by α; we shall identify L1(Y, ν) with α∗(L1(Y, ν)).

We assume that (X,B, µ) is a regular measure space. The decomposition of
the measure µ =

∫

µy dν corresponding to α is defined as a family of measures
{µy, y ∈ Y } on (X,B) measurably depending on y and satisfying

∫

(

∫

f dµy
)

dν =
∫

f dµ for any f ∈ L1(X, µ),

f(y) =
∫

α∗(f) dµy a. e. for any f ∈ L1(Y, ν).

In addition, it commutes with the action of Γ: for any T ∈ Γ and f ∈ L1(X, µ) one
has

T
∫

f dµy =
∫

f dµTy =
∫

Tf dµy for almost all y ∈ Y.

The square of X relative to Y, X×YX is the dynamical system (X×Y X,B×B,
µ×Y µ, Γ), where X×Y X = {(x1, x2) ∈ X×X : α(x1) = α(x2)} and µ×Y µ is
defined by

∫

f ⊗ g dµ×Y µ =
∫

(
∫

f dµy)(
∫

g dµy) dν

for any f, g ∈ L2(X, µ) (f ⊗ g is defined by (f ⊗ g)(x1, x2) = f(x1)g(x2)).
This gives, in particular, the decomposition µ×Y µ =

∫

(µ×Y µ)y dν corresponding
to the extension α×α:X×YX −→ Y where (µ×Y µ)y = µy×µy for almost every
y ∈ Y .

The extension X = (X,B, µ, Γ) −→ Y = (Y,D, ν, Γ) is called ergodic relative to
T ∈ Γ if, modulo sets of zero measure, the only T -invariant sets in B are preimages
of T -invariant sets in D. The extension X −→ Y is called weakly mixing relative to
T ∈ Γ if its relativized square X×YX −→ Y is ergodic relative to T .

We use the following properties of relatively weakly mixing extensions. If an
extension is weakly mixing relative to T , its square is weakly mixing relative to T
as well. If the extension is weakly mixing relative to T then every eigenvector of the
action of T on L2(X,µ) comes from L2(Y, ν). Let µ =

∫

µy dν be the decomposition
of µ corresponding to an extension (X,B, µ, Γ) −→ (Y,D, ν, Γ). The extension is
weakly mixing relative to T if and only if for any f0, f1 ∈ L∞(X,µ)

D-lim
n

∥

∥

∥

∫

f0 · Tnf1 dµy −
∫

f0 dµy · Tn(
∫

f1 dµy)
∥

∥

∥

L2(Y,ν)
= 0

(see [F2], Proposition 6.2). In particular, when
∫

f1 dµy = 0 in L2(Y, ν), one has

D-lim
n

∥

∥

∥

∫

f0 · Tnf1 dµy

∥

∥

∥

L2(Y,ν)
= 0.

A Γ-invariant extension is called weakly mixing relative to a subgroup Γ′ ⊆ Γ if
it is weakly mixing relative to T for every T ∈ Γ′, T 6= 1Γ′ .
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2.3. Theorem D admits a natural generalization to weakly mixing extensions. It
is the following relativized version of Theorem D which we shall need in the proof
of Theorem A in the next section.

(

Theorem D itself corresponds to the case of
trivial (Y,D, ν, Γ).

)

Proposition. Let α: (X,B, µ, Γ) −→ (Y,D, ν, Γ) be a weakly mixing extension rel-
ative to Γ where Γ is an abelian group, let µ =

∫

µy dν(y), let T1, . . . , Tt ∈ Γ, and
let gi(n) =

∏t
j=1 T pi,j(n)

j , i = 1, . . . , k, be such that gi(n) and gi(n)g−1
l (n), i 6= l,

i, l = 1, . . . , k, depend nontrivially on n. Then for any f1, . . . , fk ∈ L∞(X,µ)

lim
N→∞

∥

∥

∥

1
N

N−1
∑

n=0

(
k

∏

i=1

gi(n)fi −
k

∏

i=1

gi(n)α∗(
∫

fi dµy)
)∥

∥

∥

L2(X,µ)
= 0.

2.4. A convenient tool in the proof of Proposition 2.3 is the following “van der
Corput” trick (see [B2], Theorem 1.5):

Lemma. Let w0, w1, w2, . . . be a bounded sequence of elements of a Hilbert space
(with the scalar product 〈,〉 and the norm ‖ ‖). Assume that

D-lim
h

lim sup
N→∞

1
N

N−1
∑

n=0

〈wn , wn+h〉 = 0.

Then lim
N→∞

∥

∥

∥

1
N

N−1
∑

n=0

wn

∥

∥

∥ = 0.

2.5. We need also the following simple lemma:

Lemma. Suppose α: (X,B, µ, Γ) −→ (Y,D, ν, Γ) be a nontrivial extension, and
assume that T ∈ Γ satisfies T d = 1Γ for some d ∈ N. Then α is not weakly mixing
relative to T .

Proof. Take an arbitrary f ∈ L2(X, µ)\L2(Y, ν) and consider the finite dimensional
space L = Span{T if, i ∈ Z}. L is invariant with respect to the action of T , and
the orthogonal complement M = (L2(Y, ν) ∩ L)⊥ ⊆ L of L2(Y, ν) in L is invariant
as well and nonempty because of the choice of f ; T has an eigenvector in M which
is not contained in L2(Y, ν).

2.6. We want to start with some remarks. In Proposition 2.3 we deal with the
expressions

gi(n)fi(x) = T pi,1(n)
1 . . . T pi,t(n)

t fi(x) = fi
(

T pi,1(n)
1 . . . T pi,t(n)

t x
)

, i = 1, . . . , k.

Without loss of generality we may and will assume that pi,j(0) = 0, j = 1, . . . , t, i =
1, . . . , k (since the functions fi in the formulation of Proposition 2.3 are arbitrary,
one can replace fi by T−pi,1(0)

1 . . . T−pi,t(0)
t fi); this means that gi(n), i = 1, . . . , k,

are polynomial expressions and form a system A in the notation of Section 1.
Our next remark is that without loss of generality we may assume that

∫

fi0 dµy =
0 in L2(Y, ν) for some 1 ≤ i0 ≤ k. Indeed, the identity

k
∏

i=1

gi(n)fi =
∑

E⊆{1,... ,k}

∏

i∈E

gi(n)
(

fi − α∗(
∫

fi dµy)
)

∏

i6∈E

gi(n)α∗(
∫

fi dµy)
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shows that the treatment of the general case is reducible to dealing with finitely
many expressions such that the functions hi occurring in them either satisfy

∫

hi dµy

= 0 a.e. or hi ∈ L2(Y, ν). We have to prove then that

(2.1) lim
N→∞

∥

∥

∥

1
N

N−1
∑

n=0

k
∏

i=1

gi(n)fi

∥

∥

∥

L2(X,µ)
= 0.

Finally, we may assume that Γ is finitely generated (by T1, . . . , Tt); in light of
Lemma 2.5, there is no loss of generality in assuming the group Γ to be free abelian.
Choose a basis of Γ; every polynomial expression g(n) can be expressed in terms
of this basis. So, we may and shall assume that T1, . . . , Tt are elements of this
basis and are, consequently, linearly independent. Then the assumption g(n) = 1Γ,
where g(n) =

∏t
j=1 T pj(n)

j , implies p1(n) = . . . = pt(n) = 0.

2.7. Proof of Proposition 2.3. Put wn =
∏k

i=1 gi(n)fi ∈ L2(X,µ); Lemma 2.4
says that (2.1) follows from

(2.2) D-lim
h

lim sup
N→∞

1
N

N−1
∑

n=0

〈
k

∏

i=1

gi(n)fi ,
k

∏

i=1

gi(n + h)fi

〉

= 0.

Introduce the notation

(2.3) L(n, h) =
〈

k
∏

i=1

gi(n)fi,
k

∏

i=1

gi(n + h)fi

〉

=
∫ k

∏

i=1

gi(n)fi · gi(n + h)fi dµ;

we have to prove that

D-lim
h

lim sup
N→∞

1
N

N−1
∑

n=0

L(n, h) = 0.

Fix h ∈ N and consider the new system Ãh = {gi(n), gi(n + h)g−1
i (h), i =

1, . . . , k}. Generally speaking, the elements of Ãh are not pairwise distinct: if
deg g(n) = 1, then g(n) = g(n + h)g−1(h). But if deg g(n) ≥ 2, then for any
fixed polynomial expression g̃(n) there exists at most one h such that g̃(n) ≡
g(n + h)g−1(h) (this follows from an analogous statement about polynomials of
degree ≥ 2; recall that our Tj are assumed to be linearly independent and that if
deg g(n) ≥ 2, where g(n) = T p1(n)

1 . . . T pt(n)
t , then for at least one of pj(n) one has

deg pj(n) ≥ 2).
Rearranging the polynomial expressions if needed, we can assume that deg g1(n)

= . . . = deg gq(n) = 1, deg gi(n) ≥ 2, q + 1 ≤ i ≤ k, for some q ≤ k. Notice that
for all but finitely many h

(2.4) gi(n) 6≡ gl(n + h) for i = 1, . . . , k, l = q + 1, . . . , k.

The conditions deg gi(n) = 1, 1 ≤ i ≤ q, imply that the polynomials pi,j(n) in the
polynomial expressions gi(n) = T pi,1(n)

1 . . . T pi,t(n)
t are linear. So, for i = 1, . . . , q,
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we have gi(n + h) = gi(n)gi(h). We can rewrite now (2.3) in the following way:

L(n, h) =
∫ q

∏

i=1

gi(n)fi · gi(n + h)fi

k
∏

i=q+1

gi(n)fi

k
∏

i=q+1

gi(n + h)fi dµ

=
∫ q

∏

i=1

gi(n)(fi · gi(h)fi)
k

∏

i=q+1

gi(n)fi

k
∏

i=q+1

gi(n + h)g−1
i (h)(gi(h)fi) dµ

=
∫ k′

∏

i=1

g̃i(n)f̃i dµ

where k′ = 2k−q, f̃i stands for either fl, gl(h)fl, or fl ·gl(h)fl for some l, 1 ≤ l ≤ k,
and g̃i(n) stands either for gl(n) for some 1 ≤ l ≤ k or for gl(n+h)g−1

l (h) for some
q + 1 ≤ l ≤ k. Notice that, generally speaking, f̃i and g̃i(n) depend on h.

Assume now that g̃1(n) has the minimal weight in Ãh; since all gi(n) 6≡ 1Γ we
have w(g̃1(n)) ≥ (1, 1). Since g̃1(n) is measure preserving, we may write

L(n, h) =
∫

f̃1 ·
k′
∏

i=2

g̃i(n)g̃−1
1 (n)f̃i dµ.

Put ĝi(n) = g̃i(n)g̃−1
1 (n), i = 1, . . . , k′.

Recall that by the assumptions of the theorem

gi(n) 6≡ gl(n), gi(n + h) 6≡ gl(n + h) for i, l = 1, . . . , k, i 6= l;

it follows from this and (2.4) that g̃i(n) 6≡ g̃l(n) for i 6= l if h is big enough; so

ĝi(n) 6≡ 1Γ and ĝi(n) 6≡ ĝl(n) for i, l = 2, . . . , k′, i 6= l

for such h.
Let Ah = {ĝi(n), i = 2, . . . , k′}. Note that Ah has been obtained from A in the

following way: we added to A = {gi(n), i = 1, . . . , k} polynomial expressions of
the form gi(n + h)g−1

i (h) where gi(n) ∈ A, this did not change the family of the
equivalence classes of A; then we multiplied all the elements of the new system Ãh

by the inverse of an element of Ãh having the minimal weight. We have already
dealt with such a situation in the proof of Theorem C: the polynomial expressions
of Ãh nonequivalent to g̃1(n) do not change their weights and the equivalence of one
to another after they have been multiplied by g̃1(n); the weights of elements of Ãh
which are equivalent to g̃1(n) do decrease after these elements have been multiplied
by g̃1(n). So, the number of the equivalence classes having any fixed weight greater
than w(g̃1(n)) does not change whereas the number of equivalence classes having
the minimal weight in A decreases by 1 when we pass from Ãh to Ah. Hence, the
weight matrix of Ah precedes that of A.

We shall now invoke PET-induction. Namely, assume that Proposition 2.3 has
already been proved for all systems (and, in particular, for Ah) whose weight ma-
trices precede that of A. So, we have for Ah,

lim
N→∞

∥

∥

∥

1
N

N−1
∑

n=0

(

ĝ2(n)f̃2 . . . ĝk′(n)f̃k′

−ĝ2(n)α∗(
∫

f̃2 dµy) . . . ĝk′(n)α∗(
∫

f̃k′ dµy)
)∥

∥

∥

L2(X,µ)
= 0
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and, therefore, putting L(h) = lim supN→∞
1
N

∑N−1
n=0 L(n, h), we get

(2.5)

L(h) = lim sup
N→∞

1
N

N−1
∑

n=0

∫

f̃1 ·
k′
∏

i=2

ĝi(n)f̃i dµ

= lim sup
N→∞

1
N

N−1
∑

n=0

∫

f̃1 ·
k′
∏

i=2

ĝi(n)α∗(
∫

f̃i dµy) dµ

= lim sup
N→∞

1
N

N−1
∑

n=0

∫

(
k′
∏

i=1

ĝi(n)
∫

f̃i dµy

)

dν ≤
k′
∏

i=1

∥

∥

∥

∫

f̃i dµy

∥

∥

∥

L2(Y,ν)

for h big enough.
If deg gi0(n) ≥ 2, we have f̃i = fi0 for some i, and since

∫

fi0 dµy = 0, the last
product in (2.5) is equal to zero. Otherwise, if gi0(n) = Sn for some S ∈ Γ, S 6= 1Γ,
we have f̃i = fi0 · gi0(h)fi0 for some i, and for h big enough,

(2.6) L(h) ≤ C
∥

∥

∥

∫

fi0 · Shfi0 dµy

∥

∥

∥

L2(Y,ν)
,

where C = (1 + maxl ‖fl‖L∞(X))2k−2. Since α is weakly mixing relative to S and
∫

fi0 dµy = 0,

D-lim
h

∥

∥

∥

∫

fi0 · Shfi0 dµy

∥

∥

∥

L2(Y,ν)
= 0.

Hence, D-lim
h

L(h) = 0.

2.8. Corollary. Let α: (X,B, µ, Γ) −→ (Y,D, ν, Γ) be a weakly mixing extension
where Γ is a free abelian group, let gi(n) =

∏t
j=1 T pi,j(n)

j , i = 1, . . . , k, be pairwise
essentially distinct polynomial expressions (i.e. (pi,1(n), . . . , pi,t(n))− (pl,1(n), . . . ,
pl,t(n)) 6= const for i 6= l), where T1, . . . , Tt are linearly independent elements of
Γ. Then for any f1, . . . , fk ∈ L∞(X,µ)

lim
N→∞

1
N

N−1
∑

n=0

∫
∣

∣

∣

∫ k
∏

i=1

gi(n)fi dµy −
k

∏

i=1

∫

gi(n)fi dµy

∣

∣

∣ dν = 0.

Proof. Again, we may reduce the proof to the proof of

(2.7) lim
N→∞

1
N

N−1
∑

n=0

∫
∣

∣

∣

∫ k
∏

i=1

gi(n)fi dµy

∣

∣

∣ dν = 0

under the assumption that
∫

fl dµy = 0 in L2(Y, ν) for some 1 ≤ i0 ≤ k.
Since T1, . . . , Tt are linearly independent and gi(n), i = 1, . . . , k, are pairwise

essentially distinct as polynomial expressions, gi(n), i = 1, . . . , k, are pairwise
essentially distinct as mappings Z −→ Γ, and at most one of them can be constant;
assume without loss of generality that g1(n) = 1Γ. Proposition 2.3 gives then that

1
N

N−1
∑

n=0

∫ k
∏

i=1

gi(n)fi dµ =
1
N

N−1
∑

n=0

∫

f1 ·
k

∏

i=2

gi(n)fi dµ −→ 0



22 V. BERGELSON, A. LEIBMAN

as N −→∞ and, so,

(2.8) lim
N→∞

1
N

N−1
∑

n=0

∫ ∫ k
∏

i=1

gi(n)fi dµy dν = 0.

If we apply (2.8) to the set of the functions fi ⊗ f̄i ∈ L2(X×Y X, µ×Y µ), i =
1, . . . , k, (we may do this since

∫

fi0 ⊗ f̄i0 dµy× dµy = |
∫

fi0 dµy|2 = 0) we obtain

lim
N→∞

1
N

N−1
∑

n=0

∫
∣

∣

∣

∫ k
∏

i=1

gi(n)fi dµy

∣

∣

∣

2
dν = 0.

This gives (2.7).

2.9. In the next section we shall need the following special case of Corollary 2.8:

Corollary. In the assumptions of Corollary 2.8, let A ∈ B and let ε, δ > 0. Then
the set of n ∈ N for which

ν
{

y ∈ Y :
∣

∣

∣µy(
k

⋂

i=1

g−1
i (n)A)−

k
∏

i=1

µy(g−1
i (n)A)

∣

∣

∣ ≥ ε
}

≥ δ

has density 0.

Proof. Apply Corollary 2.8 to the set of functions fi = 1A, i = 1, . . . , k; we obtain

(2.9) lim
N→∞

1
N

N−1
∑

n=0

∫
∣

∣

∣µy
(

k
⋂

i=1

g−1
i (n)A

)

−
k

∏

i=1

µy
(

g−1
i (n)A

)

∣

∣

∣ dν = 0.

Denote Fn(y) = µy(
⋂k

i=1 g−1
i (n)A)−

∏k
i=1 µy(g−1

i (n)A). If the set

Pn =
{

n : ν{y ∈ Y : |Fn(y)| ≥ ε} ≥ δ
}

were not of zero density, that is if there were c, Ni −→∞ such that

#{n ∈ Pn, n < Ni}
Ni

≥ c, i = 1, 2, . . . ,

we should have
1
Ni

Ni−1
∑

n=0

∫

|Fn(y)| dν ≥ cεδ, i = 1, 2, . . .

which would contradict (2.9).

3. The polynomial Szemerédi Theorem

This section is devoted to the proof of Theorem A. Throughout this section Γ will
stand for the measure preserving action of Zt generated by T1, . . . , Tt on (X,B, µ).
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3.1. We saw in the previous section that Theorem A holds in the special case
when the system (X,B, µ, Γ) is totally weakly mixing. It is not hard to see that
Theorem A is true also when X is a compact abelian group and Γ acts by rotations
on X. We leave to the reader the verification of the fact that in this case Theorem A
follows from (appropriately applied) Weyl’s theorem on uniform distribution of
polynomials. Instead of this, we shall give now an alternative proof of this special
case by using Corollary 1.12. A modification of this argument will be utilized in
the proof of Theorem A.

A measure preserving system (X,B, µ, Γ) is called compact if for any f ∈ L2(X,µ)
the orbit {Tf : T ∈ Γ} is precompact in the strong topology of L2(X,µ) (one can
show that an ergodic measure preserving system is compact if and only if it is
isomorphic to a system formed by rotations on a compact abelian group; we shall
not use this fact).

Let (X,B, µ, Γ) be compact, let p1,1(n), . . . , p1,t(n), p2,1(n), . . . , p2,t(n), . . . ,
pk,1(n), . . . , pk,t(n) be integral polynomials, let f = 1A where µ(A) = a > 0; put
ε =

√

a/8k.
Since the set {Tf : T ∈ Γ} is precompact, there exists a finite set {h1, . . . , hK}

⊂ L2(X,µ) such that for any T ∈ Γ there exists χ = χ(T ) ∈ {1, . . . , K} satisfying

‖Tf − hχ‖L2(X,µ) < ε.

This gives the mapping χ: Γ −→ {1, . . . , K}; by Corollary 1.12, applied to the set
of vectors vj = Tj ∈ Γ, the set

P =
{

m ∈ N : ∃T = T (m) ∈ Γ : χ(T ) = χ(T
t

∏

j=1

T pi,j(m)
j ), i = 1, . . . , k

}

is an IP∗-set. Since any IP∗-set is syndetic (i.e. has bounded gaps), its lower density
is positive:

d(P ) = lim inf
N→∞

#(P ∩ {1, . . . , N})
N

> 0.

For any m ∈ P , we have

‖Tf − hχ(T )‖L2(X,µ) < ε and
∥

∥

∥(T
t

∏

j=1

T pi,j(m)
j )f − hχ(T )

∥

∥

∥

L2(X,µ)
< ε

for some T = T (m) ∈ Γ. Hence,

∥

∥

∥Tf − (T
t

∏

j=1

T pi,j(m)
j )f

∥

∥

∥

L2(X,µ)
=

∥

∥

∥f − (
t

∏

j=1

T pi,j(m)
j )f

∥

∥

∥

L2(X,µ)
< 2ε.

Since f = 1A, this means that

µ
(

A4 (
t

∏

j=1

T−pi,j(m)
j )A

)

< 4ε2, i = 1, . . . , k, m ∈ P
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and

µ
(

A ∩ (
t

∏

j=1

T−p1,j(m)
j )A ∩ . . . ∩ (

t
∏

j=1

T−pk,j(m)
j )A

)

> a− 4ε2k = a/2.

Thus

1
N

N−1
∑

n=0

µ
(

k
⋂

i=1

(
t

∏

j=1

T−pi,j(n)
j )A

)

≥ 1
N

∑

m∈P
m≤N

µ
(

k
⋂

i=1

(
t

∏

j=1

T−pi,j(m)
j )A

)

>
1
N
·#

(

P ∩ {1, . . . , N}
)

· a
2

and lim infN→∞
1
N

∑N−1
n=0 µ

(

⋂k
i=1(

∏t
j=1 T−pi,j(m)

j )A
)

> d(P ) · a/2.

3.2. Let X = (X,B, µ, Γ) −→ Y = (Y,D, ν, Γ) be an extension, let µ =
∫

µy dν be
the corresponding decomposition of µ. Let f ∈ L2(X, µ); then ‖f‖y denotes the
norm of f in L2(X, µy).

3.3. An extension X = (X,B, µ, Γ) −→ Y = (Y,D, ν, Γ) is called compact relative
to a subgroup Γ′ ⊆ Γ if for every f ∈ L2(X,µ) and any ε, δ > 0 there exist a set
b ∈ D with ν(B) > 1 − ε and a finite set of functions h1, . . . , hK ∈ L2(X, µ) such
that for each R ∈ Γ′ one has min1≤l≤K ‖R(f · 1α−1(B)) − hl‖y < δ for almost all
y ∈ Y .

We shall use the following characterization of the relative compact extensions:

Lemma.(Lemma 7.10, [F2].) Assume that the extension X −→ Y is compact
relative to Γ′ ⊆ Γ and let A ∈ B, µ(A) > 0. One can find a subset A′ ⊆ A with
µ(A′) as close as one likes to µ(A) having the following property: For any ε > 0
there exists a finite set of functions h1, . . . , hK ∈ L2(X, µ) such that for almost all
y ∈ Y and every R ∈ Γ′ there exists 1 ≤ l ≤ K for which

‖R1A′ − hl‖y < ε.

3.4. An extension α:X −→ Y is called primitive if Γ is the direct product of two
subgroups Γ = Γc×Γw such that α is compact relative to Γc and weakly mixing
relative to Γw.

We will call the dynamical systems for which the conclusion of Theorem A is
valid SZP-systems. The following two propositions show that, to prove Theorem A,
it is enough to check that the property of being an SZP-system is preserved under
passage to primitive extensions.

Proposition.(Theorem 6.16 in [F2].) If γ:X −→ Z is a nontrivial extension, one
can find a system Y and homomorphisms α:X −→ Y and α′:Y −→ Z with γ = α′α
and such that Y is a nontrivial primitive extension of Z.

Proposition. The family of Γ-invariant factors which are SZP-systems has a max-
imal element (under inclusion).

The proof of this proposition is completely analogous to that of Proposition 3.3
in [FK1] for SZ-systems.
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3.5. Let α: (X,B, µ, Γ) −→ (Y,D, ν, Γ) be a primitive extension. We will assume
that Γ = Γc×Γw is such that α is weakly mixing relative to Γw and compact relative
to Γc. Now, Theorem A is the corollary of the following proposition:

Proposition. If (Y,D, ν, Γ) is an SZP-system so is (X,B, µ, Γ).

Proof. Let A ∈ B be of positive measure, let T1, . . . , Tt ∈ Γ, let pi,j(n) =
∑

d≥1 ci,j,dnd, 1 ≤ i ≤ k, 1 ≤ j ≤ t, be integral polynomials and let gi(n) =

T pi,1(n)
1 . . . T pi,t(n)

t , 1 ≤ i ≤ k. Without loss of generality we may assume that
{T1, . . . , Tq} ⊂ Γc and that {Tq+1, . . . , Tt} is a basis of Γw. Multiplying if needed
the argument n of the polynomials pi,j(n) by a suitable natural number, we may
assume that all ci,b,d are integers.

Let us write each gi(n) as the product of its compact and weakly mixing com-
ponents:

gi(n) = R(i)(n)S(i)(n), i = 1, . . . , k,

R(i)(n) =
q

∏

j=1

T pi,j(n)
j ∈ Γc, S(i)(n) =

t
∏

j=q+1

T pi,j(n)
j ∈ Γw.

Let {R1(n), . . . , Rr(n)} be the set of all the compact components of gi(n), i =
1, . . . , k, including the identity and let {S1(n), . . . , Ss(n)} be the set of all pairwise
distinct weakly mixing components of gi(n), i = 1, . . . , k. It is enough to find a
set P ⊆ N of positive lower density (that is, lim infN→∞

#(P∩{1,... ,N})
N > 0) and

c > 0 such that for n ∈ P

µ
(

⋂

1≤i≤r
1≤j≤s

Ri(n)−1Sj(n)−1A
)

> c.

Using Corollary 2.9 one can find a set P ′ ∈ N having positive lower density such
that µ

(

⋂

1≤j≤s Sj(n)−1A
)

> c′ for some c′ > 0 and every n ∈ P ′; we shall use

Corollary 1.11 to choose a subset A′ of A of positive measure and a subset P ⊆ P ′

of positive lower density consisting of n ∈ N for which the set Ri(n)−1Sj(n)−1A′ is
“very close” to Sj(n)−1A′ for each 1 ≤ i ≤ r and each 1 ≤ j ≤ s.

3.6. Lemma. Let f, h1, . . . , hK ∈ L2(X,µ), ε > 0 be such that for almost all y ∈ Y
and every R ∈ Γc there exists 1 ≤ l ≤ K: ‖Rf − hl‖y < ε; let B ∈ D, ν(B) > 0.
Then there exist P ⊆ N with d(P ) > 0, a family of sets {Bn ∈ D, n ∈ P} and a
number b > 0 so that, for any n ∈ P , 1 ≤ j ≤ s, 1 ≤ i ≤ r one has
(i) ν(Bn) > b,
(ii) Sj(n)Bn ⊆ B,
(iii) ∀y ∈ Bn , ‖Ri(n)Sj(n)f − Sj(n)f‖y < 2ε.

Proof. Let J be the set of all triples of integers (j, d, c) for which the term cnd

appears in one of the polynomials pi,j(n), i = 1, . . . , k, j = 1, . . . , t. Let V = Z#J

be the lattice with the basis {v(j,d,c), (j, d, c) ∈ J}. By Corollary 1.11, there exist
M ∈ N, Q ⊂ V , #Q < ∞, such that, for any χ: V −→ {1, . . . , K}, there exist
m ≤ M and u ∈ Q such that χ(u +

∑

(j,d,c)∈E cmdv(j,d,c)) = χ(u) for any E ⊆ J .

(We apply the corollary to the polynomials pE,(j,d,c)(n) =
{

cnd, (j, d, c) ∈ E
0 otherwise.

)
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Denote

R(u, p) =
∏

(j,d,c)∈J
1≤j≤q

T
pd·u(j,d,c)
j ∈ Γc, S(u, p) =

∏

(j,d,c)∈J
q+1≤j≤t

T
pd·u(j,d,c)
j ∈ Γw,

T(u, p) = R(u, p)S(u, p) ∈ Γ for u = (u(j,d,c), (j, d, c) ∈ J) ∈ V, p ∈ N.

Fix p ∈ N, y ∈ Y and define χ: V −→ {1, . . . , K} by the rule

χ(u) = l =⇒ ‖R(u, p)f − hl‖S(u,p)y < ε.

Applying Corollary 1.11, find h = h(p, y) ∈ L2(X, µ), m = m(p, y) ≤ M and
u = u(p, y) ∈ Q such that

(3.1)

∥

∥

∥R(u +
∑

(j,d,c)∈E

cmd · v(j,d,c), p)f − h
∥

∥

∥

S(u+
P

(j,d,c)∈E cmd·v(j,d,c),p)y
< ε

for any E ⊆ J .
Let

(3.2) R(n) =
q

∏

j=1

T
P

d cj,dnd

j , S(n) =
t

∏

j=q+1

T
P

d cj,dnd

j .

Taking E = {(j, d, cj,d)} to be the set of those triples (j, d, cj,d) which appear in
(3.2), we have

R
(

u +
∑

(j,d,c)∈E

cmd · v(j,d,c), p
)

= R(u, p)R(pm),

S
(

u +
∑

(j,d,c)∈E

cmd · v(j,d,c), p
)

= S(u, p)S(pm),

and, when E ⊆ J , (3.1) gives

(3.3)
‖R(u, p)R(pm)f − h‖S(u,p)S(pm)y

= ‖R(pm)S(pm)f − S(pm)(R(u, p)−1h)‖T(u,p)y < ε.

In particular, (3.3) is valid for R = Ri, S = Sj for every i = 1, . . . , r, j = 1, . . . , s;
since one of Ri was supposed to be identity, this implies

(3.4) ‖Ri(pm)Sj(pm)f − Sj(pm)f‖T(u,p)y < 2ε, i = 1, . . . , r, j = 1, . . . , s.

Put

(3.5)
Cp =

⋂

m≤M
u∈Q

1≤j≤s

T(u, p)−1Sj(pm)−1B.
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Since (Y,D, ν, Γ) is an SZP-system, there exist b′ > 0, P ′ ⊆ N, d(P ′) > 0, such that
ν(Cp) > b′ for p ∈ P ′.

For m ≤ M , u ∈ Q define

Cp(m,u) =
{

y ∈ Cp : m(p, y) = m, u(p, y) = u
}

in the notation of (3.1). Then for every p ∈ P ′ there exist mp ≤ M , up ∈ Q
for which ν(Cp(mp, up)) > b, where we have denoted b = b′/(M · #Q). Put P =
{pmp, p ∈ P ′}; then d(P ) ≥ d(P ′)/M2 > 0.

For n = pmp ∈ P , p ∈ P ′, define

Bn = T(up, p)Cp(mp, up);

then ν(Bn) > b and Sj(n)Bn ⊆ B by (3.5), that is we have (i) and (ii). Furthermore,
from the definition of Cp(m,u), (3.4) is valid for y ∈ Cp(mp, up), m = mp, u = up;
this gives (iii).

3.7. The end of the proof of Proposition 3.5. Let 0 < a < µ(A). Passing if
needed to a smaller subset, we shall assume without loss of generality that there
exist h1, . . . , hK ∈ L2(X,µ) such that for almost all y ∈ Y and every R ∈ Γc one
has ‖R1A − hl‖y < ε for some 1 ≤ l ≤ K, where we have put ε =

√

as/16rs.
Put B = {y ∈ Y : µy(A) > a}; then ν(B) > 0. By Lemma 3.6, applied to

f = 1A, there exist P ∈ N of positive lower density, a number b > 0 and a set
{Bn ∈ D, n ∈ P} with ν(Bn) > b such that Sj(n)Bn ⊆ B and

‖Ri(n)Sj(n)1A − Sj(n)1A‖y < 2ε, 1 ≤ i ≤ r, 1 ≤ j ≤ s, n ∈ P, y ∈ Bn.

This gives µy(Sj(n)−1A) > a and

(3.6) µy

(

Ri(n)−1S−1
j (n)A4 Sj(n)−1A

)

< 4ε2, 1 ≤ i ≤ r, 1 ≤ j ≤ s,
n ∈ P, y ∈ Bn.

By Corollary 2.9,

(3.7) µy

(
s

⋂

j=1

Sj(n)−1A
)

>
1
2

s
∏

j=1

µy

(

Sj(n)−1A
)

> as/2

for all y ∈ Bn except a subset of the measure < b/2 and all n ∈ N except a subset
of N of density zero; passing if needed to appropriate subsets of Bn and P we shall
assume that (3.7) holds for all y ∈ Bn and any n ∈ P .

Then, for y ∈ Bn and n ∈ P , (3.6) and (3.7) give:

µy

(
⋂

1≤i≤r
1≤j≤s

Ri(n)−1Sj(n)−1A
)

> as/2− rs · 4ε2 = as/4.

Since ν(Bn) > b/2, we have for n ∈ P

µ
(

⋂

1≤i≤r
1≤j≤s

Ri(n)−1Sj(n)−1A
)

> asb/8.
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4. Combinatorial corollaries

4.1. Since the derivation of Theorem B from Theorem A is completely analogous to
the derivation of the by now classical Furstenberg-Katznelson’s multidimensional
Szemerédi theorem (Theorem [FK1]A of the introduction), we shall confine our-
selves to few explanatory remarks.

Given a set S ⊆ Zl and a sequence of parallelepipeds Πn = [a(1)
n , b(1)

n ] × . . . ×
[a(l)

n , b(l)
n ] ⊂ Zl, let

d̄{Πn}(S) = lim sup
n→∞

|S ∩Πn|
|Πn|

.

The upper Banach density of S is defined by

d∗(S) = sup d̄{Πn}(S),

where the supremum is taken over all sequences {Πn} satisfying

|b(j)
n − a(j)

n | → ∞, j = 1, . . . , l, as n →∞.

According to Furstenberg’s correspondence principle, given a set S ⊆ Zl with
d∗(S) > 0 there exist a probability space (X,B, µ), commuting measure preserving
transformations Tj : X −→ X, j = 1, . . . , l, and a set A ∈ B satisfying µ(A) = d∗(S)
such that for any k ∈ N and any u1, . . . , uk ∈ Zl

d∗
(

k
⋂

i=1

(S − ui)
)

≥ µ
(

k
⋂

i=1

Tu(1)
i

1 . . . Tu(l)
i

l A
)

(cf. [F1], p.152; see also [B1] where Furstenberg’s correspondence principle is dis-
cussed in detail for l = 1).

It should be clear now why Theorem B follows from Theorem A. We remark in
passing that one can also show that Theorem A follows from Theorem B.

4.2. We shall show now the equivalence of Theorems B and B′. Let S ⊆ Zl be a
set of positive upper Banach density.

To see that Theorem B implies Theorem B′, let P :Zr −→ Zl be a polynomial
mapping satisfying P (0) = 0 and let F = {w1, . . . , wk} ⊂ Zr be a finite set. Taking
in Theorem B t = l and v1, . . . , vt the basis vectors of Zl and applying it to the
polynomials defined by

pi,j(n) = P (win)j , n ∈ N, i = 1, . . . , k, j = 1, . . . , l,

one gets for some u ∈ Zl

u + P (win) = u +
t

∑

j=1

P (win)jvj ∈ S, i = 1, . . . , k,

that is u + P (nF ) ⊂ S.
To see that Theorem B follows from Theorem B′ one takes k = r and applies

Theorem B′ to the polynomial mapping P :Zr −→ Zl defined by

P (n1, . . . , nr) =
t

∑

j=1

r
∑

i=1

pi,j(ni)vj

and the finite configuration

F =
{

(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, 0, . . . , 1)
}

⊂ Zr.
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