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Preparation of a specific quantum state is a required step for a variety of proposed quantum

applications. We report an experimental demonstration of optical quantum state inversion in a single

semiconductor quantum dot using adiabatic rapid passage. This method is insensitive to variation in the

optical coupling in contrast with earlier work based on Rabi oscillations. We show that when the pulse

power exceeds a threshold for inversion, the final state is independent of power. This provides a new tool

for preparing quantum states in semiconductor dots and has a wide range of potential uses.
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Preparation of a specific quantum state in a semicon-
ductor quantum system is a required step for quantum
computation [1,2], generation of single photons [3] and
entangled photon pairs [4], and studies of Bose-Einstein
condensation [5]. A two-level quantum system, such as
that of an exciton in a single quantum dot, can be driven
into a specified state by use of a coherent interaction
between the system and a tuned optical field. Previously,
the interaction used to invert a two-level system in semi-
conductor quantum dots has driven the system with a
resonant transform-limited light field. In this case, in the
Bloch sphere representation the Bloch vector precesses
about a field vector which lies in the equatorial plane,
and so the optical pulse rotates the Bloch vector from its
initial position at the south pole (ground state) through an
angle � ¼ � to the north pole (inversion). The angle

� ¼ R ð�EÞ
@

dt is defined as the pulse area in a Rabi rotation

where � is the dipole moment describing the two-level
system and EðtÞ is the envelope of the optical field.
Coherent resonant interaction has been shown to be ca-
pable of generating several such Rabi cycles, and permits
readout of the state of the system optically [6–8], or electri-
cally [9]. The Rabi approach requires precise control over
the integrated pulse area (�) to achieve an inversion angle
of � as shown schematically in Fig. 1(a).

Here we show experimentally that state preparation is
also possible by adiabatic rapid passage (ARP), which has
the advantage that it is largely unaffected by variation in
the dipole coupling, which is a normal feature of dot
systems, and likewise insensitive to variation in the optical
field which typically arises from laser fluctuation or posi-
tional variation in arrays of dots [10]. Several theoretical
proposals have recognized the potential of ARP excitation
to create entanglement between locally separated electron
spins for robust two-qubit quantum operations [11,12],
exert quantum control between two-subband quantum

wells [13,14], and generate novel Bose-Einstein
condensates in semiconductors [5]. ARP is a form of
coherent interaction which effectively produces an anti-
crossing of the two quantum levels involved [15]. At an
anticrossing the wave function weight associated with a
particular energy eigenvalue always switches from one
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FIG. 1 (color online). Schematic representation of the eigene-
nergies of the two-level quantum system in the rotating frame of
the optical field in the (a) Rabi excitation regime with a
transform-limited 2 ps pulse and (b) the ARP regime with a
chirped pulse of 15 ps pulse width. The red (blue) color represent
the pure ground (excited) state of the system and the purple color
represents the mixing of the two states during the pulse. For a
system initially in the ground state, the Bloch spheres show that
the final state of the system depends on the pulse area, �, of the
interacting field in (a), whereas in (b) the final inversion of the
system is independent of the pulse energy.
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state to the other as the anticrossing is traversed, and ARP
uses this to switch the system from the ground state to the
excited state as shown in Fig. 1(b).

For ARP to operate, the quantum dynamics during the
interaction with the field must not be interrupted by ran-
dom events leading to dephasing of the coherent superpo-
sition of the ground and excited states [16–18]. The
quantization of electronic states in a semiconductor quan-
tum dot leads to an electronic level structure discrete in
energy. Cross-gap electronic excitation is primarily exci-
tonic in character and scattering mechanisms characteristic
of higher dimensional semiconductor structures are sup-
pressed due to the quantum confinement potential of the
dot. The ARP approach can be designed to invert a quan-
tum system of multiple to excitons to a specific final state
when a suitable optical pulse is constructed [10,19].

In order to detect the quantum state in which the system
is left by the ARP interaction we have adopted the ap-
proach introduced by Zrenner et al. [9], who recognized
that it is possible to read out a quantum state electronically.
In the ground state, j0i, there is no exciton, but the excited
state, jXi, corresponds to an electron in the conduction
band and a hole in the valence band, bound by the mutual
Coulomb interaction as an exciton. The resonant optical
excitation takes the system from the ground state to an
arbitrary coherent superposition with the upper state:
c0j0i þ cXjXi. The dot is embedded in a biased Schottky
diode structure (Fig. 2), and the applied electric field leads
to ionization of the excited state on a time scale longer on
average than the excitation time. Clearly, the probability of
charge flow depends on the relative amplitude in state jXi;
when the system is entirely inverted and jcXj2 ¼ 1, the
maximum possible current flow in the external circuit is
one electron per excitation cycle in the case of perfect
extraction. For a repetition of the incident laser pulse at a
rate f ¼ 76 MHz, the maximum current expected in this
simple picture is just ef where e is the electron charge;
here ef ¼ 12:2 pA.

We have selected a single InGaAs dot formed by
Stranski-Krastanow growth, observed through a 200 nm
diameter aperture fabricated in a Ti=Au Schottky contact
by electron-beam lithography, as illustrated schematically
in Fig. 2(a). Within the structure the dot layer is separated
from the heavily n-doped back layer by 40 nm of GaAs
which acts as a tunneling barrier. The position of the dots
with respect to the Fermi level can be changed by varying
the bias applied to the top Schottky contact. Optical exci-
tation and photoluminescence (PL) signal collection are
achieved with a confocal microscopy setup. Illumination is
at a photon energy higher than the gap for excitation of PL
or by pulses from a mode-locked Ti:sapphire laser for the
resonant pulse experiments. The pulses used for the Rabi
and ARP excitations are a transform-limited hyperbolic
secant pulse of 2 ps full width at half maximum
(FWHM) and the same pulse chirped to give 15 ps

FWHM, respectively. The characterizations of the pulses
shown in Fig. 2(b) are spectrally and temporally resolved
auto- and cross correlation signals from a frequency dou-
bling crystal. The selection of the laser wavelength for the
pulsed experiments is made by first conducting photolu-
minescence mapping of the transitions corresponding to
this dot, as shown in Fig. 3(a).
Note that the dot can be switched from the negatively-

charged exciton (X�, �1:338 eV) to the neutral exciton
(X, �1:3435 eV) and to the positively-charged exciton
(Xþ, �1:3445 eV) by varying the bias on the device,
demonstrating the charge injection by tunneling [20].
Also present is neutral biexciton state (BX) which is emit-
ted at about 1.341 eV corresponding to a binding energy of
3 meV. In order to read the quantum state of the dot by
means of the ionization current the bias has to be chosen to
suppress photoluminescence as the main recombination
channel. We have chosen to operate the device at a bias
of �1 V, which suppresses the PL signal but does not
produce too short a tunneling time [21]. Figure 3(b) shows
the photocurrent at that bias as a function of tunable
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FIG. 2 (color online). (a) Schematic diagram of the sample
structure and experimental setup. The linear chirp on the optical
pulses is generated by a parallel grating pair with
1200 grooves=mm. The value of the chirp can be changed by
varying the distance between the gratings. The laser light is
focused by the objective down to�1 �m over a 200 nm aperture
in a gold mask. The sample consists of a single layer of InGaAs
quantum dots embedded in a Schottky diode structure. The band
diagram of the diode shows the relative positions of each layer in
the growth direction and in energy. (b) A spectrally resolved
autocorrelation scan (top) of a transform-limited pulse 2 ps
FWHM and the cross correlation (bottom) of the same pulse
chirped to give 15 ps FWHM.
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continuous-wave laser wavelength incident on the
structure; the photocurrent peak at 1.343 eV corresponds
to resonant excitation of X, with the transition energy
modified slightly by the applied field. The width of the
photocurrent resonance is indistinguishable from the line-
width of the cw Ti:sapphire laser used to excite the dot. The
tunneling time is therefore much longer than the time
deduced from the measured linewidth, which itself corre-
sponds to a limiting value of 25 ps. We estimate that any
change in linewidth associated with the tunneling must
correspond to a time at least an order of magnitude longer
than this. Therefore, we believe that the tunneling takes
place on a time scale much longer than the duration of the
chirped pulses used here to produce ARP.

Under pulsed excitation with a 2 ps transform-limited
hyperbolic secant pulse with zero temporal chirp
(� ¼ 0 ps�2; see definition below), tuned to coincide
with the photocurrent peak, the system clearly exhibits
Rabi oscillation as the pulse area (proportional to

½incident power�ð1=2Þ) is increased, as shown in Fig. 4(a)
by the solid circle symbols. The first peak of the Rabi flop
corresponds to the exciton being left in the excited state
after the pulse has passed (Bloch vector toward the north
pole), whereas the first trough corresponds to a Rabi rota-
tion through the exciton and back to the ground state
(Bloch vector toward the south pole). The data in
Fig. 4(a) represent the difference between the current
drawn when the spectrum of the pulse overlaps the tran-
sition and when it is detuned from it. The presence of a
linear background current has been reported in previous
work on electrical readout of this form [9,17], and is
associated with weak absorption processes anywhere
within the depletion region of the device. When the same
optical pulse is chirped by the grating pair [G1 and G2 in
Fig. 2(a)] to give a temporal chirp of � ¼ 0:089 ps�2, and
a chirped pulse width of 15 ps FWHM, the result is a clear
signature of ARP, as shown in Fig. 4(a) by the open square

symbols, where the current rises initially as the pulse
power is increased, and then stabilizes at a value corre-
sponding to inversion, with no further change as the pulse
area is increased. Thus at an equivalent pulse power to that
which left the system back in the ground state, with ARP
the dot is left inverted. The bandwidth of the pulses used
here is 0.3 meV, which is much smaller than the binding
energy of the biexciton. Therefore contribution from the
biexciton transition is negligible.
We can compare the measured readout of the quantum

state of the system with a calculation of the current using
the methods described by Villas-Bôas et al. [18], and
Schmidgall et al. [10]. This system can be described by
the Hamiltonian

FIG. 3 (color online). (a) A PL map of the emission from
various excitonic states at different bias voltages. Xþ is the
positively charged exciton, X is the neutral exciton, BX is the
neutral biexciton, and X� is the negatively-charged exciton.
(b) Photocurrent versus the wavelength of a continuous-wave
excitation laser at �1 V bias voltage. The FWHM of the line
shape is 50 �eV.

FIG. 4 (color online). (a) Electrical readout signals of Rabi
oscillation (solid circles) excited by the 2 ps transform-limited
pulse and ARP (open squares) excited by the 15 ps chirped pulse.
The curves are the difference between the on-resonant
(1.343 eV) photocurrent and the corresponding off-resonant
(1.341 eV) background photocurrent. The small Bloch spheres
indicate the position of the Bloch vector at given excitation
powers in each case. (b) Simulation of the corresponding elec-
trical readout signals in (a) using the same optical pulse char-
acterization and dot properties as the experiment assuming a
recombination time of 1 ns and tunneling T2 of 300 ps.
(c) Simulation of electrical readout signals using recombination
time of 1 ns, tunneling T2 of 25 ps and a 15 ps transform-limited
(chirped) pulse for the Rabi (ARP) simulation.
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H ¼ EXjXihXj ��X

2
ðEðtÞj0ihXj þ E�ðtÞjXih0jÞ: (1)

The dipole coupling is specified by�X and the optical field
by EðtÞ. Under a unitary transformation

UðtÞ ¼ exp½0j0ih0j þ i!ðtÞtjXihXj� (2)

yields a picture appropriate to interaction driven by an
applied field whose frequency varies in time as !ðtÞ. The
simplest variation is linear in time, with !ðtÞ ¼ !0 þ �t

2 ,

where � is the linear temporal chirp. This is the form of
optical field produced by the grating pair. The Hamiltonian
in the rotating frame of the central optical field frequency,
!0, is

Heff ¼ 0 � 1
2�XE0ðtÞ

� 1
2�XE0ðtÞ �X � 2@ _!ðtÞ

 !
; (3)

where the detuning of !0 from the transition frequency of
the exciton is �X. In the experiment, �X is zero. In this
picture, the condition for adiabatic transfer [15,22] is that

the effective Rabi frequency�ðtÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffij�0ðtÞj2 þ �ðtÞ2p
sat-

isfies
_�0

�2 � 1, and
_�

�2 � 1, where @� ¼ �X � @ _!t and

�0ðtÞ ¼ �XE0ðtÞ=@. In other words, the rates of change
in the frequency and field amplitude of the optical pulse are
both slow in comparison to the effective Rabi frequency. In
this adiabatic regime, the Bloch vector follows the field

vector as it rotates at a rate of _� from one polar extreme to
another during the pulse while precessing rapidly at a rate
� around the field vector within a small solid angle.

To calculate the current drawn from the dot in the
presence of both dephasing and ionization of the exciton,
the Hamiltonian model of the individual system is used to
evaluate the time evolution of the density matrix; the
current is calculated from the scattering term correspond-
ing to taking state jXi to state j0i by ionization, using the
Lindblad form [23] of the scattering terms as described by
Schmidgall et al. [10]. This term is integrated throughout
the pulse interaction. Note that this model does not incor-
porate terms intended to explain the reduction in contrast
of the Rabi oscillation usually observed for high values of
pulse area in Rabi flopping [16–18,24–26]. For realistic
values of dephasing and tunneling parameters, the model
generates the curves shown in Fig. 4(b), which confirm that
the measured signals correspond to ARP. Simulations in
Fig. 4(c) further show the results of Rabi and ARP excita-
tions using unchirped and chirp pulses of the same tempo-
ral width (15 ps) with a tunneling time of 25 ps, which
confirms that the signature of ARP would be clear in
the experiment we have conducted even if the tunneling
time approached within a factor of 2 of the chirped pulse
duration.

Our results demonstrate the possibility of quantum state
inversion in a system measured by electrical readout, ro-
bust with respect to variation in the details of the strength

of the optical interaction. This opens the possibility of
using ARP in a range of contexts, including inversion of
systems with level structures which can lead to determi-
nistic single photon emission, or entangled photon pair
emission, and two-spin gate via trions [12]. The insensi-
tivity to the details of the interaction can be expected to
provide access for the first time to physics associated with
injection of tailored inversion profiles, such as complex
microcavity electrodynamics.
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[24] H. S. Brandi, A. Latgé, Z. Barticevic, and L. E. Oliveira,

Solid State Commun. 135, 386 (2005).
[25] A. Vagov, M.D. Croitoru, V.M. Axt, T. Kuhn, and F.M.

Peeters, Phys. Rev. Lett. 98, 227403 (2007).
[26] Q. Q. Wang et al., Phys. Rev. B 72, 035306 (2005).

PRL 106, 067401 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

11 FEBRUARY 2011

067401-4

http://dx.doi.org/10.1126/science.270.5234.255
http://dx.doi.org/10.1126/science.1057726
http://dx.doi.org/10.1126/science.290.5500.2282
http://dx.doi.org/10.1038/nature04446
http://dx.doi.org/10.1103/PhysRevB.79.165303
http://dx.doi.org/10.1103/PhysRevB.79.165303
http://dx.doi.org/10.1103/PhysRevLett.87.133603
http://dx.doi.org/10.1103/PhysRevLett.87.246401
http://dx.doi.org/10.1103/PhysRevLett.88.087401
http://dx.doi.org/10.1038/nature00912
http://dx.doi.org/10.1103/PhysRevB.81.195306
http://dx.doi.org/10.1103/PhysRevB.81.195306
http://dx.doi.org/10.1016/j.optcom.2006.01.064
http://dx.doi.org/10.1016/j.optcom.2006.01.064
http://dx.doi.org/10.1103/PhysRevB.78.235314
http://dx.doi.org/10.1103/PhysRevB.78.235314
http://dx.doi.org/10.1103/PhysRevB.74.195318
http://dx.doi.org/10.1103/PhysRevB.74.195318
http://dx.doi.org/10.1103/PhysRevB.73.075305
http://dx.doi.org/10.1007/s100530170212
http://dx.doi.org/10.1007/s100530170212
http://dx.doi.org/10.1103/PhysRevLett.94.057404
http://dx.doi.org/10.1103/PhysRevLett.94.057404
http://dx.doi.org/10.1103/PhysRevLett.104.017402
http://dx.doi.org/10.1016/j.ssc.2004.06.047
http://dx.doi.org/10.1016/j.ssc.2004.06.047
http://dx.doi.org/10.1103/PhysRevB.78.155315
http://dx.doi.org/10.1063/1.1937996
http://dx.doi.org/10.1063/1.1369148
http://dx.doi.org/10.1016/j.optcom.2009.05.066
http://dx.doi.org/10.1007/BF01608499
http://dx.doi.org/10.1016/j.ssc.2005.05.015
http://dx.doi.org/10.1103/PhysRevLett.98.227403
http://dx.doi.org/10.1103/PhysRevB.72.035306

