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## 1. Introduction and basic concepts

1.1. Introduction. This paper will be concerned with positive linear maps between $C^{*}$-algebras. Motivated by the theory of states and other special maps, two different approaches will be taken. If $\mathfrak{A}$ and $\mathfrak{B}$ are $C^{*}$-algebras the set of all positive linear maps of $\mathfrak{H}$ into $\mathfrak{B}$ which carry the identity operator in $\mathfrak{A}$ into a fixed positive operator in $\mathfrak{B}$, is a convex set. The main problem dealt with in this paper will be the study of the extreme points of this convex set. The other approach taken is that of decomposing the maps into the composition of nicely handled ones. A general results of this type is due to Stinespring [20]. Adding a strict positivity condition on the maps he characterized them by being of the form $V^{*} \varrho V$, where $V$ is a bounded linear map of the underlying Hilbert space into another Hilbert space, and $\varrho$ is $a^{*}$-representation. Another result of general nature of importance to us is due to Kadison. He showed a Schwarz inequality for positive linear maps between $C^{*}$-algebras [11]. Positive linear maps are also studied in [3], [13], [14], and [15].

This paper is divided into eight chapters. In chapter 2 the maps are studied in their most general setting-partially ordered vector spaces. The first section contains the necessary formal definitions and the most general techniques. The last part contains results closely related to what Bonsall calls perfect ideals of partially ordered vector spaces [2]. From chapter 3 on the spaces are $C^{*}$-algebras. We first show how close extremal maps are to being multiplicative (Theorem 3.1), and then see that $C^{*}$ homomorphisms are extremal (Theorem 3.5), and when the maps generalizing vector states are extremal (Theorem 3.9).

In chapter 4 a geometrical condition stronger than extremality is imposed on the maps. It is shown that for identity preserving maps of an abelian $C^{*}$-algebra

[^0]into a matrix algebra, extremality is equivalent to this geometrical condition (Theorem 4.10). It follows that, in this case, the extremal maps are the ones which are "approximately" *-homomorphisms (section 4.3).

In chapter 5 we classify all maps from a $C^{*}$-algebra $\mathfrak{A}$ into $\mathfrak{B}(\mathfrak{S})$-the bounded operators on the Hilbert space $\mathfrak{N}$-such that the composition of vector states of $\mathfrak{B}(\mathfrak{S})$ and the maps are pure states of $\mathfrak{H}$ (Theorem 5.6). As a consequence of this we find all maps of $\mathfrak{A}$ into a $C^{*}$-algebra $\mathfrak{B}$ such that the composition of pure states of $\mathfrak{B}$ and the maps are pure states of $\mathfrak{A}$ (Theorem 5.7). In particular it follows that every $C^{*}$-homomorphism of $\mathfrak{A}$ onto $\mathfrak{B}$ is "locally" either a ${ }^{*}$-homomorphism or a *-anti-homomorphism (Corollary 5.9).

Chapter 6 is devoted to decomposition theory. Using Stinespring's result we show a general decomposition for positive linear maps (Theorem 6.2). As a consequence it is seen when order-homomorphisms are $C^{*}$-homomorphisms (Theorem 6.4). Finally, a Radon-Nikodym theorem is proved (Theorem 6.5). Another aspect of decomposition theory is studied in chapter 7. Using Kadison's Schwarz inequality it is shown that, "locally", every positive linear map is decomposable in a form similar to the decomposition in [20] (Theorem 7.4), and is globally "almost" decomposable (Theorem 7.6).

Finally, in chapter 8 we compute all the extremal identity preserving positive endomorphisms of the $2 \times 2$ matrices.

The author wishes to express his deep gratitude to Professor R. V. Kadison for his kind and helpful advice during the research in this paper, his careful reading of the manuscript, and his valuable suggestions and simplifications of several proofs.
1.2. Notation and basic concepts. A partially ordered vector space is a vector space over the reals, $V$, with a partial ordering given by a set of positive elements, $V^{+}$, the so-called "positive cone" of $V$. When $a-b$ is in $V^{+}$we write $a \geqslant b$. Moreover, if $a$ and $b$ are in $V^{+}$then so are $a+b$ and $\alpha b$ for $\alpha$ a positive real; if $-a$ is also in $V^{+}$then $a=0 . V$ is a partially ordered vector space with an order unit if there exists an element $e$ in $V$ such that for every $a$ in $V$ there exists a positive real $\alpha$ with $-\alpha e \leqslant a \leqslant \alpha e$.

By a $C^{*}$-algebra we shall mean a complex Banach algebra with a unit and with an operation $A \rightarrow A^{*}$ satisfying

$$
(\alpha A+B)^{*}=\bar{\alpha} A^{*}+B^{*},(A B)^{*}=B^{*} A^{*},\left(A^{*}\right)^{*}=A \text { and }\left\|A^{*} A\right\|=\left\|A^{*}\right\|\|A\|,
$$

whenever $A$ and $B$ are in the algebra and $\alpha$ is a complex number. A positive element in a $C^{*}$-algebra is one which is self-adjoint ( $A=A^{*}$ ) and whose spectrum con-
sists of non negative reals. Then the self-adjoint elements in a $C^{*}$-algebra form a partially ordered vector space, with the unit as an order unit. A linear map of one $C^{*}$-algebra (resp. partially ordered vector space) into another is said to be positive if it carries positive elements into positive elements. A $C^{*}$-homomorphism of a $C^{*}$ algebra into another is a positive linear map preserving squares of self-adjoint elements. A *-representation of a $C^{*}$-algebra is a homomorphism $\phi$, whose image lies in some $\mathfrak{F}(\mathfrak{g})$, satisfying $\phi\left(A^{*}\right)=\phi(A)^{*}$. The Gelfand-Neumark Theorem [4] asserts that a $C^{*}$-algebra has a faithful norm preserving ${ }^{*}$-representation as a $C^{*}$-algebra of operators on a Hilbert space. For a complete proof see [7].

If $\mathfrak{H}$ is a $C^{*}$-algebra acting on a Hilbert space $\mathfrak{F}, \mathfrak{A}^{-}$denotes the weak closure of $\mathfrak{A}$. If $\mathfrak{A}$ contains the identity operator on $\mathfrak{K}, \mathfrak{A}^{-}$is a von Neumann algebra. We refer the reader to [3] for questions concerning von Neumann algebras. We denote by $M_{n}$ the $n \times n$ complex matrices. If $\mathcal{S}$ is a family of operators acting on a Hilbert space $\mathfrak{F}$ and $\mathfrak{F}$ is a set of vectors in $\mathfrak{F}$ then [SN] denotes the subspace of $\mathfrak{H}$ generated by vectors of the form $T x$ with $T$ in $\mathscr{S}$ and $x$ in $\mathfrak{B}$. Since we identify each subspace with the orthogonal projection on it [SS] also denotes the projection on this subspace. If $\mathbb{S}$ is a $C^{*}$-algebra then [ $\mathbb{S}$ ] is a projection in the commutant $\mathfrak{S}^{\prime}$ of $\mathfrak{S}$.

## 2. Maps of partially ordered vector spaces

2.1. Definitions and basic results. Let $A$ and $B$ be partially ordered vector spaces. Let $a$ be an order unit for $A$ and $b$ be a positive element in $B$. We denote by $\mathfrak{D}((A, a),(B, b))$ the set of positive linear maps of $A$ into $B$ which carry $a$ into $b$. If it is clear which order unit we consider, we also write $\mathfrak{D}(A, B, b)$ instead of $\mathfrak{D}((A, a),(B, b))$, and if $b$ is an order unit we may also write $\mathfrak{D}(A, B)$ when no confusion is possible. It is clear that $\mathfrak{D}((A, a),(B, b))$ is a convex set.

We say a map $\phi$ in $\mathfrak{D}((A, a),(B, b))$ is strongly positive if $\phi^{-1}(x)$ contains a positive element for each positive element $x$ in the image of $\phi$. Following [13], if $b$ is an order unit for $B$, we say $\phi$ is an order-homomorphism if $\phi$ is strongly positive and the null space of $\phi$ is linearly generated by positive elements. An injective orderhomomorphism is an order-isomorphism. If $N$ is the null space of $\phi$ and $\phi$ is in $\mathfrak{D}(A, B, b), b$ an order unit for $B$, then it is immediate that $\phi$ is strongly positive if and only if the canonical linear isomorphism $A / N \rightarrow B$ is an order-isomorphism. If $R$ denotes the real numbers with 1 as order unit then a state of $A$ is a map in $\mathfrak{D}(A, R)$. An extreme point of $\mathfrak{D}(A, R)$ is called a pure state of $A$. A map which is
an extreme point of $\mathfrak{D}((A, a),(B, b))$ is said to be extreme. If $\tau$ and $\phi$ are positive linear maps of $A$ into $B$ we write $\tau \leqslant \phi$ if $\phi-\tau$ is a positive linear map.

Lemma 2.1. Let $A$ and $B$ be partially ordered vector spaces, $a$ an order unit for $A$, and $b$ a positive element in $B$. Then a map $\phi$ in $\mathfrak{D}((A, a),(B, b))$ is extreme if and only if whenever $\tau \in \mathfrak{D}((A, a),(B, \lambda b))$ and $\tau \leqslant \phi$ then $\tau=\lambda \phi$.

Proof. Suppose $\tau \in \mathfrak{D}(A, B, \lambda b), \tau \leqslant \phi$ and $\phi$ is extreme. If $\lambda=0$ then $\tau=0$ since $a$ is an order unit. Similarly $\lambda=1$ implies $\tau=\phi$. If $\lambda \neq 0,1$, then

$$
\phi=\lambda\left(\lambda^{-1} \tau\right)+(1-\lambda)\left((1-\lambda)^{-1}(\phi-\tau)\right)
$$

is the convex sum of two maps in $\mathfrak{D}(A, B, b)$. Since $\phi$ is extreme $\lambda^{-1} \tau=\phi$. The converse is trivial.

Lemma 2.2. Let $A, B$, and $C$ be partially ordered vector spaces with order units $a, b$, and $c$ respectively. Let $d$ be a positive element in $C$, and let $\phi$ be a map in $\mathfrak{D}(A, B)$.
(i) If $\phi$ is a surjective order-isomorphism and $\varrho$ is a map in $\mathfrak{D}(B, C, d)$ then $\varrho \circ \phi$ is extreme in $\mathfrak{D}(A, C, d)$ if and only if $\varrho$ is extreme.
(ii) If $\varrho$ is a surjective order-isomorphism in $\mathfrak{D}(B, C, c)$ then $\varrho \circ \phi$ is extreme in $\mathfrak{D}(A, C, c)$ if and only if $\phi$ is extreme in $\mathfrak{D}(A, B)$.

The proof is an immediate consequence of Lemma 2.1.
Lemma 2.3. Let $A, B$, and $C$ be partially ordered vector spaces. Let $a$ be an order unit for $A, b$ an order unit for $B$, and $c$ a positive element in $C$. Let $\phi$ be a surjective order-homomorphism in $\mathfrak{D}(A, B)$. Let @ be a map in $\mathfrak{D}(B, C, c)$. Then $\varrho \circ \phi$ is extreme in $\mathfrak{D}(A, C, c)$ if and only if $\varrho$ is extreme.

Proof. Suppose $\varrho$ is extreme, and let $\tau$ be a map in $\mathfrak{D}(A, C, \lambda c)$ such that $\tau \leqslant \varrho \circ \phi$. Let $N$ be the null space of $\phi$. Then the null space of $\tau$ contains $N$ since $N$ is generated by positive elements. $\phi=\psi \circ i$, where $\psi$ is the canonical orderisomorphism $A / N \rightarrow B$ and $i$ is the map $A \rightarrow A / N$. Thus $\tau=w \circ i$ with $w$ a linear $\operatorname{map} A / N \rightarrow C$ such that $w(a+N)=\lambda c$. If $x+N$ is positive in $A / N$ then $\phi(x) \geqslant 0$. Hence there exists a positive element $y$ in $A$ such that $y+N=x+N$. Thus $0 \leqslant \tau(y)=$ $w(x+N) \leqslant \varrho \circ \phi(y)=\varrho \circ \phi(x)=\varrho \circ \psi(x+N)$, so $0 \leqslant w \leqslant \varrho \circ \psi$. Since $\varrho$ is extreme, so is $\varrho \circ \psi$ by Lemma 2.2. Hence $w=\lambda \varrho \circ \psi$. Thus $\tau=w \circ i=\lambda \varrho \circ \psi \circ i=\lambda \varrho \circ \phi$, and $\varrho \circ \phi$ is extreme. The converse is a straightforward application of Lemma 2.1.

Lemma 2.4. Let $A$ and $B$ be partially ordered vector spaces with order units a and $b$ respectively. Let $\phi$ be a map in $\mathfrak{D}(A, B)$. Suppose there exists a separating fam. ily $\mathfrak{F}$ of pure states of $B$ such that $f \circ \phi$ is a pure state of $A$ for each $f$ in $\mathfrak{F}$. Then $\phi$ is extreme.

The proof is trivial.
Definition 2.5. If $A$ and $B$ are partially ordered vector spaces with order units then a map $\phi$ in $\mathfrak{D}(A, B)$ is of class 0 if $f \circ \phi$ is a pure state of $A$ for each pure state $f$ of $B$.

It is clear from Lemma 2.4 that if the pure states of $B$ separate points of $B$ then a map of class 0 is extreme. We omit the trivial proof of the following lemma.

Lemma 2.6. If $A$ and $B$ are partially ordered vector spaces with order units a and $b$ respectively and $\phi$ is a pure state of $A$ then the $\operatorname{map} x \rightarrow \phi(x) b$ is of class 0 in $\mathfrak{D}(A, B)$, and is denoted by $\phi$. We say $\phi$ is a pure state in $\mathfrak{D}(A, B)$.
2.2. Perfect ideals. We recall from [9] that an order ideal of a partially ordered vector space is a linear subspace $I$ with the property that $x$ is in $I$ whenever $-y \leqslant x \leqslant y$ for some $y$ in $I$. By [2] a perfect ideal of a partially ordered vector space is an order ideal $I$ such that if $x$ is in $I$ and $\varepsilon>0$ is given, there exists $w_{\varepsilon}$ in $I$ such that

$$
-\left(\varepsilon a+w_{\varepsilon}\right) \leqslant x \leqslant \varepsilon a+w_{\varepsilon},
$$

where $a$ is the order unit. Bonsall [2] has shown that a state of a partially ordered vector space is pure if and only if its null space is a maximal perfect ideal. We shall establish analogous results for surjective maps of class 0 .

Proposition 2.7. Let $A$ and $B$ be partially ordered vector spaces with order units $a$ and $b$ respectively. Let $\phi$ be a strongly positive surjective map in $\mathfrak{D}(A, B)$ whose null space is a perfect ideal. Then $\phi$ is of class 0 .

Proof. If $M$ is a perfect ideal of $B$ then $\phi^{-1}(M)$ is a perfect ideal of $A$. In fact, let $x$ be in $\phi^{-1}(M)$ and $\varepsilon>0$. There exists $y$ in $M$ such that $\phi(x)=y$. Let $\delta=\varepsilon / 3$. Then there exists $w\left(=w_{\delta}\right)$ in $M$ such that

$$
-(\delta b+w) \leqslant y \leqslant \delta b+w .
$$

Let $z\left(=z_{\delta}\right)$ in $\phi^{-1}(M)$ be such that $\phi(z)=w$. Then $-\phi(\delta a+z) \leqslant \phi(x) \leqslant \phi(\delta a+z)$. Since $\phi$ is strongly positive there exist $f\left(=f_{\delta}\right)$ and $g\left(=g_{\delta}\right)$ in $N$-the null space of $\phi$-such 17-632933 Acta mathematica. I10. Imprimé le 6 décembre 1963.
that $x \leqslant \delta a+z+f$, and $-x \leqslant \delta a+z+g . \quad N$ is perfect. Hence there exist $h\left(=h_{\delta}\right)$ and $k\left(=k_{\delta}\right)$ in $N$ such that $\pm f \leqslant \delta a+h$ and $\pm \mathrm{g} \leqslant \delta a+k$. Thus $\pm f, \pm g \leqslant 2 \delta a+h+k$. Therefore $\pm x \leqslant 3 \delta a+z+h+k=\varepsilon a+v_{\varepsilon}$, where $v_{\varepsilon}=z+h+k$ is in $\phi^{-1}(M) \supset N$. Now let $f$ be a pure state of $B$. Then its null space $M$ is a maximal perfect ideal. By the above the null space of the state $f \circ \phi$ is $\phi^{-1}(M)$, a maximal perfect ideal of $A$ maximal because $f \circ \phi$ is a state. Hence $\phi$ is of class 0 .

Remark 2.8. The assumption that $\phi$ be strongly positive is essential. In Example 8.13 we shall find an example of a bijective map in $\mathfrak{D}(A, B)$ which is not of class 0 .

Lemma 2.9. Let $A$ and $B$ be partially ordered vector spaces with order units a and $b$ respectively. Let $\phi$ be a strongly positive surjective map in $\mathfrak{D}(A, B)$. Let $I$ be an order ideal of $A$ containing the null space $N$ of $\phi$. Then $\phi(I)$ is an order ideal of $B$. Moreover, if $I$ is perfect (resp. maximal) then $\phi(I)$ is perfect (resp. maximal).

Proof. Let $\phi(x)$ be an element in $\phi(I)$. Then $x$ is in I. Suppose $-\phi(x) \leqslant$ $\phi(y) \leqslant \phi(x)$. Then $\phi(x) \geqslant 0$. Hence there exists $w \geqslant 0$ in $A$ such that $\phi(w)=\phi(x)$, so $w$ is in $I$. Since $\phi(x-y) \geqslant 0$ there exists $z \geqslant 0$ in $A$ such that $\phi(z)=\phi(x-y)=$ $\phi(w-y)$. Similarly there exists $z^{\prime} \geqslant 0$ in $A$ such that $\phi\left(z^{\prime}\right)=\phi(x+y)=\phi(w+y)$, Hence there exist $n$ and $n^{\prime}$ in $N \subset I$ such that $w=z+y+n \geqslant 0$ and $z^{\prime}=w+y+n^{\prime} \geqslant 0$. Thus $w \geqslant y+n$, and $y \geqslant-\left(w+n^{\prime}\right)$. Hence $-\left(w+n^{\prime}\right) \leqslant y \leqslant w-n$, where $w+n^{\prime}$ and $w-n$ are in $I$. Thus $y \in I$, and $\phi(y) \in \phi(I)$. Since $\phi$ is surjective and $b$ is not in $\phi(I), \phi(I)$ is an order ideal.

It is straightforward to show that $\phi(I)$ is perfect if $I$ is. If $I$ is maximal let $J$ be a maximal order ideal of $B$ containing $\phi(I)$. $J$ is the null space of a state $f$ of $B$. Thus $\phi^{-1}(J) \supset \phi^{-1}(\phi(I)) \supset I$ is the null space of the state $f \circ \phi$. Thus $\phi^{-1}(J)=I$, $J=\phi(I)$, and $\phi(I)$ is maximal.

Proposition 2.10. Let $A$ and $B$ be partially ordered vector spaces with order units $a$ and $b$ respectively. Suppose $\phi$ in $\mathfrak{D}(A, B)$ is surjective. Then the two conditions below are related as follows: (i) implies (ii); if $\phi$ is strongly positive then (ii) implies (i).
(i) There exists a separating family $\mathfrak{F}$ of pure states of $B$ such that $f \circ \phi$ is a pure state of $A$ for each $f$ in $\mathfrak{F}$.
(ii) The null space of $\phi$ is the intersection of maximal perfect ideals.

Proof. Since the null space of a pure state of $A$ is a maximal perfect ideal it is trivial that (i) implies (ii). Suppose $\phi$ is strongly positive and that (ii) is satis-
fied. Let $N$ be the null space of $\phi . N=\bigcap_{M \in \Re} M, M$ maximal perfect ideals of $A$. Then $\bigcap_{M \in \mathfrak{R}} \phi(M)=\{0\}$. Indeed, $M=\phi^{-1}(\phi(M))$ for each $M$ in $\mathfrak{R}$. Thus

$$
\phi^{-1}\left(\bigcap_{M \in \Re} \phi(M)\right)=\bigcap_{M \epsilon \mathfrak{R}} \phi^{-1}(\phi(M))=\bigcap_{M \epsilon \mathfrak{R}} M=N
$$

Hence, if $x$ is in $\cap_{M \in \Re} \phi(M)$ then $\phi^{-1}(x) \subset N$, so if $y \in \phi^{-1}(x)$ then $x=\phi(y)=0$. By Lemma $2.9 \phi(M)$ is a maximal perfect ideal of $B$ for each $M$ in $\Re$. Let $\mathfrak{F}$ be the family of pure states $f_{M}$ of $B$ with null spaces $\phi(M)$ respectively for each $M$ in $\Re$. Then $\mathfrak{F}$ is separating, and $f_{M} \circ \phi$, having $M$ as null space, is a pure state of $A$ for each $f_{M}$ in $\mathfrak{F}$.

We apply the last results to prove a general theorem about perfect ideals. We say a partially ordered vector space $A$ with an order unit is semi simple if the states of $A$ separate points, i.e. if and only if the intersection of the maximal order ideals of $A$ is $\{0\}$.

Lemma 2.11. Let $A$ be a partially ordered vector space with an order unit. Then $A$ is semi simple if and only if the pure states of $A$ separate points. Moreover, if $I$ is an order ideal of $A$ then $I$ is the intersection of the maximal order ideals containing $I$ if and only if $A / I$ is semi simple.

Proof. The sufficiency of the first statement is obvious. Suppose $A$ is semi simple. If $x$ is in $A$ let

$$
\|x\|=\sup _{f \in \mathbb{E}}|f(x)|
$$

where $\mathfrak{S}$ is the state space of $A$, i.e. $\mathfrak{S}=\mathfrak{D}(A, R)$. Since $A$ is semi simple $\|\|$ is a norm. If $A^{*}$ is the space of all bounded linear functionals on $A$ in the defined norm, the $w^{*}$-topology on $A^{*}$ is the weakest topology on $A^{*}$ for which the elements in $A$ act as continuous linear functionals on $A^{*}$. By Alaoglu's Theorem [1] S is $w^{*}$ compact. Since $\mathbb{S}$ is also convex it follows from the Krein-Milman Theorem [17] that $\mathfrak{S}$ is the closed convex hull of its extreme points Hence the pure states of $A$ separate points.

Let $I$ be an order ideal of $A$. If $I=\cap M$, where the $M$ 's are maximal order ideals, then, as was shown in the proof of Proposition 2.10, $\cap \bar{M}=\{0\}$, where $x \rightarrow \bar{x}$ denotes the canonical map $v: A \rightarrow \bar{A}=A / I$. This map is strongly positive, so by Lemma 2.9 each $\bar{M}$ is a maximal order ideal of $\bar{A}$, and $\bar{A}$ is semi simple. Conversely, suppose $\bar{A}$ is semi simple. The map $v$ defines a $1-1$ correspondence between maximal order ideals of $A$ containing $I$ and maximal order ideals of $\bar{A}$. Since $\bar{A}$ is semi simple,

$$
\begin{aligned}
I & =v^{-1}(0)=v^{-1}(\cap\{\bar{M}: \bar{M} \text { is maximal order ideal of } \bar{A}\}) \\
& =\bigcap\left\{v^{-1}(\bar{M}): M \text { is maximal order ideal of } \bar{A}\right\} \\
& =\cap\{M: M \text { is maximal order ideal of } A \text { containing } I\} .
\end{aligned}
$$

The proof is complete.
Theorem 2.12. Let $A$ be a partially ordered vector space with an order unit. Let $I$ be a perfect ideal of $A$. If $I$ is the intersection of the maximal order ideals of $A$ containing $I$, then $I$ is the intersectiom of the maximal perfect ideals containing it.

Proof. By Lemma 2.11 the pure states of $A / I$ separate points. By Proposition 2.7 the canonical map $A \rightarrow A / I$ is of class 0 . Thus by Proposition $2.10 I$ is the intersection of maximal perfect ideals.

## 3. Extremal maps of $\boldsymbol{C}^{\boldsymbol{*}}$-algebras

If $\mathfrak{A}$ and $\mathfrak{B}$ are $C^{*}$-algebras we study the extreme points of the set $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}, B)$ of all positive linear maps of $\mathfrak{A}$ into $\mathfrak{B}$, which carry the identity operator in $\mathfrak{A}$ into the positive operator $B$ in $\mathfrak{B}$. It is immediate that the results in chapter 2 are directly applicable. By the Gelfand-Neumark Theorem each $C^{*}$-algebra has a faithful *-representation as a $C^{*}$-algebra of operators acting on a Hilbert space. In view of Lemma 2.2, then, it is thus no restriction to state and prove theorems about extremal maps in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}, B)$ in the case when $\mathfrak{A}$ and $\mathfrak{B}$ are $C^{*}$-algebras of operators on Hilbert spaces.

In general we cannot, a priori, tell whether there are "many" extreme points in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B}, B)$. However, if $\mathfrak{B}$ is a von Neumann algebra then the extreme points generate $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}, B)$. In fact, let $t$ be the point-open topology on the space of linear transformations of $\mathfrak{A}$ into $\mathfrak{B}$, where $\mathfrak{B}$ is taken in the weak topology. By [14] $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}, B)$ is $t$-compact, and hence is the $t$-closed convex hull of its extreme points.
3.1. Properties of extremal maps. The multiplicative properties of extremal maps are characterized in

Theorem 3.1. Let $\mathfrak{M}$ and $\mathfrak{B}$ be $C^{*}$-algebras, $\mathfrak{A}$ acting on the Hilbert space $\mathfrak{g}$. Let $A^{\prime}$ be an operator in the commutant $\mathfrak{A}^{\prime}$ of $\mathfrak{A}$, and let $\left(\mathfrak{A}, A^{\prime}\right)$ be the $C^{*}$-algebra generated by $\mathfrak{A}, A^{\prime}$, and $A^{\prime *}$. Suppose $\phi$ is extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ and that $\phi$ has an extension $\bar{\phi}$ to $\mathfrak{D}\left(\left(\mathfrak{H}, A^{\prime}\right), \mathfrak{B}\right)$ with $\bar{\phi}\left(A^{\prime}\right)$ in the center of $\mathfrak{B}$. Then $\bar{\phi}\left(A^{\prime} A\right)=\bar{\phi}\left(A^{\prime}\right) \phi(A)$ for all $A$ in $\mathfrak{A}$.

Proof. Let $\mathfrak{C}$ denote the center of $\mathfrak{B}$. We may assume $A^{\prime}$ is self-adjoint, for if $A^{\prime}=S+i T$ with $S$ and $T$ self-adjoint, then $S$ and $T$ are in $\left(\mathcal{A}, A^{\prime}\right)$, and $\bar{\phi}(S)$ and $\bar{\phi}(T)$ are in $C^{C}$ since $\bar{\phi}\left(A^{\prime}\right)$ is. If the theorem is established for self-adjoint operators then

$$
\bar{\phi}\left(A^{\prime} A\right)=\bar{\phi}((S+i T) A)=\bar{\phi}(S A)+i \bar{\phi}(T A)=\bar{\phi}(S) \phi(A)+i \bar{\phi}(T) \phi(A)=\bar{\phi}\left(A^{\prime}\right) \phi(A) .
$$

If $A^{\prime}$ is self-adjoint, then, multiplying $A^{\prime}$ by a scalar, we may assume $\left\|A^{\prime}\right\|<\frac{1}{2}$. Then $\left\|\bar{\phi}\left(A^{\prime}\right)\right\|<\frac{1}{2}$. By spectral theory $\frac{1}{2} I-A^{\prime}$ and $\frac{1}{2} I-\bar{\phi}\left(A^{\prime}\right)$ are positive invertible operators in $\mathfrak{Y}^{\prime}$ and $\mathfrak{C}$ respectively, and there exists $k>0$ such that $k I \leqslant \frac{1}{2} I-\bar{\phi}\left(A^{\prime}\right)$. Define the map $\psi$ of $\mathfrak{A}$ into $\mathfrak{B}$ by

$$
\psi(A)=\bar{\phi}\left(A\left(\frac{1}{2} I-A^{\prime}\right)\right)\left(\frac{1}{2} I-\bar{\phi}\left(A^{\prime}\right)\right)^{-1}
$$

Then clearly $\psi \in \mathfrak{D}(\mathfrak{A}, \mathfrak{F})$. With $B \geqslant 0$ in $\mathfrak{A}$, then

$$
k \psi(B) \leqslant\left(\frac{1}{2} I-\bar{\phi}\left(A^{\prime}\right)\right) \psi(B)=\bar{\phi}\left(B\left(\frac{1}{2} I-A^{\prime}\right)\right) \leqslant \phi(B) .
$$

Thus $k \psi \leqslant \phi$. Since $\phi$ is extreme, $\psi=\phi$. Thus

$$
\left(\frac{1}{2} I-\bar{\phi}\left(A^{\prime}\right)\right) \phi(A)=\bar{\phi}\left(A\left(\frac{1}{2} I-A^{\prime}\right)\right)=\frac{1}{2} \phi(A)-\bar{\phi}\left(A A^{\prime}\right)
$$

and $\bar{\phi}\left(A^{\prime}\right) \phi(A)=\bar{\phi}\left(A^{\prime} A\right)$ for all $A$ in $\mathfrak{A}$. The proof is complete.
Employing techniques similar to those used to prove Theorem 3.1 we show the following improvement over Lemma 2.1.

Proposition 3.2. Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^{*}$-algebras, and let $\phi$ be a map in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. Let $\tau$ be a positive linear map of $\mathfrak{A}$ into $\mathfrak{B}$ such that $\tau(I)$ is in the center of $\mathfrak{B}$ and $\tau \leqslant \phi$. If $\phi$ is extreme then $\tau=\tau(I) \phi$.

Proof. Multiplying $\tau$ by a scalar we may assume $\|\tau(I)\|<1$. Hence, by spectral theory, $(I-\tau(I))$ is a positive invertible operator in the center of $\mathfrak{B}$, and there exists $k>0$ such that $k(I-\tau(I))^{-1} \leqslant I$. Thus, if $A$ is a positive operator in $\mathfrak{A}$ then

$$
\begin{gathered}
0 \leqslant k(I-\tau(I))^{-1}(\phi(A)-\tau(A)) \leqslant(\phi(A)-\tau(A)) \leqslant \phi(A), \\
k(I-\tau(I))^{-1}(\phi-\tau) \in \mathfrak{D}(\mathfrak{A}, \mathfrak{B}, k I) .
\end{gathered}
$$

and
Since $\phi$ is extreme $(I-\tau(I))^{-1}(\phi-\tau)=\phi$, and $\tau=\tau(I) \phi$.
Corollary 3.3. Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^{*}$-algebras. Let $B$ be a positive operator in the center of $\mathfrak{B}$. If $\phi$ is extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ then the map $A \rightarrow B \phi(A)$ is extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}, B)$.

Proof. Denote the map by $B \phi$. If $\tau$ is a map in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}, \lambda B)$ and $\tau \leqslant B \phi$, then $\tau \leqslant\|B\| \phi$, so by Proposition $3.2 \tau=\tau(I) \phi=\lambda B \phi$.
R. V. Kadison pointed out the following result to us.

Proposition 3.4. Let $\mathfrak{B}$ be an abelian von Neumann algebra and $\mathfrak{N}$ a $C^{*}$-algebra acting on a Hilbert space $\mathfrak{F}$. Let $\phi$ be extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. Then there exists an extreme extension $\bar{\phi}$ of $\phi$ to $\mathfrak{D}(\mathfrak{B}(\mathfrak{S}), \mathfrak{B})$.

Proof. By [15, Lemma 3] each map in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B})$ has an extension to $\mathfrak{D}(\mathfrak{B}(\mathfrak{S}), \mathfrak{B})$. Let $\mathfrak{C}$ be the set of extensions of $\phi$. Then $\mathfrak{C}$ is a closed convex subset of $\mathfrak{D}(\mathfrak{B}(\mathfrak{S}), \mathfrak{B})$. Since $\mathfrak{B}$ is a von Neumann algebra, $\mathfrak{D}(\mathfrak{B}(\mathfrak{g}), \mathfrak{B})$ is compact. Let $\bar{\phi}$ be an extreme point of $\mathfrak{C}$. It is straightforward to show that $\bar{\phi}$ is extreme in $\mathfrak{D}(\mathfrak{B}(\mathfrak{S}), \mathfrak{B})$.
3.2. Special extremal maps. An important class of maps in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B})$ are the $C^{*}$ -homomorphisms-maps $\phi$ such that $\phi\left(A^{2}\right)=\phi(A)^{2}$ whenever $A$ is a self-adjoint operator. The argument of the following theorem is taken from [9, Lemma 3.2].

Theorem 3.5. Let $\mathfrak{H}$ and $\mathfrak{B}$ be $C^{*}$-algebras and $\phi$ a $C^{*}$-homomorphism in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. Then $\phi$ is extreme.

Proof. We show that if $\phi$ is not extreme then $\phi$ is not a $C^{*}$-homomorphism. By [11, Theorem 1] $\tau\left(A^{2}\right) \geqslant \tau(A)^{2}$ for $A$ self-adjoint, whenever $\tau \in \mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. Suppose $\phi=\frac{1}{2}(\varrho+\psi)$ with $\varrho$ and $\psi$ in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$, and suppose $\varrho \neq \psi$. Let $A$ be a self-adjoint operator in $\mathfrak{A}$ such that $\varrho(A) \neq \psi(A)$. Then

$$
\begin{aligned}
\phi(A)^{2}=\frac{1}{4}(\varrho(A)+\psi(A))^{2} & =\frac{1}{2}\left(\varrho(A)^{2}+\psi(A)^{2}\right)-\frac{1}{4}(\varrho(A)-\psi(A))^{2} \\
& <\frac{1}{2}\left(\varrho(A)^{2}+\psi(A)^{2}\right) \leqslant \frac{1}{2}\left(\varrho\left(A^{2}\right)+\psi\left(A^{2}\right)\right)=\phi\left(A^{2}\right) .
\end{aligned}
$$

The proof is complete.
Combining Theorem 3.1 and Theorem 3.5 we obtain the following result, announced in [8].

Corollary 3.6. Let $\mathfrak{A}$ and $\mathfrak{F}$ be abelian $C^{*}$-algebras. Then the extreme points in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ are the ${ }^{*}$-homomorphisms in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$.

Remark 3.7. If $\mathfrak{H}$ and $\mathfrak{B}$ are $C^{*}$-algebras and $\phi$ is a positive linear map of $\mathfrak{A}$ into $\mathfrak{B}$ then the set $\mathfrak{J}$ (resp. $\mathbb{Z}$ ) of $A$ in $\mathfrak{A}$ for which $\phi\left(A^{*} A\right)=0\left(\right.$ resp. $\left.\phi\left(A A^{*}\right)=0\right)$, is a left (resp. right) ideal in $\mathfrak{A}$-the left (resp. right) kernel of $\phi$. In fact, $\mathfrak{F}$ (resp. $\mathfrak{Z}$ )
is the intersection of the left (resp. right) kernels of the positive linear functionals $f \circ \phi$ as $f$ runs through a separating family of states of $\mathfrak{B}$.

If $\mathfrak{A}$ and $\mathfrak{F}$ are $C^{*}$-algebras acting on Hilbert spaces $\mathfrak{A}$ and $\mathfrak{F}$ respectively and $B$ is a positive operator in $\mathfrak{B}$ then the maps in $\mathfrak{D}(\mathfrak{H}, \mathfrak{F}, B)$ which are analogous to vector states are the ones of the form $A \rightarrow V^{*} A V$, where $V$ is a bounded linear map of $\mathfrak{F}$ into $\mathfrak{K}$.

Theorem 3.8. Let $\mathfrak{A}$ be a $C^{*}$-algebra acting on the Hilbert space $\mathfrak{N}$. Let $\mathfrak{F}$ be a Hilbert space and $V$ a bounded linear map of $\mathfrak{F}$ into $\mathfrak{\Omega}$. Suppose there exist a projection $E^{\prime}$ in $\mathfrak{U}^{\prime}$ and an operator $S$ in $\mathfrak{A}^{-}$such that $V V^{*}=S E^{\prime}$. Then the map $A \rightarrow V^{*} A V$ is extreme in $\mathfrak{D}\left(\mathfrak{A}, \mathfrak{B}(\mathfrak{F}), V^{*} V\right)$.

Proof. Let $V^{*} \cdot V$ denote the map $A \rightarrow V^{*} A V$. Then $V^{*} \cdot V$ is the composition of the homomorphism $A \rightarrow A E^{\prime}$ of $\mathfrak{M}$ onto $\mathfrak{M} E^{\prime}$ and the map $A E^{\prime} \rightarrow V^{*} A E^{\prime} V=V^{*} A V$. By Lemma $2.3 V^{*} \cdot V$ is extreme if and only if the map $A E^{\prime} \rightarrow V^{*} A E^{\prime} V$ is extreme in $\mathfrak{D}\left(\mathfrak{H} E^{\prime}, \mathfrak{B}(\mathfrak{F}), V^{*} V\right)$. We may thus assume $E^{\prime}=I$ and $V V^{*}=S \in \mathfrak{U}^{-}$. Suppose the theorem is proved in the case when $\mathfrak{H}$ is a von Neumann algebra. We show it is then true with $\mathfrak{H}$ a $C^{*}$-algebra. Let $\psi \in \mathfrak{D}\left(\mathfrak{H}, \mathfrak{B}(\mathfrak{H}), \lambda V^{*} V\right)$ satisfy $\psi \leqslant V^{*} \cdot V$. If $\omega_{x}$ is a vector state on $\mathfrak{B}(\mathfrak{S})$ then $\omega_{x} \circ \psi \leqslant \omega_{V x}$, so $\omega_{x} \circ \psi$ is weakly continuous [3, p. 50]. Note that the map $V^{*} \cdot V$ is weakly continuous. By [13. Remark 2.2.3.] $\psi$ has a (unique) positive linear extension mapping $\psi^{-}$of $\mathfrak{H}^{-}$into $\mathfrak{B}(\mathfrak{S})$, which is weakly continuous on the unit sphere in $\mathfrak{A}^{-}$, and $0 \leqslant \psi^{-} \leqslant V^{*} \cdot V$ on $\mathfrak{A}^{-}$. By assumption the theorem holds for $V^{*} \cdot V$ on $\mathfrak{U}^{-}$. Hence $\psi^{-}=\lambda V^{*} \cdot V$ on $\mathfrak{Q}^{-}$. Thus $\psi=\psi^{-} \mid \mathfrak{Z}=\lambda V^{*} \cdot V$ on $\mathfrak{H}$, and the theorem is proved for $\mathfrak{A}$ a $C^{*}$-algebra.

We assume $\mathfrak{A}$ is a von Neumann algebra acting on $\mathfrak{K}$. If $S$ is a positive operator in $\mathfrak{U}$ such that 0 is an isolated point of $\{0\} \cup \sigma(S)$, where $\sigma(S)$ denotes the spectrum of $S$, then $S \cdot S$ is extreme in $\mathfrak{D}\left(\mathfrak{A}, \mathfrak{B}(\mathfrak{N}), S^{2}\right)$. In fact, let $\psi \in \mathfrak{D}\left(\mathfrak{A}, \mathfrak{B}(\mathfrak{R}), \lambda S^{2}\right)$ satisfy $\psi \leqslant S \cdot S$. Let $P$ be the range projection of $S$. Then $P \in \mathfrak{Q}$. With $0 \leqslant A \leqslant I$ in $\mathfrak{A}$

$$
0 \leqslant \psi(A) \leqslant \psi(I)=\lambda S^{2} \leqslant \lambda\left\|S^{2}\right\| P
$$

so that $\psi(A)=P \psi(A) P$. Thus $\psi=P \psi P$. Moreover,

$$
0 \leqslant \psi(I-P) \leqslant S(I-P) S=0
$$

Thus $I-P$ is in the left and right kernels of $\psi$ (Remark 3.7). Thus $\psi(A)=\psi(P A P)$ for all $A$ in $\mathfrak{A}$, and $\psi$ restricts to a map $\psi_{p}$ in $\mathfrak{D}\left(P \mathfrak{A} P, P \mathfrak{B}(\mathscr{A}) P, \lambda S^{2}\right)$. If we show $\psi_{p}=\lambda S \cdot S$ on $P \mathfrak{A} P$, then for $A$ in $\mathfrak{Y}$,

$$
\psi(A)=\psi(P A P)=\psi_{p}(P A P)=\lambda S A S
$$

and $S \cdot S$ is extreme. We may thus assume $P=I$ and $S$ invertible. With $A \geqslant 0$ in $\mathfrak{M}, \psi(A) \leqslant S A S$, so $S^{-1} \psi(A) S^{-1} \leqslant A$, and $S^{-1} \psi(I) S^{-1}=\lambda I$. The identity map of $\mathfrak{A}$ into $\mathfrak{B}(\mathfrak{K})$ is extreme in $\mathfrak{D}(\mathfrak{M}, \mathfrak{B}(\mathfrak{R}), I)$ by Theorem 3.5. Thus $S^{-1} \psi(A) S^{-1}=\lambda A$ for all $A$ in $\mathcal{A}$, and $\psi=\lambda S \cdot S$ as asserted.

Let $S$ be any positive operator in $\mathfrak{A}$. Let $\psi$ be a map as above. For $n$ a positive integer let $E_{n}$ be the spectral projection of $S$ corresponding to the set

$$
\{\lambda \in \sigma(S): \lambda>1 / n\}^{-}
$$

As $n \rightarrow \infty\left(E_{n}\right)$ converges to $P$-the range projection of $S —$ strongly. Note that 0 is an isolated point of $\{0\} \cup \sigma\left(E_{n} S\right)$. Since $\mathscr{H}$ is a von Neumann algebra $E_{n} \in \mathfrak{H}$ and $E_{n} S \geqslant 0$. By the last paragraph $E_{n} S \cdot E_{n} S$ is extreme in $\mathfrak{D}\left(\mathfrak{H}, \mathfrak{B}(\mathfrak{N}), E_{n} S^{2}\right)$, and $E_{n} \psi E_{n} \leqslant E_{n} S \cdot E_{n} S$. Thus $E_{n} \psi E_{n}=\lambda E_{n} S \cdot E_{n} S$. If $\mathfrak{A}_{1}$ is the unit ball in $\mathfrak{A}$ the map $(A, B) \rightarrow A B$ is a strongly continuous map of $\mathfrak{M}_{1} \times \mathfrak{H}$ into $\mathfrak{H}$ [3.p.32]. Thus the map $(B, A) \rightarrow B A B$ is a strongly continuous map of $\mathfrak{A}_{1} \times \mathfrak{A}_{1}$ into $\mathfrak{A}_{1}$. Since $E_{n} \rightarrow P$ strongly $E_{n} A E_{n} \rightarrow P A P$ strongly. Hence, with $A$ in $\mathfrak{H}_{1}$,

$$
\begin{aligned}
\psi(A)=P \psi(A) P & =\text { strong limit }\left(E_{n} \psi(A) E_{n}\right) \\
& =\text { strong limit }\left(\lambda E_{n} S A S E_{n}\right)=\lambda P S A S P=\lambda S A S .
\end{aligned}
$$

Thus $\psi=\lambda S \cdot S$, and $S \cdot S$ is extreme in $\mathfrak{D}\left(\mathfrak{A}, \mathfrak{B}(\mathfrak{N}), S^{2}\right)$ when $S \geqslant 0$ in $\mathfrak{H}$.
In the general case $V$ is a bounded linear map of $\mathfrak{H}$ into $\mathfrak{K}$ and $V V^{*} \in \mathfrak{A}$. Let $\psi \in \mathfrak{D}\left(\mathfrak{M}, \mathfrak{B}(\mathfrak{S}), \lambda V^{*} V\right)$ satisfy $\psi \leqslant V^{*} \cdot V$. Then $V \psi V^{*} \leqslant V V^{*} \cdot V V^{*}$, and

$$
V \psi V^{*} \in \mathfrak{D}\left(\mathfrak{H}, \mathfrak{B}(\mathfrak{N}), \lambda\left(V V^{*}\right)^{2}\right) .
$$

By the last paragraph $V \psi V^{*}=\lambda V V^{*} \cdot V V^{*}$. Again, with $P$ the range projection of $V^{*}, \psi=P \psi P$, and the set $V^{*}(\mathscr{R})$ is dense in $P$. With $x$ and $y$ in $\mathscr{R}$ and $A \in \mathfrak{A}$,

$$
0=\left(V\left(\psi(A)-\lambda V^{*} A V\right) V^{*} x, y\right)=\left(\left(\psi(A)-\lambda V^{*} A V\right) V^{*} x, V^{*} y\right)
$$

so by continuity, $\left(\left(\psi(A)-\lambda V^{*} A V\right) w, z\right)=0$ for all $w, z$ in $\mathfrak{S}$ and all $A$ in $\mathfrak{A}$. Thus $\psi=\lambda V^{*} \cdot V$, and $V^{*} \cdot V$ is extreme. The proof is complete.

Note that if $\mathscr{A}$ is a $C^{*}$-algebra acting on the Hilbert space $\mathscr{\Omega}$ and containing the identity operator on $\mathfrak{K}$, and if $x$ is a unit vector in $\mathfrak{K}$, then $\omega_{x}$ is pure on $\mathfrak{A}$ if and only if $[x]=[\mathfrak{A} x]\left[\mathfrak{U}^{\prime} x\right]$. We generalize this as follows.

Theorem 3.9. Let $\mathfrak{G}$ and $\mathfrak{K}$ be Hilbert spaces and $V$ be an isometry of $\mathfrak{F}$ into $\mathfrak{K}$. Let $\mathfrak{A}$ be a $C^{*}$-algebra acting on $\mathfrak{\Re}$ and containing the identity operator on $\mathfrak{\Re}$. Suppose $V^{*} \mathfrak{Q}{ }^{\prime} V \subset\left(V^{*} \mathfrak{A} V\right)^{\prime \prime}$. Then the following three conditions are equivalent.
(i) (resp. (ii)) The map $A \rightarrow V^{*} A V$ is extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}(\mathfrak{H}))\left(\right.$ resp. $\left.\mathfrak{D}\left(\mathfrak{A},\left(V^{*} \mathfrak{H} V\right)^{\prime \prime}\right)\right)$ and $V^{*} \mathfrak{Z}{ }^{\prime} V \subset\left(V^{*} \mathfrak{A} V\right)^{\prime}$.
(iii) $V V^{*}=[\mathfrak{H} V(\mathfrak{S})]\left[\mathfrak{H} \mathfrak{U}^{\prime} V(\mathfrak{S})\right]$.

Proof. Clearly (i) implies (ii). Assume (ii). The operator $P=V V^{*}$ is a projection in $\mathfrak{B}(\mathscr{I})$. By assumption $V^{*} \mathfrak{U} \mathfrak{U}^{\prime} V$ is contained in the center of the von Neumann algebra $\left(V^{*} \mathfrak{A} V\right)^{\prime \prime}$. Let $E=[\mathfrak{H} V(\mathfrak{S})]$. Then $E \in \mathfrak{H}$ and $P \leqslant E$. Assume for the moment that $E=I$. Then vectors of the form $y=A V x$, with $A$ in $\mathfrak{Y}$ and $x$ in $\mathfrak{F}$, generate a dense linear manifold in $\mathfrak{K}$, and if $A^{\prime} \in \mathfrak{X}^{\prime}$ then

$$
P A^{\prime} y=P A^{\prime} A V x=V V^{*} A^{\prime} P A V x=P A^{\prime} P y
$$

using Theorem 3.1. Thus $P A^{\prime}=P A^{\prime} P=A^{\prime} P$ for all self-adjoint $A^{\prime}$ in $\mathfrak{U}^{\prime}$. Thus $P \in \mathfrak{U ^ { \prime \prime }}$. Thus $P=\left[\mathcal{Y}^{\prime} P\right]$. In the general case $V^{*} \cdot V$ is the composition of the maps $A \rightarrow A E \rightarrow$ $V^{*} A E V\left(=V^{*} A V\right)$. By Lemma 2.3 the second map is extreme in $\mathfrak{D}\left(\mathfrak{H} E,\left(V^{*} \mathfrak{Q} V\right)^{\prime \prime}\right)$. By the above and [3. Proposition 1.p.18]

$$
P=\left[(\mathfrak{A} E)^{\prime} P\right]=\left[E \mathfrak{U}^{\prime} E P\right]=E\left[\mathfrak{U}^{\prime} P\right]=[\mathfrak{A} P]\left[\mathfrak{A}^{\prime} P\right]
$$

Now suppose $P=[\mathfrak{H} P]\left[\mathfrak{H}^{\prime} P\right]$. Since $[\mathfrak{M} P] \in \mathfrak{H}$ and $\left[\mathfrak{H}^{\prime} P\right] \in \mathfrak{H}^{\prime \prime}=\mathfrak{H}^{-}, V^{*} \cdot V$ is extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}(\mathfrak{S}))$ by Theorem 3.8. Let $A \in \mathfrak{H}$ and $A^{\prime} \in \mathfrak{A}$. Then

$$
\begin{aligned}
\left(V^{*} A^{\prime} V\right)\left(V^{*} A V\right)=V^{*} A^{\prime} P A V & =V^{*} A^{\prime}\left[\mathfrak{H}{ }^{\prime} P\right][\mathfrak{H} P] A V=V^{*}[\mathfrak{H} P] A^{\prime} A[\mathfrak{H} P] V \\
& =V^{*} A A^{\prime} V=V^{*}[\mathfrak{H} P] A A^{\prime}\left[\mathfrak{\mathfrak { H } ^ { \prime } P ] V = V ^ { * } A V ^ { * } V A ^ { \prime } V}\right.
\end{aligned}
$$

so that $V^{*} \mathfrak{Y} \mathfrak{X}^{\prime} V \subset\left(V^{*} \mathfrak{A} V\right)^{\prime}$. (i) holds, and the proof is complete.
3.3. Classes of extremal maps. We distinguish the extreme points in $\mathfrak{D}(\mathfrak{N}, \mathfrak{B}(\mathfrak{S}))$ into classes, one class for each ordinal number less than or equal to the dimension of $\mathfrak{S}$.

Definition 3.10. Let $\mathfrak{F}$ be a family of projections in $\mathfrak{B}(\mathfrak{F})$, where $\mathfrak{S j}$ is a Hilbert space. Then $\mathfrak{F}$ is a separating family of dimension $\alpha$ if
(i) $\operatorname{dim} Q=\alpha$ for each $Q$ in $\mathfrak{F}$.
(ii) for each projection $P$ in $\mathfrak{B}(\mathfrak{G})$ such that $\operatorname{dim} P>\alpha$ and each vector $x$ in $P$ there exists $Q$ in $\mathfrak{F}$ such that $x \in Q$ and $Q \leqslant P$.
(iii) if $\alpha=\operatorname{dim} \mathfrak{F}$ then for each $x \in \mathfrak{G}$ there exists $Q \in \mathfrak{F}$ such that $x \in Q$.

Proposition 3.11. Let $\mathfrak{M}$ be a $C^{*}$-algebra and $\mathfrak{5}$ a Hilbert space. Let $\phi$ be a map in $\mathfrak{D}(\mathfrak{M}, \mathfrak{B}(\mathfrak{F}))$. Let $\mathfrak{F}$ be a separating family of projections of dimension $\alpha$ in $\mathfrak{B}(\mathfrak{H})$ such that the map $Q \phi Q$ is extreme in $\mathfrak{D}(\mathfrak{A}, Q \mathfrak{B}(\mathfrak{H}) Q)$ for each $Q$ in $\mathfrak{F}$. Then $\phi$ is extreme. If $\phi$ is extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{P}(\mathfrak{F})$ ) then there exists a minimal ordinal num-
ber $\alpha$ such that there exists a separating family of dimension $\alpha$ in $\mathfrak{B}(\mathfrak{F})$ such that the map $Q \phi Q$ is extreme in $\mathfrak{D}(\mathfrak{A}, Q \mathfrak{B}(\mathfrak{F}) Q)$ for each $Q$ in it. We say $\phi$ is extreme of class $\alpha$.

Proof. Let $\tau$ be a map in $\mathfrak{D}(\mathfrak{X}, \mathfrak{B}(\mathfrak{F}), \lambda I)$ such that $\tau \leqslant \phi$. Then for each $Q$ in $\mathfrak{F}, Q \tau Q=\lambda Q \phi Q$, since $Q \phi Q$ is extreme. If $S$ is a self-adjoint operator in $\mathfrak{A}$ then $T=(\tau-\lambda \phi)(S)$ is self-adjoint in $\mathfrak{F}(\mathfrak{H})$ and $Q T Q=0$ for each $Q$ in $\mathfrak{F}$. If $x \in \mathfrak{F}$ then there exists $Q$ in $\mathfrak{F}$ such that $x \in Q$. Thus $(T x, x)=(T Q x, Q x)=(Q T Q x, x)=0$, and $T=0$. Thus $\tau=\lambda \phi$, and $\phi$ is extreme. If $P$ is a projection in $\mathfrak{B}(\mathfrak{g})$ of dimension greater than $\alpha$ then, similarly, $P \phi P$ is extreme in $\mathfrak{D}(\mathfrak{A}, P \mathfrak{B}(\mathfrak{F}) P)$. Suppose $\phi$ is an extremal map in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}(\mathfrak{H}))$. The family consisting of the identity operator alone is a separating family of dimension equal to $\operatorname{dim} \mathfrak{F}$, and the map $I \phi I=\phi$ is extreme in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B}(\mathfrak{F}))$. By the above there exists a minimal ordinal number $\alpha$ and a separating family $\mathfrak{F}$ of projections of dimension $\alpha$ in $\mathfrak{B}(\mathfrak{S})$ such that the map $Q \phi Q$ is extreme in $\mathfrak{D}(\mathfrak{H}, Q \mathfrak{B}(\mathfrak{H}) Q)$ for all $Q$ in $\mathfrak{F}$.

## 4. Geometrical conditions

We impose a geometrical condition on the maps in $\mathfrak{D}(\mathfrak{H}, \mathfrak{P})$ and show that this condition is closely related to, however, is not in general equivalent to, extremality (see Example 8.13).
4.1. Definition and basic properties.

Definition 4.1. Let $\mathfrak{B}$ be a $C^{*}$-algebra acting on a Hilbert space $\mathfrak{5}$. If $A$ is an operator in $\mathfrak{B}, r(A)$ denotes the range projection of $A$ and $n(A)$ the null space of $A$. If $\mathfrak{H}$ is a $C^{*}$-algebra and $\phi \in \mathfrak{D}(\mathfrak{M}, \mathfrak{B}, B), B$ a positive operator in $\mathfrak{B}$, we denote by $r(\phi)$ the map of $\mathfrak{A}$ into $\mathfrak{B}^{-}$given by $A \rightarrow r(\phi(A))$. If $\tau$ is another map in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}, B)$ we say $r(\tau) \leqslant r(\phi)$ if $r(\tau(A)) \leqslant r(\phi(A))$ for each positive operator $A$ in $\mathfrak{A} . \phi$ is said to have minimal range if whenever $\tau$ is in $\mathfrak{D}(\mathfrak{Y}, \mathfrak{B}, B)$ and $r(\tau) \leqslant r(\phi)$ then $\tau=\phi$.

It is immediate that a map $\phi$ of minimal range in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B}, B)$ is extreme. In fact, if $\tau \in \mathfrak{D}(\mathfrak{H}, \mathfrak{B}, \lambda B), \lambda \neq 0$, and $\tau \leqslant \phi$, then $\lambda^{-1} \tau \in \mathfrak{D}(\mathfrak{A}, \mathfrak{B}, B)$ and $r\left(\lambda^{-1} \tau\right) \leqslant r(\phi)$, so $\lambda^{-1} \tau=\phi$, and $\phi$ is extreme.

Remark 4.2. If $\mathfrak{A}$ and $\mathfrak{B}$ are as above, $\mathfrak{F}$ the convex hull of the maps in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ having minimal range, then $\phi$ in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ has minimal range if and only if $\phi$ is in $\mathbb{C}$ and if $\tau \in \mathbb{C}$ with $r(\tau) \leqslant r(\phi)$ then $r(\tau)=r(\phi)$. The necessity is obvious. Conversely, if $\left\{A_{\alpha}\right\}_{\alpha \in I}$ are positive operators in $\mathfrak{B}$ then

$$
\begin{gathered}
n\left(\sum_{\alpha \in I} A_{\alpha}\right)=\Lambda_{\alpha \in I} n\left(A_{\alpha}\right), \\
r\left(\sum_{\alpha \in I} A_{\alpha}\right)=I-\Lambda_{\alpha \in I} n\left(A_{\alpha}\right)=\mathbf{V}_{\alpha \in I}\left(I-n\left(A_{\alpha}\right)\right)=\mathbf{V}_{\alpha \in I} r\left(A_{\alpha}\right) .
\end{gathered}
$$

Let $\phi=\sum_{i=1}^{n} \lambda_{i} \phi_{i}$ be a convex sum of extreme maps in $\mathbb{C}$ satisfying the conditions above. Then for $A$ positive in $\mathfrak{A}$,

$$
r(\phi(A))=r\left(\sum_{i=1}^{n} \lambda_{i} \phi_{i}(A)\right)==_{i=1}^{n} r\left(\phi_{i}(A)\right)
$$

since $\lambda_{i} \neq 0$. Therefore $r\left(\phi_{i}\right) \leqslant r(\phi)$ for $i=1, \ldots, n$, so by assumption $r\left(\phi_{i}\right)=r(\phi)$, and $\phi_{i}=\phi$. Thus $\phi$ has minimal range.

Lemma 4.3. Let $\mathfrak{N}$ and $\mathfrak{B}$ be $C^{*}$-algebras, $\mathfrak{B}$ acting on the Hilbert space $\mathfrak{F}$. Then every pure state in $\mathfrak{D}(\mathfrak{N}, \mathfrak{F})$ has minimal range.

Proof. Let $\phi$ be a pure state in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. Let $\mathfrak{J}$ be its left kernel. By [12] the null space of $\phi$ is $\mathfrak{F}+\mathfrak{F}^{*}$. If $\tau \in \mathfrak{D}(\mathfrak{A}, \mathfrak{F})$ and $r(\tau) \leqslant r(\phi)$ then the left kernel of $\tau$ contains that of $\phi$, and hence the null space of $\tau$ contains that of $\phi$. Thus $\tau$ is a state and equals $\phi$.

Proposition 4.4. Let $\mathfrak{A}$ be a $C^{*}$-algebra and $\mathfrak{F}$ a Hilbert space. Let $\phi$ be a map in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}(\mathfrak{F}))$. Suppose $P \phi P$ has minimal range in $\mathfrak{I}(\mathfrak{N}, P \mathfrak{O}(\mathfrak{F}) P)$ for each projection $P$ in a separating family $\mathfrak{F}$ of dimension $\alpha$. Then $\phi$ has minimal range. In particular, if $\phi$ is of class 1 then $\phi$ has minimal range.

Proof. Let $P$ be a projection in $\mathfrak{F}$. If $A$ and $B$ are positive operators in $\mathfrak{B}(\mathfrak{F})$ and $r(A) \leqslant r(B)$ then $n(A) \geqslant n(B)$, so $n(P A P) \geqslant n(P B P)$, and $r(P A P) \leqslant r(P B P)$. Thus, if $\tau \in \mathfrak{D}(\mathfrak{Y}, \mathfrak{B}(\mathfrak{W}))$ and $r(\tau) \leqslant r(\phi)$ then $r(P \tau P) \leqslant r(P \phi P)$, and $P_{\tau} P=P \phi P$ for each $P$ in $\mathfrak{F}$. Thus $\tau=\phi$. Suppose $\phi$ is of class 1. If $x$ is a unit vector in $\mathfrak{F}$ then $[x] \phi[x]\left(=[x] \omega_{x} \circ \phi\right)$ has minimal range in $\mathfrak{D}(\mathfrak{P},[x] \mathfrak{B}(\mathfrak{N})[x])$ by Lemma 4.3. Thus $\phi$ has minimal range.

Theorem 4.5. Let $\mathfrak{M}$ and $\mathfrak{F}$ be $C^{*}$-algebras, $\mathfrak{B}$ acting on the Hilbert space $\mathfrak{S}$. Let $\phi$ be a map in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B})$, and suppose there exists a subset $\mathfrak{S}$ of $\mathfrak{M}$ consisting of positive operators of norm less than or equal to 1 satisfying the following conditions:
(i) There exists $k>0$ such that $\phi(S)^{2} \geqslant k \phi(S)$ for all $S$ in $S$.
(ii) If $A$ is positive in $\mathfrak{H}$ and $\varepsilon>0$ is given, then there exist $A_{1}, \ldots, A_{n}$ in $\subseteq$ and positive real numbers $a_{1}, \ldots, a_{n}$ such that $\left\|\sum_{i-1}^{n} a_{i} A_{i}-A\right\|<\varepsilon$.

Then if $\tau \in \mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ and $r(\tau) \leqslant r(\phi)$ then $k \tau \leqslant \phi$. In particular, if $\phi$ is extreme then $\phi$ has minimal range.

Proof. If $A$ is positive in $\mathfrak{A}$ we have to show $k \tau(A) \leqslant \phi(A)$. Assume first that $A \in \mathbb{S}$. Consider the von Neumann algebras acting on $\mathfrak{H}$ generated by $\tau(A)$ and $I$, and $\phi(A)$ and $I$, respectively. Let $\delta>0$ be given and let $\sum_{s=1}^{n} a_{s} F_{s}$ and $\sum_{j=1}^{m} b_{j} G_{j}$ be approximations to $\tau(A)$ and $\phi(A)$, respectively, with

$$
\sum_{s=1}^{n} F_{s}=r(\tau(A)), \sum_{j=1}^{m} G_{j}=r(\phi(A))
$$

$a_{s} \neq 0$ in $\sigma(\tau(A)), b_{j} \neq 0$ in $\sigma(\phi(A))$, and such that

$$
\left\|\sum_{s=1}^{n} a_{s} F_{s}-\tau(A)\right\| \leqslant \delta \text { and }\left\|\sum_{j=1}^{m} b_{j} G_{j}-\phi(A)\right\| \leqslant \delta .
$$

Since $\phi(A)^{2} \geqslant k \phi(A)$ it follows by spectral theory that $b_{j} \geqslant k$. In fact, if $b \neq 0$ is in $\sigma(\phi(A))$ then $b^{2} \geqslant k b$, so $b \geqslant k$, since $\phi(A)$ goes into the identity function in $C(\sigma(\phi(A)))$ by the canonical isomorphism. Moreover, $\|A\| \leqslant 1$, so $0<a_{s} \leqslant 1$. Thus

$$
\begin{aligned}
\phi(A)-k \tau(A) & =\left(\phi(A)-\sum_{j} b_{j} G_{j}\right)+\left(\sum_{j} b_{j} G_{j}-k \sum_{s} a_{s} F_{s}\right)+k\left(\sum_{s} a_{s} F_{s}-\tau(A)\right) \\
& \geqslant-\delta+\left(\sum_{j} k G_{j}-k \sum_{s} F_{s}\right)-k \delta \\
& =-(1+k) \delta+k(r(\phi(A))-r(\tau(A))) \\
& \geqslant-(1+k) \delta .
\end{aligned}
$$

Since $\delta$ is arbitrary, $\phi(A)-k \tau(A) \geqslant 0$. Now let $A$ be any positive operator in $\mathfrak{A}$. Let $\varepsilon>0$ be given. Then there exist $A_{1}, \ldots, A_{n}$ in $\mathbb{S}$ and $c_{i}>0, i=1, \ldots, n$, such that $\left\|\sum_{i=1}^{n} c_{i} A_{i}-A\right\|<\varepsilon$, and $k \tau\left(A_{i}\right) \leqslant \phi\left(A_{i}\right)$ by the preceding. Thus

$$
\begin{aligned}
\phi(A)-k \tau(A) & =\phi\left(A-\sum_{i} c_{i} A_{i}\right)+\sum_{i} c_{i}\left(\phi\left(A_{i}\right)-k \tau\left(A_{i}\right)\right)-k \tau\left(A-\sum_{i} c_{i} A_{i}\right) \\
& \geqslant-\varepsilon-k \varepsilon=-(\mathbf{l}+k) \varepsilon .
\end{aligned}
$$

Since $\varepsilon$ is arbitrary, $\phi(A) \geqslant k \tau(A)$, and $\phi \geqslant k \tau$. The proof is complete.
Corollary 4.6. Let $\mathfrak{A}$ be a von Neumann algebra and $\mathfrak{B}$ a $C^{*}$-algebra acting on the Hilbert space $\mathfrak{G}$. If $\phi \in \mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ and there exists $k>0$ such that $\phi(E)^{2} \geqslant k \phi(E)$ for each projection $E$ in $\mathfrak{U}$, then if $\tau$ is in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ and $r(\tau) \leqslant r(\phi)$, then $k \tau \leqslant \phi$. In particular, if $\phi$ is a $C^{*}$-homomorphism then $\phi$ has minimal range.

Proof. Let $\mathfrak{S}$ be the subset of $\mathfrak{H}$ consisting of all projections in $\mathfrak{A}$. Then $\mathfrak{S}$ satisfies the conditions of Theorem 4.5. If $\phi$ is a $C^{*}$-homomorphism then $\phi$ is extreme by Theorem 3.5, and $\phi(E)^{2}=\phi(E)$, so $\phi$ has minimal range.

Example 4.7. Let $Z$ be the integers and $\mu$ the Lebesgue measure, $\mu(n)=1$ for all $n \in Z$. As in [15] let $\mathfrak{N}_{d}$ be the "discrete algebra", i.e. the maximal abelian von Neumann algebra consisting of operators $T_{g}$, with $g$ an essentially bounded $\mu$-measurable function on $Z$, where $T_{g}(h)=g h$ for each $h$ in $L_{2}(Z, \mu)$. In the terminology of [15] let $\mathfrak{D}$ be the unique diagonal process relative to $\mathfrak{A}_{d}$ [15, Theorem 1]. If $\mathfrak{A}_{d}$ acts on $\mathfrak{G}$ then $\mathfrak{D}$ has minimal range in $\mathfrak{D}\left(\mathfrak{B}(\mathfrak{F}), \mathfrak{N}_{d}\right)$. In fact, let $\tau$ be a map in $\mathfrak{D}\left(\mathfrak{B}(\mathfrak{y}), \mathfrak{U}_{d}\right)$ such that $r(\tau) \leqslant r(\mathfrak{D})$. Then in particular $r\left(\tau \mid \mathfrak{U}_{d}\right) \leqslant r\left(\mathfrak{D} \mid \mathfrak{H}_{d}\right)$. Since $\mathfrak{D} \mid \mathfrak{A}_{d}$ is the identity map $\tau\left|\mathfrak{N}_{d}=\mathfrak{D}\right| \mathfrak{U}_{d}$ by Corollary 4.6. Since $\mathfrak{D}$ is the unique positive extension of the identity map of $\mathfrak{M}_{d}$ to $\mathfrak{B}(\mathfrak{F}), \tau=\mathfrak{D}$, and $\mathfrak{D}$ has minimal range. Using Proposition 3.4 we could similarly prove the weaker result that $\mathfrak{D}$ is extreme.
4.2. Maps from abelian $C^{*}$-algebras.

Definition 4.8. Let $X$ be a compact Hausdorff space. Let $\phi$ be a positive linear map of $C(X)$ into a $C^{*}$-algebra. Let $Y$ be a closed subset of $X$. We say $\phi$ lives on $Y$ if $\phi(f)=0$ for each function $f$ in $C(X)$ such that support $f \cap Y=\phi$.

Lemma 4.9. Let $\mathfrak{A}$ be a $C^{*}$-algebra and $\mathfrak{C}=C(X)$ the center of $\mathfrak{N}$. Let $\mathfrak{B}$ be a matrix algebra. If $\phi$ is extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ then $\phi \mid \mathfrak{C}$ lives on a finite subset of $X$.

Proof. Let $N$ be the null space of $\phi$. By Theorem 3.1 $N \cap \mathbb{C}$ is an ideal in $\mathbb{C}$, which generates a closed two-sided ideal $\mathfrak{F}$ in $\mathfrak{A}$, and $\mathfrak{F} \subset N$. Let $\varrho$ be the canonical homomorphism $\mathfrak{A} \rightarrow \mathfrak{H} / \mathfrak{F}$. Then $\phi=\phi^{\prime} \circ \varrho$, where $\phi^{\prime} \mid \varrho(\mathbb{C})$ is an injective positive linear map of the abelian $C^{*}$-algebra $\varrho(\mathbb{C})$ into $\mathfrak{B}$. Say $\varrho(\mathbb{C})=C(Y)$. To prove the lemma it suffices to show that $Y$ consists of a finite number of points. $\mathfrak{B}$ is a matrix algebra, hence a subset of some $M_{n}$. We show Card $Y \leqslant n^{2}$. In fact, let $r \leqslant$ Card $Y$ and let $x_{1}, \ldots, x_{r}$ be $r$ distinct points in $Y$. Imbed $C^{r} \cong C x_{1} \oplus \ldots \oplus C x_{r}$ into $C(Y)$ as follows: for each $x_{i}$ let $f_{i}$ be a positive function in $C(Y)$ such that

$$
f_{i}\left(x_{j}\right)=\delta_{i j}(1 \leqslant i, j \leqslant r)
$$

$\operatorname{Map} C x_{1} \oplus \ldots \oplus C x_{r}$ into $C(Y)$ by

$$
\tau: \sum_{i=1}^{r} a_{i} x_{i} \rightarrow \sum_{i=1}^{r} a_{i} f_{i} .
$$

Then $\tau$ is linear and injective. Thus $\phi^{\prime} \circ \tau$ is a linear imbedding of $C^{r}$ into $C^{n^{2}}$. But this is impossible unless $r \leqslant n^{2}$. Thus Card $Y \leqslant n^{2}$. The proof is complete.

Theorem 4.10. Let $\mathfrak{M}$ be an abelian $C^{*}$-algebra and $\mathfrak{B}$ a matrix algebra. Then every extremal map in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B})$ has minimal range.

Proof. Let $\phi$ be extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ and let $N$ be the null space of $\phi$. Then $N$ is an ideal in $\mathfrak{A}$ (by Theorem 3.1). Let $\tau \in \mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ and $r(\tau) \leqslant r(\phi)$. Then $N$ is contained in the null space of $\tau$. Let $\varrho$ be the canonical homomorphism $\mathfrak{A} \rightarrow \mathfrak{U} / N$. Then $\phi=\phi^{\prime} \circ \varrho$ and $\tau=\tau^{\prime} \circ \varrho$ with $\phi^{\prime}$ extreme in $\mathfrak{D}(\mathfrak{A} / N, \mathfrak{B})$ by Lemma 2.3, and $r\left(\tau^{\prime}\right) \leqslant r\left(\phi^{\prime}\right) . \quad \mathfrak{H} / N \cong C(X)$, with $X$ a finite set by Lemma 4.9. Thus there exist orthogonal minimal projections $E_{1}, \ldots, E_{r}$ which generate $\mathfrak{A} / N$. Since $\mathfrak{B}$ is a matrix algebra there exists $k>0$ such that $\phi^{\prime}\left(E_{i}\right)^{2} \geqslant k \phi^{\prime}\left(E_{i}\right),(1 \leqslant i \leqslant r)$. By Theorem $4.5 \tau^{\prime}=\phi^{\prime}$, so $\tau=\phi$, and $\phi$ has minimal range.

Corollary 4.11. Let $\mathfrak{A}$ be an abelian $O^{*}$-algebra and $\mathfrak{F}$ a Hilbert space. Let $\phi \in \mathfrak{D}(\mathfrak{M}, \mathfrak{B}(\mathfrak{S}))$. Suppose $\phi$ is extreme of class $n$, with $n$ an integer. Then $\phi$ has minimal range.

This is immediate from Theorem 4.10 and Proposition 4.4.
Remark 4.12. We outline a proof of Theorem 4.10 which does not make use of Theorem 4.5. Let $\phi$ be extreme in $\mathfrak{D}(\mathfrak{Y}, \mathfrak{B})$. By $[20] \phi=V^{*} \varrho V$, where $V$ is an isometry of $\mathfrak{F}$-the (finite dimensional) Hilbert space on which $\mathfrak{B}$ acts-into a Hilbert space $\mathscr{\Omega}$, and $\varrho$ is $a^{*}$-representation of $\mathfrak{A}$ on $\mathfrak{K}$. By Lemma 4.9 we may assume $\varrho(\mathfrak{Z}) \cong C(X)$ with $X$ a finite set. As in the proof of Theorem 4.10 we have to show that the map $A \rightarrow V^{*} A V$ has minimal range in $\mathfrak{D}(\varrho(\mathfrak{C}), \mathfrak{B})$ The map $B \rightarrow V B V^{*}$ is an isomorphism of $\mathfrak{F}$ into $\mathfrak{B}(\mathfrak{K})$. We may thus assume $\phi$ is the map $A \rightarrow P A P$ of $\mathfrak{A}(=\varrho(\mathfrak{A}))$ into $\mathfrak{B} \subset \mathfrak{B}(\mathfrak{N})$, where $P=V V^{*}$ is a finite dimensional projection. Let $\tau \in \mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ be such that $r(\tau) \leqslant r(\phi)$. If $A$ and $B$ are positive operators in $\mathfrak{B}(\mathfrak{R})$ and $r(A) \leqslant r(P B P)$ then there exists a positive operator $C$ in $\mathfrak{B}(\mathfrak{\Re})$ such that $r(C) \leqslant r(B)$ and $P C P=A$. Thus, with $E$ a minimal projection in $\mathfrak{A}$ then $r(\tau(E)) \leqslant r(P E P)$, so there exists $C \geqslant 0$ in $\mathfrak{Y}^{\prime}, C E=C$ and $P C E P=\tau(E)$. Thus there exists a positive operator $A^{\prime}$ in $\mathfrak{Y}^{\prime}$ such that $\tau(A)=P A^{\prime} A P$, for all $A$ in $\mathfrak{Y}$. By Theorem $3.1 \tau(A)=$ $\left(P A^{\prime} P\right) P A P=P A P=\phi(A)$, and $\phi$ has minimal range.

Remark 4.13. Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^{*}$-algebras, $\mathfrak{B}$ acting on the Hilbert space $\mathfrak{F}$. Let $\tau$ and $\phi$ be maps in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. If $x$ is a unit vector in $\mathfrak{H}$ denote by $I_{x}$ (resp. $J_{x}$ ) the left kernel of the state $\omega_{x} \circ \tau$ (resp. $\omega_{x} \circ \phi$ ). Then $r(\tau) \leqslant r(\phi)$ if and only if $I_{x} \supset J_{x}$ for each unit vector $x$ in $\mathfrak{S}$. In fact, with $A \geqslant 0$ in $\mathfrak{A}$ then $r(\tau(A)) \leqslant r(\phi(A))$ if and only if $n(\tau(A)) \geqslant n(\phi(A))$ if and only if $\phi(A) x=0$ implies $\tau(A) x=0$ for all $x$ if and only if $\omega_{x} \circ \phi(A)=0$ implies $\omega_{x} \circ \tau(A)=0$ for all $x$ if and only if $I_{x} \supset J_{x}$ for each unit vector $x \in \mathfrak{F}$. If $f$ is a state of $\mathfrak{B}$ denote by $I_{f}$ (resp. $J_{f}$ ) the left kernel of the state $f \circ \tau$ (resp. $f \circ \phi$ ) of $\mathfrak{A}$. It is a plausible conjecture that if $\mathfrak{X}$ is an
abelian $C^{*}$-algebra then $\phi$ is extreme if and only if, whenever $\tau \in \mathfrak{D}(\mathfrak{N}, \mathfrak{B})$ and $I_{f} \supset J_{f}$ for all states $f$ then $\tau=\phi$.

Example 4.14. In view of Theorem 3.1 and Lemma 4.9 it might be conjectured that if $\mathfrak{A}$ and $\mathfrak{B}$ are $C^{*}$-algebras, $\mathfrak{C}$ the center of $\mathfrak{N}$, and $\phi$ extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$, then $\phi$ restricted to $\mathfrak{C}$ is extreme in $\mathfrak{D}(\mathfrak{C}, \mathfrak{B})$. This is false, as the following example shows. Let $\mathfrak{N}=M_{2} \oplus M_{3}$ and $\mathfrak{F}=M_{4}$. Let $\phi^{\prime}$ be the map of $\mathfrak{A}$ into $\mathfrak{B}$ defined as follows: if $A \in M_{2}$ and $B \in M_{3}$ let

$$
\phi^{\prime}(A)=\left(\begin{array}{ccc}
(A) & 0 & 0 \\
0 & 0 & 0
\end{array}\right) 0 . \quad \phi^{\prime}(B)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & & & \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Let $S=\phi^{\prime}(I)$, and let $\phi=S^{-\frac{1}{2}} \phi^{\prime} S^{-\frac{1}{2}}$. The center © of $\mathfrak{N}$ equals $C I_{2} \oplus C I_{3}$, where $I_{i}$ is the identity operator in $M_{i}(i=2,3)$. Clearly $\phi$ (resp. $\phi \mid \mathfrak{C}$ ) is extreme in $\mathfrak{D}(\mathfrak{N}, \mathfrak{B})$ (resp. $\mathfrak{D}(\mathfrak{C}, \mathfrak{B})$ ) if and only if $\phi^{\prime}$ (resp. $\left.\phi^{\prime} \mid \mathfrak{C}\right)$ is extreme in $\mathfrak{D}(\mathfrak{Y}, \mathfrak{B}, S)$ (resp. $\mathfrak{D}(\mathfrak{C}, \mathfrak{B}, \mathcal{S})$ ). By Theorem $4.10 \phi \mid \mathbb{C}$ is not extreme in $\mathfrak{D}(\mathbb{C}, \mathfrak{B})$. We show $\phi^{\prime}$ has minimal range. Suppose $\tau \in \mathfrak{D}(\mathfrak{A}, \mathfrak{B}, S)$ and $r(\tau) \leqslant r\left(\phi^{\prime}\right)$. If $E$ is a 1 -dimensional projection in $\mathfrak{A}$ then either $E \in M_{2}$ or $E \in M_{3}$, and $\phi^{\prime}(E)=F$ is a 1 -dimensional projection in $\mathfrak{B}$, say $E \in M_{2}$. $r(\tau(E)) \leqslant F$, so $\tau(E)=\lambda F$. Let $P=\left(a_{i j}\right) \in M_{2}$ be the projection with $a_{11}=1$. Since $\tau(I)=\phi^{\prime}(I)=S$, and $1=S_{11}=\phi^{\prime}(P)_{11}, \tau(P)_{11}=1$. Thus, by linearity,

$$
\tau\left(\left(\begin{array}{ll}
w & x \\
y & z
\end{array}\right) \oplus B\right)_{11}=w
$$

where $B \in M_{3}$. Now

$$
E=\left(\begin{array}{lc}
|x|^{2} & y \\
y & 1-|x|^{2}
\end{array}\right) .
$$

Thus $\tau(E)_{11}=|x|^{2}=\lambda F_{11}=\lambda|x|^{2}$. Thus $\lambda=1$ unless $x=0$. Let $E$ be a projection as above with $x \neq 0$, 1. Let $G=I_{2}-E$. Then $\tau(E)=\phi^{\prime}(E)$ and $\tau(G)=\phi^{\prime}(G)$. Moreover, $\tau(P)=\phi^{\prime}(P)$. Thus

$$
\tau\left(I_{2}-P\right)=\tau(E)+\tau(G)-\tau(P)=\phi^{\prime}(E)+\phi^{\prime}(G)-\phi^{\prime}(P)=\phi^{\prime}\left(I_{2}-P\right)
$$

Thus $\tau(E)=\phi^{\prime}(E)$ for each l-dimensional projection $E$ in $M_{2}$. Similarly $\tau(E)=\phi^{\prime}(E)$ for each 1-dimensional projection $E$ in $M_{3}$. Thus $\tau=\phi^{\prime}$, and $\phi^{\prime}$ has minimal range.
4.3. Geometry. We show that the extremal maps in $\mathfrak{D}(\mathcal{H}, \mathfrak{B})$, $\mathfrak{A}$ an abelian $C^{*}$ algebra and $\mathfrak{B}$ a matrix algebra, are "approximately" homomorphisms. In view of

Lemma 4.9 we may assume $\mathfrak{H}$ is an abelian matrix algebra and each extreme map in $\mathfrak{D}(\mathfrak{M}, \mathfrak{B})$ is injective.

Definition 4.15. Let $\left\{S_{\alpha}\right\}_{\alpha \in I}$ be a finite set of self-adjoint operators acting on a Hilbert space. We say the set is linearly independent if $\sum_{\alpha \in I} k_{\alpha} S_{\alpha}=0$ with $k_{\alpha}$ real numbers implies $k_{\alpha}=0$. The set is said to be a minimal set if there exist real constants $k_{\alpha}$ such that $\sum_{\alpha \in I} k_{\alpha} S_{\alpha}=I$, and if $J \subset I$ and $h_{\beta}$ are real numbers then $\sum_{\beta \in J} h_{\beta} S_{\beta}=I$ implies $J=I$.

We omit the easy proof of the following lemma.
Lemma 4.16. Let $\left\{S_{\alpha}\right\}_{\alpha \in I}$ be a finite set of self-adjoint operators. Then the following three conditions are equivalent.
(i) $\left\{S_{\alpha}\right\}_{\alpha \in I}$ is a minimal set.
(ii) $\left\{S_{\alpha}\right\}_{\alpha \in I}$ is linearly independent and there exist real numbers $k_{\alpha} \neq 0$ such that $\sum_{\alpha \in I} k_{\alpha} S_{\alpha}=I$.
(iii) There exist unique $k_{\alpha} \neq 0$ such that $\sum_{\alpha \in I} k_{\alpha} S_{\alpha}=I$.

We denote $\left\{S_{\alpha}\right\}_{\alpha \in I}$ by $\left\{S_{\alpha}, k_{\alpha}\right\}_{\alpha \in I}$. We say $\left\{S_{\alpha}, k_{\alpha}\right\}_{\alpha \in I}$ is a positive minimal set if each $k_{\alpha}>0$.

Lemma 4.17. Let $\mathfrak{H}$ be an abelian matrix algebra and $\mathfrak{B}$ a matrix algebra. Let $E_{1}, \ldots, E_{n}$ be the minimal projections in $\mathfrak{N}$. Let $\phi$ be extreme and injective in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B})$. Let

$$
\phi\left(E_{i}\right)=\sum_{1 \leqslant j \leqslant n_{i}} k_{i j} F_{i j}
$$

where $k_{i}>0$, and $F_{i j}$ are the spectral projections for $\phi\left(E_{i}\right),(i=1, \ldots, n)$. Then $\left\{F_{i j}, k_{i j}\right\}$ is a positive minimal set.

Proof. Suppose $\sum_{i, j} h_{i j} F_{i j}=0$. Multiplying by a constant we may assume $k_{i j}$ $h_{i j} \geqslant 0$ for all pairs $(i, j)$. Let $B_{i}=\sum_{j}\left(k_{i j}-h_{i j}\right) F_{i j}$. Then $B_{i} \geqslant 0$. If we define $\tau$ in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B})$ by $\tau\left(E_{i}\right)=B_{i}$, then $r(\tau) \leqslant r(\phi)$, so $\tau=\phi$ by Theorem 4.10. Thus $h_{i j}=0$, and $\left\{F_{i j}, k_{i j}\right\}$ is a minimal set by Lemma 4.16 .

If $x$ is a unit vector in the Hilbert space $\mathfrak{F}$ and $F$ is a projection in $\mathfrak{B}(\mathfrak{F})$ then the angle $(x, F)$ between $x$ and the subspace $F$ is the angle between 0 and $\pi / 2$ radians given by $\cos (x, F)=\|F x\|$. If $F=[y]$ with $y$ a unit vector in $\mathfrak{J}$ then

$$
\cos ^{2}(x,[y])=([y] x, x)=([x] y, y)=\cos ^{2}(y,[x])
$$

so the angle $\langle x, y\rangle$ between $x$ and $y$ is well defined.

Let $\left\{\left[x_{\alpha}\right]\right\}_{\alpha \in I}$ be a set of 1-dimensional projections in $\mathfrak{B}(\mathfrak{S})$, $\mathfrak{5}$ finite dimensional. Suppose $\left\{\left[x_{\alpha}\right], k_{\alpha}\right\}$ is a positive minimal set. Then
while

$$
\operatorname{dim} \mathfrak{S}=\operatorname{tr}(I)=\sum_{\alpha \in I} k_{\alpha}
$$

$$
1=\sum_{\alpha \in I} k_{\alpha} \cos ^{2}\left(x,\left[x_{\alpha}\right]\right)
$$

if $x$ is a unit vector in $\mathfrak{S}$. In particular the angles $\left\langle x_{\alpha}, x_{\beta}\right\rangle$ are "almost" $\pi / 2$ for "almost" every pair $(\alpha, \beta)$ in $I \times I$. This condition is also sufficient in order that $\left\{\left[x_{\alpha}\right], k_{\alpha}\right\}$, be a positive minimal set. Let $D$ be the determinant $\left|\left(\cos ^{2}\left\langle x_{i}, y_{j}\right\rangle\right)\right|$, where $I=\{1,2, \ldots, n\}$, and $D_{k}(k=1, \ldots, n)$ the determinant $\left|\left(A_{i j}\right)\right|$, where $A_{i j}=\cos ^{2}\left\langle x_{i}, x_{j}\right\rangle$ if $j \neq k$, and $A_{i k}=1$. Then $D$ and $D_{k}$ have I's on the main diagonal, so if the angles $\left\langle x_{i}, x_{j}\right\rangle$ are sufficiently close to $\pi / 2$ the entries off the diagonal will diminish, except the $k$ th column in $D_{k}$, and $D>0$ and $D_{k}>0$. Thus, if $\left\{\left[x_{i}\right]\right\}_{i=1, \ldots, n}$ is a set of 1 dimensional projections such that there exist $k_{i}$ for which $\sum_{i=1}^{n} k_{i}\left[x_{i}\right]=I$, then $k_{i}=$ $D_{i} / D$ if $D \neq 0$. If the angles $\left\langle x_{i}, x_{j}\right\rangle$ are so large that $D>0$ and $D_{k}>0(k=1, \ldots, n)$ then $\left\{\left[x_{i}\right], k_{i}\right\}$ is a positive minimal set. We summarize the last results as follows.

Proposition 4.18. Let $\left\{\left[x_{i}\right]\right\} i=1, \ldots, n$ be a set of 1-dimensional projections such that there exist real numbers $k_{i}(i=1, \ldots, n)$ for which

$$
\sum_{i=1}^{n} k_{i}\left[x_{i}\right]=I
$$

If $\left\{\left[x_{i}\right], k_{i}\right\}$ is a positive minimal set then the angles $\left\langle x_{i}, x_{j}\right\rangle$ are so large that

$$
1=\sum_{i=1}^{n} k_{i} \cos ^{2}\left\langle x_{i}, x_{j}\right\rangle \quad(j=1, \ldots, n)
$$

Conversely, if the angles $\left\langle x_{i}, x_{j}\right\rangle$ are so large that $D>0$ and $D_{i}>0(i=1, \ldots, n)$ then $\left\{\left[x_{i}\right], k_{i}\right\}$ is a positive minimal set.

## 5. Maps of classes 0 and 1

5.1. Two theorems. We characterize all maps of class 1 in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}(\mathfrak{S}))$ and of class 0 in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B})$, where $\mathfrak{H}$ and $\mathfrak{F}$ are $C^{*}$-algebras and $\mathfrak{F}$ is a Hilbert space, in a way analogous to Segal's characterization [18] of pure states in terms of vector states and irreducible representations (Theorems 5.6 and 5.7). Recall that a map $\phi$ in $\mathfrak{D}(\mathfrak{N}, \mathfrak{B}(\mathfrak{S}))$ is of class 1 if and only if $\omega_{x} \phi$ is a pure state of $\mathfrak{A}$ for each vector state $\omega_{x}$ of $\mathfrak{R}(\mathfrak{F})$, and $\phi$ is of class 0 in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ if and only if $f \circ \phi$ is a pure state 18-632933 Acta mathematica. 110. Imprimé le 6 décembre 1963.
of $\mathfrak{M}$ for each pure state $f$ of $\mathfrak{P}$. Following [3] we say that a positive linear map ui one $C^{*}$-algebra into another is faithful if its null space contains no non zero positive operators. We are indebted to R. Kadison for remarks which simplified the proof of Theorem 5.6 considerably. We need some lemmas. The first with its proof is almost a direct copy of [3, Proposition 3, p. 61].

Lemma 5.1. Let $\mathfrak{A}$ and $\mathfrak{B}$ be von Neumann algebras and $\phi$ a positive linear map of $\mathfrak{A}$ into $\mathfrak{B}$. If $\phi$ is ultra weakly continuous then there exists a minimal projection $E$ in $\mathfrak{A}$-the support of $\phi$ —such that $\phi(A)=\phi(E A E)$ for all $A$ in $\mathfrak{M}$, and the map $E A E \rightarrow \phi(E A E)$ is faithful.

Proof. Let $\mathfrak{J}$ denote the left kernel of $\phi$. Then $\mathfrak{F}$ is the intersection of the left kernels of the states $f \circ \phi$, where $f$ runs through the ultra weakly continuous states of $\mathfrak{B}$ (Remark 3.7). By [3, Theorem 1, p. 54] $\mathfrak{F}$ is ultra weakly closed. By [3, Corollary 3, p. 45] there exists a unique projection $F$ in $\mathfrak{A}$ such that $\mathfrak{J}=\{T \in \mathfrak{A}: T F=T\}$. Since $F$ is self-adjoint, $F$ is also in the right kernel of $\phi$. Let $E=I-F$. Then $\phi(A)=\phi(E A E)$.

Lemma 5.2. Let $\mathfrak{F}$ and $\mathfrak{K}$ be Hilbert spaces and $\phi$ in $\mathfrak{D}(\mathfrak{B}(\mathfrak{R}), \mathfrak{B}(\mathfrak{H}))$ be of class 1 and ultra weakly continuous. Let $x$ be a unit vector in $\mathfrak{5}$. Then $\omega_{x} \phi=\omega_{y}$, where $y$ is a unit vector in $\Omega$, and $\phi([y])=[x]$ or $\phi([y])=I$.

Proof. Since $\omega_{x} \phi$ is an ultra weakly continuous pure state of $\mathfrak{B}(\mathscr{X})$ it follows from [3, Theorem 1, p. 54] that $\omega_{x} \phi$ is a vector state $\omega_{y}$. To simplify notation let $Y=\phi([y])$ and $X=[x]$. Then $0 \leqslant Y \leqslant I$ and $\omega_{x}(Y)=1$. Thus $Y X=X \leqslant Y$.

To prove $Y$ equals $X$ or $I$ we first assume the dimension $n$ of $\mathfrak{F}$ is finite and use induction. If $n=1$ the lemma is trivial.

Suppose $n=2$ and that $Y \neq X$. We may then assume $\mathfrak{B}(\mathfrak{F})=M_{2}$ and

$$
Y=\left(\begin{array}{cc}
1 & 0 \\
0 & p
\end{array}\right)
$$

where $p \neq 0$. Let $w$ be a unit vector in $\mathfrak{\Omega}$ orthogonal to $y$. Let $F=[y]+[w]$. Then $F \mathfrak{B}(\mathfrak{\Re}) F \cong M_{2}$. Let $e_{11}, e_{12}, e_{21}$, and $e_{22}$ be the matrix units in $F \mathfrak{B}(\mathfrak{\Re}) F$ and assume $[y]=e_{11},[w]=e_{22}$. If $\omega_{u}$ is a vector state of $M_{2}$ then $\omega_{u} \phi$ is a vector state of $\mathfrak{B}(\mathscr{M})$, and for some scalar $k>0 k \omega_{u} \phi$ is a vector state or 0 on $F \mathfrak{B}(\mathscr{S}) F$. Thus

$$
\begin{equation*}
\omega_{u} \phi\left(e_{11}\right) \omega_{u} \phi\left(e_{22}\right)=\left|\omega_{u} \phi\left(e_{12}\right)\right|^{2} \tag{1}
\end{equation*}
$$

Now $0 \leqslant \phi\left(e_{11}+e_{22}\right) \leqslant I$. Hence

$$
\phi\left(e_{22}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & q
\end{array}\right) \quad \text { and } \quad \phi\left(e_{12}\right)=\left(\begin{array}{ll}
0 & r \\
s & t
\end{array}\right)
$$

If $u=\left(u_{1}, u_{2}\right)$ is a vector in $C^{2}$ the following equations
hold:

$$
\begin{aligned}
& \omega_{u} \phi\left(e_{11}\right)=\left|u_{1}\right|^{2}+p\left|u_{2}\right|^{2} \\
& \omega_{u} \phi\left(e_{22}\right)=q\left|u_{2}\right|^{2} \\
& \omega_{u} \phi\left(e_{12}\right)=t\left|u_{2}\right|^{2}+r \bar{u}_{1} u_{2}+s u_{1} \bar{u}_{2}
\end{aligned}
$$

Thus, using (1),

$$
\begin{aligned}
\left.|t| u_{2}\right|^{2} & +r \bar{u}_{1} u_{2}+\left.s u_{1} \bar{u}_{2}\right|^{2}=|t|^{2}\left|u_{2}\right|^{4}+\left(|r|^{2}+|s|^{2}\right)\left|u_{1}\right|^{2}\left|u_{2}\right|^{2} \\
& +2 \Re\left((r \bar{t}+\bar{s} t)\left|u_{2}\right|^{2} \bar{u}_{1} u_{2}\right)+2 \Re\left(r \bar{s}\left(\bar{u}_{1} u_{2}\right)^{2}\right) \\
= & q\left|u_{2}\right|^{2}\left(\left|u_{1}\right|^{2}+p\left|u_{2}\right|^{2}\right) .
\end{aligned}
$$

Now, if $f_{1}, f_{2}, f_{3}$ are complex valued functions of the two complex variables $u_{1}$ and $u_{2}$ such that

$$
f_{1}\left(\left|u_{1}\right|,\left|u_{2}\right|\right)=\Re\left(f_{2}\left(\left|u_{1}\right|,\left|u_{2}\right|\right) \bar{u}_{1} u_{2}+f_{3}\left(\left|u_{1}\right|,\left|u_{2}\right|\right)\left(\bar{u}_{1} u_{2}\right)^{2}\right)
$$

then it is easily verified that $f_{1}=f_{2}=f_{3}=0$. Applying this to the above it follows that

$$
r \bar{t}+\bar{s} t=0=r \bar{s},|t|^{2}=p q, \text { and }|r|^{2}+|s|^{2}=q .
$$

Thus $q=0$, and $\phi([w])=\phi\left(e_{22}\right)=0$. Since this holds for every unit vector $w$ orthogonal to $y$, and since $\phi$ is ultra weakly continuous, $Y=I$, as asserted.

Suppose $n \geqslant 3$, and assume the lemma is proved whenever $\operatorname{dim} \mathfrak{X} \leqslant n-1$. Let $E$ be a projection in $\mathfrak{B}(\mathfrak{S})$ containing $x$ and $\operatorname{dim} E=k<n$. Then $E \phi E$ is of class 1 and ultra weakly continuous in

$$
\mathfrak{D}(\mathfrak{F}(\mathfrak{K}), E \mathfrak{F}(\mathfrak{S}) E) \cong \mathfrak{D}\left(\mathfrak{B}(\mathfrak{N}), M_{k}\right)
$$

and $\omega_{y}=\omega_{x} \phi=\omega_{x} \circ E \phi E$. By induction assumption $E Y E$ equals $X$ or $E$. If $E Y E=X$ then

$$
0=E(Y-X) E=\left((Y-X)^{\frac{1}{2}} E\right)^{*}(Y-X)^{\frac{1}{2}} E
$$

so $\quad(Y-X) E=0$, and $Y E=X=E Y$, taking adjoints. Similarly, if $E Y E=E$ then $E(I-Y) E=0$, and $E Y=Y E=E$. Thus $Y$ commutes with every projection containing $x$. Since $n \geqslant 3$ this is possible only if $Y$ equals $X$ or $I$.

If $\mathfrak{F}$ is not finite dimensional it follows from the above that $Y$ commutes with every finite dimensional projection containing $x$. Hence $Y$ equals $X$ or $I$. The proof is complete.

Lemma 5.3. Let $\phi$ in $\mathfrak{D}\left(M_{n}, M_{n}\right)$ be of class 1 and faithful. Then $\phi$ is either a ${ }^{*}$-isomorphism or $a^{*}$-anti-isomorphism.

Proof. If $n=1$ the lemma is trivial. Assume $n \geqslant 2$. Then $\phi$ is not a state. If $x$ and $z$ are orthogonal unit vectors in $C^{n}$ then $\omega_{x} \phi=\omega_{y}$ and $\omega_{z} \phi=\omega_{w}$, where $y$ and $w$ are orthogonal unit vectors in $C^{n}$. In fact, by Lemma $5.2 \phi([y])=[x]$ and $\phi([w])=$ $[z]$, and

$$
0 \leqslant \omega_{y}([w])=\omega_{x} \phi([w])=\omega_{x}([z])=0
$$

Thus $[w] y=0$, and $y$ and $w$ are orthogonal. Let $e_{i j}(i, j=1, \ldots, n)$ denote the matrix units in $M_{n}$. Then $e_{i i}(i=1, \ldots, n)$ are orthogonal 1-dimensional projections. By the above there exist $n$ orthogonal 1-dimensional projections $F_{i}(i=1, \ldots, n)$ such that $\phi\left(F_{i}\right)=e_{i i}$. Replacing $\phi$ by $\phi\left(U^{*} \cdot U\right)$, where $U$ is a unitary operator in $M_{n}$, if necessary, we may assume $F_{i}=e_{i j}$. Let $k \neq j$. Let $E=e_{k k}+e_{j j}$. Then $\phi(E)=E$. If $A \in M_{n}$ and $0 \leqslant E A E \leqslant E$ then $0 \leqslant \phi(E A E) \leqslant \phi(E)=E$, so

$$
\phi(E A E)=E \phi(E A E) E=\phi(E A E) E=E \phi(E A E)
$$

Since operators $E A E$ with $A \geqslant 0$ generate $E M_{n} E \cong M_{2}$ linearly the equation above holds for all operators $E A E$ in $E M_{n} E$. Thus $E \phi E$ is faithful and belongs to $D\left(E M_{n} E, E M_{n} E\right)$. If $x$ is a unit vector in $E$ then $\omega_{x} \phi=\omega_{y}$ with $y$ a unit vector in $E$. Indeed, $\omega_{y}(E)=$ $\omega_{x} \phi(E)=\omega_{x}(E)=1$, so $y \in E$. Thus $E \phi E$ is of class 1 and faithful in $D\left(E M_{n} E, E M_{n} E\right)$. Moreover, $e_{k j} E=E e_{k j}=E e_{k j} E$, so $e_{k j} \in E M_{n} E$. At this point we have to refer the reader to a result in chapter 8 . It follows from Lemma 8.9 (i) that $E \phi E$ is either an isomorphism or an anti-isomorphism such that $\phi_{( }\left(e_{k j}\right)=E \phi E\left(e_{k j}\right)=e^{i \theta} e_{k j}$ or $e^{i \theta} e_{j k}$ with $0 \leqslant \theta<2 \pi$. This holds for all $k, j$. It follows that $\phi$ is injective. Since each 1-dimensional projection in $M_{n}$ is in $\phi\left(M_{n}\right)$ as $\omega_{x} \phi=\omega_{y}$ with $\phi([y])=[x], \phi$ is surjective and strongly positive. Thus $\phi$ is an order-isomorphism of $M_{n}$ onto itself. Thus $\phi$ is a $C^{*}$-isomorphism [11, Corollary 5], hence is a ${ }^{*}$-isomorphism or a ${ }^{*}$-anti-isomorphism [10, Corollary 11]. The proof is complete.

If $\mathscr{\Omega}$ is a Hilbert space defined by the operations $\{a, x\} \rightarrow a x,\{x, y\} \rightarrow x+y$, and $\{x, y\} \rightarrow(x, y)$, where $a$ is a complex number and $x$ and $y$ are vectors in $\mathfrak{K}$, we denote by $c$ the conjugate map $\mathscr{K} \rightarrow \mathscr{\Re}^{c}$, where $\widetilde{\Re}^{c}$ is defined by the operations $\{a, x\} \rightarrow \bar{a} x$, $\{x, y\} \rightarrow x+y$, and $\{x, y\} \rightarrow(y, x)$.

Lemma 5.4. Let $\mathfrak{S}$ and $\mathfrak{K}$ be Hilbert spaces, and let $\phi$ in $\mathfrak{D}(\mathfrak{B}(\mathfrak{N}), \mathfrak{B}(\mathfrak{F})$ ) be of class 1 and ultra weakly continuous. Then $\phi$ is either a vector state of $\mathfrak{B}(\mathfrak{R})$, or there
exists a linear isometry $V$ of $\mathfrak{F}$ into $\mathfrak{K}$ such that $\phi(A)=V^{*} A V$, or $\phi(A)=V^{*} c^{*} A^{*} c V$ for all $A$ in $\mathfrak{B}(\mathfrak{R})$.

Proof. Let $P$ be the support of $\phi$ (Lemma 5.1). Let $p$ denote the map $A \rightarrow P A P$ of $\mathfrak{B}(\mathscr{R})$ onto $P \mathfrak{B}(\mathfrak{N}) P$. If we can show that $\phi$ restricted to $P \mathfrak{B}(\mathscr{R}) P$ is of the form described above then $\phi=(\phi \mid P \mathfrak{B}(\mathfrak{R}) P) \circ p$ is of the form described. We may thus assume $\phi$ is faithful and not a state. Let $E$ be a finite dimensional projection in $\mathfrak{B}(\mathfrak{j})$. Then

$$
E=\sum_{i=1}^{n}\left[x_{i}\right]
$$

with $x_{i}$ mutually orthogonal unit vectors in $\mathfrak{5} . \omega_{x_{i}} \phi=\omega_{y_{i}}$. By Lemma $5.2 \phi\left(\left[y_{i}\right]\right)=$ $\left[x_{i}\right]$, and as shown in the proof of Lemma 5.3 the $y_{i}$ are mutually orthogonal. Let

$$
\boldsymbol{F}=\sum_{i=1}^{n}\left[y_{i}\right] .
$$

The map $E \phi E$ is of class 1 in $\mathfrak{D}(\mathfrak{B}(\mathfrak{F}), E \mathfrak{B}(\mathfrak{F}) E)$. Let $G$ be its support (Lemma 5.1). Then in particular, $E \phi(G) E=E \phi(F) E=E \phi(G F G) E$. Now $G(I-F) G \geqslant 0$ and $E \phi(G(I-F) G) E=0$. Since $E \phi(G \cdot G) E$ is faithful on $G \mathfrak{B}(\mathscr{\Re}) G, G(I-F) G=0$, and $G=F G$. Thus $F \geqslant G$. Since $0 \leqslant \phi(G) \leqslant I$ and $E \phi(G) E=E=\phi(F), \phi(G) \geqslant \phi(F)$. Thus $\phi(F-G)=0$. Since $\phi$ is faithful $F=G$. Thus $E \phi E$ is faithful and of class 1 in

$$
\mathfrak{D}(F \mathfrak{B}(\mathfrak{N}) F, E \mathfrak{B}(\mathfrak{g}) E)\left(\cong \mathfrak{D}\left(M_{n}, M_{n}\right)\right)
$$

By Lemma 5.3 $E \phi E$ is either an isomorphism or an anti-isomorphism on $F \mathfrak{B}(\mathfrak{N}) F$. If $A$ is an operator in $\mathfrak{B}(\mathfrak{\Re})$ such that $0 \leqslant A \leqslant I$ then $\phi(F A F) \leqslant \phi(F)=E$, and $E \phi(F A F) E=\phi(F A F)$. By Lemma 5.1, for all $A$ in $\mathfrak{B}(\mathfrak{I}), \phi(F A F)=E \phi(F A F) E=$ $E \phi(A) E$.

Let $\left\{E_{l}\right\}_{l \epsilon J}$ be a monotonically increasing net of finite dimensional projections in $\mathfrak{B}(\mathfrak{g})$ converging ultra weakly to $I$. Let $F_{l}$ be the (finite dimensional) projection in $\mathfrak{B}(\mathfrak{I})$ such that $\phi\left(F_{l}\right)=E_{l}$. Then $\left\{F_{l}\right\}_{l \in J}$ is a monotonically increasing net. In fact, if $E_{k} \geqslant E_{l}$ then, by the preceding,

$$
\phi\left(F_{l}\left(I-F_{k}\right) F_{l}\right)=E_{l} \phi\left(I-F_{k}\right) E_{l}=E_{l} E_{k} \phi\left(I-F_{k}\right) E_{k} E_{l}=0
$$

so that $F_{l}\left(I-F_{k}\right) F_{l}=0$. Thus $F_{k} F_{l}=F_{l}$, and $F_{k} \geqslant F_{l}$. Let $\mathfrak{B}(\mathscr{R})_{1}$ denote the unit ball in $\mathfrak{B}(\mathscr{R})$. Then the map $\mathfrak{F}(\mathfrak{K})_{1} \times \mathfrak{B}(\mathscr{\Omega}) \rightarrow \mathfrak{B}(\mathfrak{N})$ by $(S, T) \rightarrow S T$ is ultra strongly continuous [3, p. 35] and similarly for $\mathfrak{F}$. Now $E_{l} \rightarrow I$ ultra weakly, hence ultra strongly [3, p. 37]. Hence in particular, $E_{l} S E_{l} \rightarrow S$ ultra strongly for each operator
$S$ in $\mathfrak{B}(\mathfrak{F})$. Thus $F_{l} \rightarrow I$ ultra weakly. In fact, if there exists an operator $T>0$ such that $I-F_{l} \geqslant T$ for all $l \in J$ then

$$
0=\phi\left(F_{l} T F_{l}\right)=E_{l} \phi(T) E_{l} \rightarrow \phi(T)
$$

and $\phi(T)=0$. Since $\phi$ is faithful $T=0$, and $F_{l} \rightarrow I$ ultra weakly. If $A$ and $B$ are operators in $\mathfrak{B}(\mathscr{R})$ it follows that $F_{l} A F_{l} \rightarrow A$ and $F_{l} B F_{l} \rightarrow B$ ultra strongly, so $F_{l} A F_{l} B F_{l} \rightarrow A B$ ultra strongly, hence ultra weakly. If $\operatorname{dim} F_{k} \geqslant 2, E_{k} \phi E_{k} \mid F_{k} \mathfrak{B}(\mathscr{R}) F_{k}$ is an isomorphism or an anti-isomorphism, say an isomorphism. Then $E_{l} \phi E_{l} \mid F_{l} \mathfrak{B}(\mathfrak{R}) F_{l}$ is an isomorphism for all $l \in J$, and

$$
\begin{aligned}
\phi(A B)= & \lim _{E_{l} \rightarrow I} \phi\left(\left(F_{l} A F_{l}\right)\left(F_{l} B F_{l}\right)\right) \\
& =\lim _{E_{l} \rightarrow I} E_{l} \phi\left(F_{l} A F_{l}\right) E_{l} \phi\left(F_{l} B F_{l}\right) E_{l} \\
& =\lim _{E_{l} \rightarrow I} E_{l} \phi(A) E_{l} \phi(B) E_{l} \\
& =\phi(A) \phi(B) .
\end{aligned}
$$

Thus $\phi$ is a homomorphism or an anti-homomorphism. Since $\phi$ is faithful $\phi$ is injective. Also $\phi(\mathfrak{B}(\mathfrak{N}))$ is ultra strongly dense in $\mathfrak{B}(\mathfrak{S})$. By [3, Corollary 2, p. 57] $\phi(\mathfrak{B}(\mathfrak{F}))=\mathfrak{B}(\mathfrak{F})$. If $\phi$ is an isomorphism it follows from [3, Proposition 3, p. 253] that $\phi$ is spatial, say $\phi(A)=U^{*} A U$ with $U$ an isometry of $\mathfrak{H}$ onto $\mathfrak{R}$. If $\phi$ is an anti-isomorphism then by $[3, \mathrm{p} .10] \phi(A)=U^{*} c^{*} A^{*} c U$. The proof is complete.

Remark 5.5. If $\mathfrak{B}$ is an irreducible $C^{*}$-algebra acting on a Hilbert space $\mathfrak{S}$ then each vector state of $\mathfrak{B}(\mathfrak{S})$ is pure on $\mathfrak{B}$. Hence, if $\mathfrak{M}$ is a $C^{*}$-algebra and $\phi$ is in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ then $\omega_{x} \phi$ is a pure state of $\mathfrak{A}$ for each vector state $\omega_{x}$ of $\mathfrak{B}$ if and only if $\phi$ is of class 1 in $\mathfrak{D}(\mathfrak{M}, \mathfrak{B}(\mathfrak{H}))$. We say $\phi$ is of class 1 in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. It is thus no restriction to consider maps of class 1 in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}(\mathfrak{S}))$ rather than maps of class 1 into irreducibly represented $C^{*}$-algebras.

Theorem 5.6. Let $\mathfrak{M}$ be a $C^{*}$-algebra and $\mathfrak{5}$ a Hilbert space. Then a map $\phi$ in $\mathfrak{D}(\mathfrak{U}, \mathfrak{B}(\mathfrak{S}))$ is of class 1 if and only if either $\phi$ is a pure state of $\mathfrak{A}$ or $\phi=V^{*} \varrho V$, where $V$ is a linear isometry of $\mathfrak{5}$ into a Hilbert space $\mathfrak{K}$, and $\varrho$ is an irreducible *-homomorphism or ${ }^{*}$-anti-homomorphism of $\mathfrak{A}$ into $\mathfrak{B}(\mathfrak{K})$.

Proof. It is clear that if $\phi$ is of one of the forms described then $\phi$ is of class 1 . Assume $\phi$ is of class 1. Let $\omega_{x}$ and $\omega_{y}$ be vector states of $\mathfrak{B}(\mathfrak{S})$. Then $\omega_{x} \phi$ and $\omega_{y} \phi$ are pure states of $\mathfrak{A}$. We show they are unitarily equivalent. In fact, let $z$
be a unit vector in $\mathfrak{J}$ orthogonal to $x$ and $y$ (if $\operatorname{dim} \mathfrak{F}=2$ argue similarly). Define unit vectors $w_{i}(i=1, \ldots, 5)$ as follows:

$$
w_{1}=x, w_{2}=2^{-\frac{1}{2}}(x+z), w_{3}=z, w_{4}=2^{-\frac{1}{2}}(y+z), w_{5}=y
$$

Then

$$
\left\|w_{i}-w_{i+1}\right\|^{2}=2-2^{\frac{1}{2}}<1 \quad(i=1, \ldots, 4)
$$

If we can show $\omega_{w_{i}} \phi$ is unitarily equivalent to $\omega_{w_{i+1}} \circ \phi(i=1, \ldots, 4)$ then $\omega_{y} \phi$ is unitarily equivalent to $\omega_{x} \phi$. We may thus assume $\|x-y\|<1$. Then, with $A$ in $\mathfrak{A}$ and $\|A\| \leqslant 1$,

$$
\left|\left(\omega_{x}-\omega_{y}\right)(A)\right| \leqslant|(A(x-y), x)|+|(A y, x-y)| \leqslant 2\|A\|\|x-y\|<2 .
$$

Hence $\left\|\omega_{x} \phi-\omega_{y} \phi\right\|<2$, so by [7, Corollary 9$] \omega_{x} \phi$ and $\omega_{y} \phi$ are unitarily equivalent. Let $\psi$ be the irreducible ${ }^{*}$-representation of $\mathfrak{N}$ of the Hilbert space $\mathfrak{\Omega}$ induced by $\omega_{x} \phi$, [18]. Then $\omega_{y} \phi=\omega_{w} \psi$ for each vector state $\omega_{y}$ of $\mathfrak{B}(\mathfrak{f})$. Thus $\phi=\eta \circ \psi$ with $\eta$ of class 1 in $\mathfrak{D}(\psi(\mathfrak{Z}), \mathfrak{B}(\mathfrak{F}))$, and $\omega_{y}(\eta(\psi(A)))=\omega_{y}(\phi(A))=\omega_{w}(\psi(A))$ for each $A$ in $\mathfrak{Y}$. Thus $\omega_{y} \eta=\omega_{w}$. By [13, Remark 2.2.3] $\eta$ has an extension $\bar{\eta}$ to $\mathfrak{D}\left(\psi(\mathfrak{H})^{-}\right.$, $\mathfrak{B}(\mathfrak{H}))(=\mathfrak{D}(\mathfrak{B}(\mathfrak{R}), \mathfrak{B}(\mathfrak{I})))$, which is ultra weakly continuous. $\omega_{y} \circ \bar{\eta}$ is an ultra weakly continuous state on $\mathfrak{B}(\mathscr{R})$, equal to $\omega_{w}$ when restricted to $\psi(\mathfrak{A})$. By continuity $\omega_{y} \bar{\eta}=\omega_{w}$, and $\bar{\eta}$ is of class 1 in $\mathfrak{D}(\mathfrak{B}(\mathfrak{\Re}), \mathfrak{B}(\mathfrak{F}))$. An application of Lemma 5.4 completes the proof.

Theorem 5.7. Let $\mathfrak{H}$ and $\mathfrak{B}$ be $C^{*}$ algebras and $\phi$ in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. Then $\phi$ is of class 0 if and only if for each irreducible ${ }^{*}$-representation $\psi$ of $\mathfrak{B}, \psi \circ \phi$ is either a pure state of $\mathfrak{H}$ or $\psi \circ \phi=V^{*} \varrho V$ with $V$ and $\varrho$ as in Theorem 5.6.

Proof. Each irreducible *-representation of $\mathfrak{B}$ is cyclic and hence unitarily equivalent to the ${ }^{*}$-representation induced by a state. Thus, by Remark 5.5 and Theorem 5.6 it suffices to show $\phi$ is of class 0 if and only if $\psi \circ \phi$ is of class 1 in $\mathfrak{D}(\mathfrak{H}, \psi(\mathfrak{B}))$ for each irreducible *-representation $\psi$ due to a state. If $f$ is a pure state of $\mathfrak{B}$ then $f=\omega_{z} \phi_{f}$, where $\phi_{f}$ is an irreducible ${ }^{*}$-representation of $\mathfrak{B}$ on a Hilbert space $\mathfrak{F}_{f}$. Moreover, $\omega_{w} \phi_{f}$ is a pure state of $\mathfrak{B}$ for each unit vector $w$ in $\mathfrak{S}_{f}$. Thus, $\phi$ is of class 0 in $\mathfrak{D}(\mathscr{M}, \mathfrak{B})$ if and only if $\omega_{w} \phi_{f} \circ \phi$ is a pure state of 9 for each pure state $f$ of $\mathfrak{B}$ and each unit vector $w$ in $\mathfrak{S}_{f}$ if and only if $\phi_{f} \circ \phi$ is of class 1 in $\mathfrak{D}\left(\mathfrak{H}, \mathfrak{B}\left(\mathfrak{S}_{f}\right)\right)$ for each pure state $f$. The proof is complete.
5.2. Applications.

Corollary 5.8. If $\mathfrak{A}$ is a $C^{*}$-algebra and $\phi$ is of class 1 in $\mathfrak{D}(\mathfrak{H}, \mathfrak{F}(\mathfrak{j}))$ then either $\phi(\mathfrak{U})$ is the scalars in $\mathfrak{B}(\mathfrak{F})$ or $\phi(\mathfrak{H})$ is strongly dense in $\mathfrak{B}(\mathfrak{y})$.

Proof. By Theorem 5.6 it suffices to show that if $\mathfrak{B}$ is an irreducible $C^{*}$-algebra acting on a Hilbert space $\mathscr{\Omega}$ and $V$ is a linear isometry of $\mathfrak{S}$ into $\mathfrak{K}$ then $V^{*} \mathfrak{B} V$ is strongly dense in $\mathfrak{B}(\mathfrak{F})$. Let $\varepsilon>0$ be given, and let $x_{1}, \ldots, x_{n}$ be $n$ unit vectors in $\mathfrak{F}$. Let $B$ be in $\mathfrak{B}(\mathfrak{F})$. We have to show there exists $A$ in $V^{*} \mathfrak{B} V$ such that $\left\|(A-B) x_{i}\right\| \leqslant \varepsilon$. The operator $V B V^{*} \in \mathfrak{B}(\mathfrak{R})$. Therefore there exists $C$ in $\mathfrak{B}$ such that

$$
\left\|\left(C-V B V^{*}\right) V x_{i}\right\| \leqslant \varepsilon, \quad i=1, \ldots, n
$$

If $A=V^{*} C V$ then, since $B=V^{*} V B V^{*} V$,

$$
\begin{aligned}
\left\|(A-B) x_{i}\right\|=\left\|\left(V^{*} C V-V^{*} V B V^{*} V\right) x_{i}\right\| & =\left\|V^{*}\left(C-V B V^{*}\right) V x_{i}\right\| \\
& \leqslant\left\|\left(C-V B V^{*}\right) V x_{i}\right\| \leqslant \varepsilon
\end{aligned}
$$

Corollary 5.9. Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^{*}$-algebras and $\phi$ be a surjective $C^{*}$-homomorphism in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B})$. Then $\psi \circ \phi$ is either $a^{*}$-homomorphism or a ${ }^{*}$-anti-homomorphism for each irreducible *-representation $\psi$ of $\mathfrak{B}$.

Proof. By Lemma $2.3 \phi$ is of class 0 in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. Let $\psi$ be an irreducible *-representation of $\mathfrak{B}$ on a Hilbert space $\mathfrak{H}$. By Theorem $5.7 \psi \circ \phi$ is either a pure state of $\mathfrak{M}$ or is of the form $V^{*} \varrho V$, where $\varrho$ is an irreducible *-homomorphism or *-anti-homomorphism of $\mathfrak{A}$ on a $C^{*}$-algebra acting on a Hilbert space $\mathfrak{K}$, and $V$ is an isometry of $\mathfrak{H}$ into $\mathfrak{K}$. Now $\psi \circ \phi$ is a $C^{*}$-homomorphism. If $\psi \circ \phi$ is a state, it is thus a homomorphism. We may therefore assume $\psi \circ \phi=V^{*} \varrho V$. Let $P$ be the projection $V V^{*}$ in $\mathfrak{B}(\mathscr{A})$. Then the map $A \rightarrow P A P$ is a $C^{*}$-homomorphism of $\varrho(\mathfrak{C})$, since the map $B \rightarrow V B V^{*}$ is an isomorphism of $\mathfrak{B}(\mathfrak{F})$ into $\mathfrak{B}(\mathfrak{A})$. With $A$ self-adjoint in $\varrho(\mathfrak{A})$,

$$
\begin{aligned}
(A P-P A P)^{*}(A P-P A P) & =\left(P A^{2} P-P A P A P\right)-(P A P A P-P A P P A P) \\
& =P A^{2} P-(P A P)^{2}=0 .
\end{aligned}
$$

Thus $A P=P A P=P A$ for each self-adjoint operator $A$ in $\varrho(\mathfrak{U})$. Thus $P \in \varrho(\mathfrak{A})^{\prime}$, Thus $P=I$, and the map $A \rightarrow V^{*} A V$ is an isomorphism of $\varrho(\mathfrak{A})$. Thus $\psi \circ \phi$ is either a homomorphism or an anti-homomorphism of $\mathfrak{A}$.

Corollary 5.10. If $\mathfrak{A}$ and $\mathfrak{B}$ are $C^{*}$-algebras and $\phi$ is of class 0 in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ then $\phi$ maps the center of $\mathfrak{M}$ into the center of $\mathfrak{B}$, and $\phi(A C)=\phi(A) \phi(C)$ for all $A$ in $\mathfrak{A}$ and $C$ in the center of $\mathfrak{A}$.

Proof. Let $\psi$ be an irreducible ${ }^{*}$-representation of $\mathfrak{B}$. Let $\mathfrak{C}$ be the center of $\mathfrak{A}$. Then $\psi \circ \phi$ is either a pure state of $\mathfrak{A}$ or of the form $V^{*} \varrho V$ with $V$ and $\varrho$ as in

Theorem 5.6. Since $\varrho$ is irreducible $\varrho(\mathbb{C})$ is the scalars in $\varrho(\mathfrak{A l})$. Thus $\psi \circ \phi(\mathbb{C})$ is the scalars in $\psi(\mathfrak{B})$. Thus $\psi \circ \phi$ restricted to $\mathbb{C}$ is a state, hence a homomorphism. Since the irreducible ${ }^{*}$-representations of $\mathfrak{B}$ separate points $\phi \mid \mathbb{C}$ is a homomorphism. If $f$ is a pure state of $\mathfrak{B}$ then $f \mid \phi(\mathfrak{C})$ is a homomorphism. By [14, Corollary] $\phi(\mathbb{C})$ is contained in the center of $\mathfrak{F}$. By [14, Lemma] (or from Theorem 3.1 and Lemma 2.4) $\phi(A C)=\phi(A) \phi(C)$ for each $A$ in $\mathfrak{A}$ and $C$ in $\mathbb{C}$. The proof is complete.

We recall that a $C^{*}$-algebra $\mathfrak{A}$ is a $G C R$ algebra if it has a composition series $\left\{I_{\alpha}\right\}$ (an increasing family $\left\{I_{\alpha}\right\}$ of two-sided ideals indexed by the set of ordinals less than or equal to some ordinal $\gamma$ such that $I_{0}=0$ and $I_{\gamma}=\mathfrak{M}$, and if $\alpha$ is a limit ordinal then $\mathrm{U}_{\beta<\alpha} I_{\beta}$ is dense in $I_{\alpha}$ ) such that $I_{\alpha+1} / I_{\alpha}$ is CCR. A CCR algebra is a $C^{*}$-algebra each of whose irreducible *-representations consists of completely continuous operators. Kaplansky has proved [16, Theorem 7.4] that the homomorphic image of a GCR algebra is $G C R$. We show a similar result for class 0 maps.

Corollary 5.11. Let $\mathfrak{A}$ be a $G C R$ algebra and let $\mathfrak{B}$ be a separable $C^{*}$-algebra. Suppose there exists a map $\phi$ of class 0 in $\mathfrak{D}(\mathfrak{P}, \mathfrak{B})$ such that whenever $\psi$ is an irreducible *-representation of $\mathfrak{F}$ on a Hilbert space of dimension greater than 1 then $\psi \circ \phi$ is not a state. Then $\mathfrak{B}$ is $G C R$.

Proof. Let $\psi$ be an irreducible *-representation of $\mathfrak{B}$ on the Hilbert space $\mathfrak{F}$. By [6, Theorem 1], to show $\mathfrak{B}$ is $G C R$ it suffices to show $\psi(\mathfrak{B}) \supset \mathfrak{C}(\mathfrak{H})$-the completely continuous operators in $\mathfrak{B}(\mathfrak{S})$. By [5, Theorem 2] it suffices to show that $\psi(\mathfrak{B})$ contains some non zero operator of finite rank. If $\operatorname{dim} \mathfrak{S}=1$ this is trivial. Otherwise $\psi \circ \phi=V^{*} \varrho V$, where $V$ is a linear isometry of $\mathfrak{F}$ into a Hilbert space $\mathfrak{K}$, and $\varrho$ is an irreducible *-homomorphism or ${ }^{*}$-anti-homomorphism of $\mathfrak{A}$ into $\mathfrak{B}(\mathfrak{I})$. By [6, Theorem 1] $\varrho(\mathfrak{H}) \supset \mathfrak{C}(\mathfrak{K})$. Thus

$$
\psi(\mathfrak{B}) \supset \psi \circ \phi(\mathfrak{A})=V^{*} \varrho(\mathfrak{A}) V \supset V^{*}(\mathfrak{C}(\mathfrak{R}) V,
$$

which contains operators of finite rank. Thus $\psi(\mathfrak{B}) \supset \mathfrak{C}(\mathfrak{F})$, and $\mathfrak{B}$ is $G C R$.

## 6. Decomposition of positive maps

6.1. General results. Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^{*}$-algebras and $\phi$ a positive linear map of $\mathfrak{M}$ into $\mathfrak{B}$. Let $1_{n}$ denote the identity transformation of $M_{n}$ onto itself. Following [20] we say $\phi$ is completely positive if $\phi \otimes \mathbf{l}_{n}$ is a positive linear map of the algebraic tensor product $\mathfrak{A} \otimes M_{n}$ into $\mathfrak{B} \otimes M_{n}$ for each integer $n \geqslant 1$. If $\mathfrak{B}$ acts on a Hilbert space $\mathfrak{F}$ then $\phi$ is completely positive if and only if $\phi=V^{*} \varrho V$, where $V$ is a bounded
linear map of $\mathfrak{S}$ into a Hilbert space $\mathfrak{K}$ and $\varrho$ is a ${ }^{*}$-representation of $\mathfrak{N}$ on $\mathfrak{K}$ [20, Theorem 1].

Lemma 6.1. Let $\mathfrak{A}$ be a $C^{*}$-algebra and $\mathfrak{B}$ an abelian $C^{*}$-algebra. Then every bounded positive linear map of $\mathfrak{A}$ into $\mathfrak{B}$ is completely positive.

Proof. Every pure state of $\mathfrak{B} \otimes M_{n}$ is of the form $f \otimes g$, where $f$ is a state of $\mathfrak{B}$ and $g$ a state of $M_{n}$. Indeed, let $h$ be a pure state of $\mathfrak{B} \otimes M_{n}$. The center of $\mathfrak{B} \otimes M_{n}$ is $\mathfrak{B} \otimes C_{n}$, where $C_{n}$ denotes the algebra of operators of the form $\lambda I$ with $\lambda$ a complex number and $I$ the identity in $M_{n}$. By Theorem 3.1, if $A$ is in $\mathfrak{B}$ and $B$ in $M_{n}$ then

$$
h(A \otimes B)=h((A \otimes I)(I \otimes B))=h(A \otimes I) h(I \otimes B)
$$

Denote the state $A \rightarrow h(A \otimes I)$ of $\mathfrak{B}$ by $f$ and the state $B \rightarrow h(I \otimes B)$ of $M_{n}$ by $g$. Then, if $\sum_{i=1}^{m} A_{i} \otimes B_{i}$ is any element in $\mathfrak{B} \otimes M_{n}$ then

$$
\begin{aligned}
h\left(\sum_{i} A_{i} \otimes B_{i}\right) & =\sum_{i} h\left(A_{i} \otimes B_{i}\right)=\sum_{i} h\left(A_{i} \otimes I\right) h\left(I \otimes B_{i}\right)=\sum_{i} f\left(A_{i}\right) g\left(B_{i}\right) \\
& =\sum_{i} f \otimes g\left(A_{i} \otimes B_{i}\right)=f \otimes g\left(\sum_{i} A_{i} \otimes B_{i}\right) .
\end{aligned}
$$

Thus $h=f \otimes g$ as asserted.
Let $\phi$ be a positive linear map of $\mathfrak{A}$ into $\mathfrak{B}$. We have to show that for each integer $n \geqslant 1, \phi \otimes 1_{n}$ is a positive linear map of $\mathfrak{M} \otimes M_{n}$ into $\mathfrak{F} \otimes M_{n}$. Let $h$ be a pure state of $\mathfrak{B} \otimes M_{n}$. By the preceding paragraph $h=f \otimes g$, where $f$ and $g$ are states of $\mathfrak{B}$ and $M_{n}$ respectively. Thus

$$
h \circ\left(\phi \otimes \mathbf{1}_{n}\right)=(f \otimes g) \circ\left(\phi \otimes 1_{n}\right)=(f \circ \phi) \otimes g
$$

which is the tensor product of two positive linear functionals, and is hence positive [21]. It follows that $\phi \otimes \mathbf{1}_{n}$ is positive, and $\phi$ is completely positive. The proof is complete.

Theorem 6.2. Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^{*}$-algebras and $\phi$ a bounded positive linear map of $\mathfrak{A}$ into $\mathfrak{B}$. Then $\phi=i \circ\left(V_{\varrho}^{*} V\right)$, where $i^{-1}$ is an order-isomorphism of $\mathfrak{B}$ into an abelian $C^{*}$-algebra $\mathfrak{C}$ acting on a Hilbert space $\mathfrak{F}, V$ a bounded linear map of $\mathfrak{S}$ into a Hilbert space $\mathfrak{K}$, and $\varrho a^{*}$-representation of $\mathfrak{H}$ on $\mathfrak{\Re}$. Moreover, if $\phi(I)=I$ we may assume $\mathfrak{S} \subset \mathfrak{K}$ and $V$ is a projection.

Proof. Let $X$ be the pure state space of $\mathfrak{B}$ (the $w^{*}$-closure of the set of pure states of $\mathfrak{B}$ ). Let $\mu$ be the (canonical) order-isomorphism of $\mathfrak{B}$ into $C(X)$ ([9]). Let
$\eta$ be a faithful representation of $C(X)$ as operators on a Hilbert space $\mathfrak{F}$. Let $\mathfrak{C}=\eta(C(X))$. Let $j=\eta \circ \mu$. Then $j \circ \phi$ is a positive linear map of $\mathfrak{A}$ into $\mathfrak{C}$, so is completely positive by Lemma 6.1. By [20, Theorem 1], $j \circ \phi=V^{*} \varrho V$, where $V$ and $\varrho$ are as described. Let $i=j^{-1}$ on $j(\mathfrak{B})$. Then $\phi=i \circ\left(V^{*} \varrho V\right)$. If $\phi(I)=I$ then $j(\phi(I))=I$, and $V$ may be chosen to be an isometry of $\mathfrak{F}$ into $\mathfrak{K}$. The map $\chi$ of $\mathfrak{C}$ into $\mathfrak{B}(\mathfrak{K})$ defined by $A \rightarrow V A V^{*}$ is an isomorphism, and $P=V V^{*}$ is a projection in $\mathfrak{B}(\mathfrak{\Re})$. Let $i=(\chi \circ j)^{-1}$. Then $\phi=i \circ(P \varrho P)$. The proof is complete.
6.2. Order-homomorphisms. Let $\mathfrak{A}$ be a $C^{*}$-algebra and $\mathfrak{N}_{*}$ the set of self-adjoint operators in $\mathfrak{N}$. We say a linear self-adjoint subset $\mathfrak{F}$ of $\mathfrak{H}$ is an order ideal if $\mathfrak{J} \cap \mathfrak{U}_{*}$ is an order ideal in $\mathfrak{H}_{*}$. If $\mathfrak{B}$ is a $C^{*}$-algebra then a map $\phi$ in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$ is an orderhomomorphism if $\phi \mid \mathfrak{N}_{*}$ is an order-homomorphism of $\mathfrak{M}_{*}$ into $\mathfrak{B}_{*}$.

Lemma 6.3. Let $\mathfrak{F}$ be a uniformly closed order ideal in the $C^{*}$-algebra $\mathfrak{Z}$ such that $\mathfrak{J}$ is linearly generated by positive operators. Then $\mathfrak{F}$ is a two-sided ideal in $\mathfrak{A}$ if and only if there exists a $C^{*}$-algebra $\mathfrak{B}$ and a bounded positive linear map of $\mathfrak{A}$ into $\mathfrak{B}$ whose null space is $\mathfrak{F}$.

Proof. If $\mathfrak{F}$ is a two-sided ideal then $\mathfrak{J}$ is the null space of the canonical homomorphism $\mathfrak{A} \rightarrow \mathfrak{U} / \mathfrak{F}$. By [19] $\mathfrak{B}=\mathfrak{A} / \mathfrak{F}$ is a $C^{*}$-algebra. Conversely, suppose there exists a $C^{*}$-algebra $\mathfrak{B}$ and a bounded positive linear map $\phi$ of $\mathfrak{H}$ into $\mathfrak{B}$ whose null space is $\mathfrak{J}$. By Theorem $6.2 \phi=i\left(V^{*} \varrho V\right)$, where $i^{-1}$ is an order-isomorphism of $\mathfrak{B}$ into a $C^{*}$-algebra $\mathfrak{C}$ acting on a Hilbert space $\mathfrak{H}$, $\varrho$ a ${ }^{*}$-representation of $\mathfrak{A}$ on a Hilbert space $\mathfrak{K}$, and $V$ a bounded linear map of $\mathfrak{S}$ into $\mathfrak{K}$. $\mathfrak{J}$ is the null space of the map $V^{*} \varrho V$. The null space of the map $\varrho(A) \rightarrow V^{*} \varrho(A) V$ is $\varrho(\mathfrak{F})$, which is an order ideal in $\varrho(\mathfrak{A})$ by Lemma 2.9, and is linearly generated by positive operators since $\mathfrak{F}$ is. To show that $\mathfrak{F}$ is an ideal it suffices to show $\varrho(\mathfrak{F})$ is an ideal in $\varrho(\mathfrak{H})$. We may thus assume $\phi$ is of the form $A \rightarrow V^{*} A V$ and $\mathfrak{J}$ is the null space of $\phi$. If $A \geqslant 0$ in $\mathfrak{F}$ then $V^{*} A V=0$, so $A V=0=V^{*} A$, taking adjoints. Since $\mathfrak{F}$ is linearly generated by positive operators $0=A V=V^{*} A$ for each $A$ in $\mathfrak{J}$, and $\mathfrak{J}$ is a two-sided ideal. The proof is complete.

Theorem 6.4. Let $\mathfrak{H}$ and $\mathfrak{B}$ be $C^{*}$-algebras and $\phi$ an order-homomorphism in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. Then the null space of $\phi$ is a two-sided ideal in $\mathfrak{H}$ and $\phi(\mathfrak{H})$ is uniformly closed. $\phi$ is a $C^{*}$-homomorphism if and only if for each self-adjoint operator $A$ in $\mathfrak{U}, \phi(A)^{2} \in \phi(\mathfrak{U})$. If $\phi$ is surjective and $\psi$ is an irreducible ${ }^{*}$-representation of $\mathfrak{B}$ then $\psi \circ \phi$ is either a homomorphism or an anti-homomorphism of $\mathfrak{A}$.

Proof. By Lemma 6.3 the null space of $\phi$ is a two-sided ideal in $\mathfrak{M}$. Factoring it out we may assume $\phi$ is an order-isomorphism. If $A$ is a self-adjoint operator in $\mathfrak{A}$ then, by spectral theory,

$$
\|A\|=\max \{|x|,|y|\}
$$

where

$$
x=\inf \{a \in R: a I \geqslant A\}, y=\sup \{b \in R: b I \leqslant A\} .
$$

Since $\phi$ is an order-isomorphism in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B}), a I \geqslant A$ if and only if $a I \geqslant \phi(A)$ and $b I \leqslant A$ if and only if $b I \leqslant \phi(A)$. Thus $\|\phi(A)\|=\|A\|$, and $\phi$ is an isometry on selfadjoint operators. If $\left(A_{j}\right)$ is a Cauchy sequence of operators in a $C^{*}$-algebra and $A_{j}=B_{j}+i C_{j}$ with $B_{j}$ and $C_{j}$ self-adjoint operators, then $\left(B_{j}\right)$ and $\left(C_{j}\right)$ are Cauchy sequences. Indeed, $B_{j}=\frac{1}{2}\left(A_{j}+A_{j}^{*}\right)$ and $C_{j}=(2 i)^{-1}\left(A_{j}-\mathrm{A}_{j}^{*}\right)$. Thus

$$
\left\|B_{j}-B_{k}\right\|=\frac{1}{2}\left\|\left(A_{j}-A_{k}\right)+\left(A_{j}-A_{k}\right)^{*}\right\| \leqslant\left\|A_{j}-A_{k}\right\|,
$$

and similarly, $\left\|C_{j}-C_{k}\right\| \leqslant\left\|A_{j}-A_{k}\right\|$. Let $\left(\phi\left(A_{j}\right)\right)$ be a Cauchy sequence in $\phi(\mathfrak{U})$. Then $\phi\left(A_{j}\right)=\phi\left(B_{j}\right)+i \phi\left(C_{j}\right)$, with $B_{j}$ and $C_{j}$ self-adjoint in $\mathfrak{A}$. Thus $\left(\phi\left(B_{j}\right)\right)$ and $\left(\phi\left(C_{j}\right)\right)$ are Cauchy sequences. Since $\phi$ is an isometry on self-adjoint operators ( $B_{j}$ ) and ( $C_{j}$ ) are Cauchy sequences in $\mathfrak{H}$, say $B_{j} \rightarrow B$ and $C_{i} \rightarrow C$. Let $A=B+i C$. Then $A \in \mathfrak{Y}$, and

$$
\phi(A)=\phi(B)+i \phi(C)=\lim _{j \rightarrow \infty}\left(\phi\left(B_{j}\right)+i \phi\left(C_{j}\right)\right)=\lim _{j \rightarrow \infty} \phi\left(A_{j}\right) .
$$

Thus $\phi\left(A_{j}\right) \rightarrow \phi(A)$ in $\phi(\mathfrak{A})$, and $\phi(\mathfrak{U})$ is uniformly closed. If $\phi$ is a $C^{*}$-isomorphism then, clearly, $\phi(A)^{2}=\phi\left(A^{2}\right) \in \phi(\mathfrak{H})$ for each self-adjoint operator $A$ in $\mathfrak{U}$. Conversely, suppose this condition is satisfied. We proceed as in the proof of [11, Theorem 2]. Let $A$ be self-adjoint in $\mathfrak{A}$. Let $B$ be the self-adjoint operator in $\mathfrak{A}$ such that $\phi(B)=$ $\phi(A)^{2} \leqslant \phi\left(A^{2}\right)$, by [11, Theorem 1], so $B \leqslant A^{2}$. However, for $\phi^{-1}$ we can assert, $\phi^{-1}\left(\phi(A)^{2}\right)=B \geqslant\left(\phi^{-1}(\phi(A))\right)^{2}=A^{2}$, (note that $\phi^{-1}$ is defined on the $C^{*}$-algebra generated by $\phi(A)$ and $I$ ). Thus $B=A^{2}$, and $\phi\left(A^{2}\right)=\phi(A)^{2}$, so $\phi$ is a $C^{*}$-isomorphism. If $\phi$ is surjective and $\psi$ is an irreducible ${ }^{*}$-representation of $\mathfrak{B}$ then $\psi \circ \phi$ is a homomorphism or an anti-homomorphism by the above and Corollary 5.9.

Not all order-isomorphisms of one $C^{*}$-algebra into another are $C^{*}$-isomorphisms. In fact, if $\mathfrak{A}$ is a $C^{*}$-algebra and $X$ its pure state space, then the canonical orderisomorphism $\mu$ of $\mathfrak{A}$ into $C(X)$ is a $C^{*}$-isomorphism if and only if $\mu$ is abelian. However, $\mu$ is extreme in $\mathfrak{D}(\mathfrak{A}, C(X))$. Indeed, let $Y$ be the set of pure states of $\mathfrak{V}$. Then $Y$ is dense in $X$. Let $\tau \in \mathfrak{D}(\mathfrak{A}, C(X), \lambda I), \tau \leqslant \mu$. For each point $y$ in $Y$ the map $A \rightarrow \mu(A)(y)$ is a pure state of $\mathfrak{U}$, and if $A \geqslant 0$ then $\tau(A)(y) \leqslant \mu(A)(y)$. Thus $\tau(A)(y)=$ $\lambda \mu(A)(y)$ for each $A$ in $\mathfrak{A}$ and $y$ in $Y$. By continuity $\tau(A)=\lambda \mu(A)$ for each $A$ in $\mathfrak{Q}$, hence $\tau=\lambda \mu$, and $\mu$ is extreme. Note that $\mu$ is of class 0 if and only if $Y=X$.

Not all order ideals generated by positive operators in a $C^{*}$-algebra $\mathfrak{H}$ are twosided ideals. For example, if $P$ is a projection in $\mathfrak{A}$ then $P \mathfrak{U} P$ is an order ideal in $\mathfrak{U}$ generated by positive operators.

### 6.3. A Radon-Nikodym theorem.

Theorem 6.5. Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^{*}$-algebras and $\phi \in \mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. Then there exists a decomposition $\phi=i \circ(P \varrho P)$ of $\phi$, where $i^{-1}$ is an order-isomorphism of $\mathfrak{B}, \varrho a^{*}$-representation of $\mathfrak{H}$ on a Hilbert space $\mathfrak{K}, P$ a projection in $\mathfrak{F}(\mathfrak{K})$, such that $[\varrho(\mathfrak{X}) P]=I$ and such that if $\psi$ is a positive linear map of $\mathfrak{A}$ into $\mathfrak{B}$ and $\psi \leqslant \phi$ then there exists an operator $S^{\prime}$ in $\varrho(\mathfrak{H})^{\prime}, 0 \leqslant S \leqslant I$, such that
for all $A$ in $\mathfrak{A}$.

$$
\psi(A)=i\left(P S^{\prime} \varrho(A) P\right)
$$

Proof. Applying the universal representation to the $C^{*}$-algebra $\mathbb{C}$ in Theorem 6.2. we may assume each pure state of $(\mathbb{C}$ is a vector state, $\phi=i \circ(P \varrho P)$, and $[\varrho(\mathfrak{Y}) P]=I$, (note that $\left.[\varrho(\mathfrak{Y}) P] \in \varrho(\mathfrak{U})^{\prime}\right)$. Since $\psi \leqslant \phi, \psi=i \circ \psi^{\prime} \circ \varrho$ with

$$
\psi^{\prime}: \varrho(\mathfrak{X}) \rightarrow i^{-1}(\mathfrak{B}) \subset \mathfrak{C},
$$

and $0 \leqslant \psi^{\prime} \leqslant P \cdot P$. Let $X$ be the set of unit vectors in $\Re$ such that $\omega_{x}$ is a pure state of ©. If $x \in X$ then $[x] \leqslant[P \varrho(\mathfrak{U}) x] \leqslant[\mathcal{C} x]=[x]$ since $\omega_{x}$ is pure (see e.g. Theorem 3.9). With $\omega_{x}$ and $\omega_{y}$ distinct pure states of $\Subset,[\varrho(\mathfrak{H}) x][\varrho(\mathfrak{X}) y]=0$. In fact, with $A$ and $B$ in $\varrho(\mathfrak{Y})$,

$$
(A x, B y)=\left(x, A^{*} B y\right)=\left(P x, A^{*} B y\right)=\left(x, P A^{*} B y\right)=0,
$$

since $P A^{*} B y \in[y]$ and $x$ is orthogonal to $y$. From [3, Lemma 1, p. 50] it follows that there exists $S_{x}^{\prime}$ in $\varrho(\mathfrak{Y})^{\prime}, 0 \leqslant S_{x}^{\prime} \leqslant I$ such that $\omega_{x} \psi^{\prime}=\omega_{x}\left(S_{x}^{\prime} \cdot\right)$. Let

$$
S_{x}=[\varrho(\mathfrak{Y}) x] S_{x}^{\prime}[\varrho(\mathfrak{H}) x] .
$$

Then $\omega_{x} \psi^{\prime}=\omega_{x}\left(S_{x} \cdot\right)$. Let $\left(e_{l}\right)_{\epsilon \in J}$ be an orthonormal basis for $P$ with $e_{l} \in X$ for each $l \in J$. Let $S^{\prime}=\sum_{l \in J} S_{e_{l} .}$. Then $S^{\prime} € \varrho(\mathfrak{H})^{\prime}$ and $0 \leqslant S^{\prime} \leqslant I$. Moreover, if $A \in \varrho(\mathfrak{H})$ then

$$
\omega_{e_{l}}\left(S^{\prime} A\right)=\omega_{e_{l}}\left(\sum_{l \in J} S_{e_{l}} A\right)=\omega_{e_{l}}\left(S_{e_{l}} A\right)=\omega_{e_{l}} \psi^{\prime}(A)
$$

Thus, if $x=\sum_{l \in J} \lambda_{l} e_{l}$ is a vector in $P$ then

$$
\begin{aligned}
\omega_{x}\left(S^{\prime} A\right) & =\left(S^{\prime} A \sum_{l \in J} \lambda_{l} e_{l}, \sum_{l \in J} \lambda_{l} e_{l}\right) \\
& =\sum_{l \in J}\left|\lambda_{l}\right|^{2}\left(S^{\prime} A e_{l}, e_{l}\right) \\
& =\sum_{l \in J}\left|\lambda_{l}\right|^{2}\left(\omega_{e_{l}}\left(S^{\prime} A\right)\right. \\
& =\left(\psi^{\prime}(A) \sum_{l \in J} \lambda_{l} e_{l}, \sum_{l \in J} \lambda_{l} e_{l}\right) \\
& =\omega_{x}\left(\psi^{\prime}(A)\right)
\end{aligned}
$$

Thus $P S^{\prime} A P=\psi^{\prime}(A)$ for all $A$ in $\varrho(\mathfrak{H})$, and $\psi(A)=i\left(P S^{\prime} \varrho(A) P\right)$ for each $A$ in $\mathfrak{A}$. The proof is complete.

We cannot expect a much stronger type of Radon-Nikodym Theorem for positive linear maps of $C^{*}$-algebras. For example, let $\mathfrak{D}_{3}$ be the diagonal $3 \times 3$ matrices and $\phi$ be an injective but not extreme map in $\mathfrak{D}\left(\mathfrak{D}_{3}, M_{2}\right)$, (it is easy to find such a $\phi$ ). Then there exists $\tau \in \mathfrak{D}\left(\mathfrak{D}_{3}, M_{2}, \frac{1}{2} I\right)$ such that $0 \leqslant \tau \leqslant \phi$ and $\tau \neq \frac{1}{2} \phi$. If there exists $S^{\prime} \in \mathfrak{D}_{3}\left(=\mathfrak{D}_{3}^{\prime}\right)$ such that $\tau=\phi\left(S^{\prime} \cdot\right)$ then $S^{\prime}=\frac{1}{2} I$, since $\phi$ is injective, so the "natural" form for the Radon-Nikodym Theorem cannot hold.

Corollary 6.6. Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^{*}$-algebras and $\phi=i \circ(P \varrho P)$ be as in Theorem 6.5. Let

$$
Z=\left\{S^{\prime} € \varrho(\mathfrak{A})^{\prime}: P S^{\prime} A P \in i^{-1}(\mathfrak{B}) \text { for all } A \in \varrho(\mathfrak{U Y})\right\} .
$$

Then $\phi$ is extreme if and only if the map $P \cdot P$ is injective on $Z$.
Proof. Let $\tau$ be a map in $\mathfrak{D}(\mathfrak{H}, \mathfrak{B}, \lambda I)$ such that $\tau \leqslant \phi$. Then there exists $S^{\prime}$ in $Z$ such that $\tau(A)=i\left(P S^{\prime} \varrho(A) P\right)$ for each $A$ in $\mathfrak{A}$. If $P \cdot P$ is injective on $Z$ then $S^{\prime}=\lambda I$, since $\lambda I \in Z$ and $P S^{\prime} P=\lambda P=P \lambda I P$. Thus $\tau=\lambda \phi$, and $\phi$ is extreme. Conversely, suppose $\phi$ is extreme and $S^{\prime} \in Z, P S^{\prime} P=0$. By Lemma 2.3 the map $i \circ(P \cdot P)$ is extreme in $\mathfrak{D}(\varrho(\mathfrak{A}), \mathfrak{B})$. By Theorem $3.1 P S^{\prime} \varrho(A) P=0$ for all $A$ in $\mathfrak{A}$. Now $[\varrho(\mathfrak{C}) P]=1$. Thus vectors of the form $\varrho(A) x, x \in P$ and $A \in \mathfrak{A}$, generate a dense linear manifold in $\mathfrak{\Omega}$, and $0=P S^{\prime}=S^{\prime *} P=\varrho(A) S^{*} * P=S^{\prime *} \varrho(A) P$ for all $A$ in $\mathfrak{A}$. Thus $S^{\prime}=0$. The proof is complete.

## 7. Local decomposition of positive maps

The decomposition theory developed in chapter VI is in some respects unsatisfactory. For example, in the notation of Theorem 6.2 the map $V^{*}{ }_{\varrho} V$ need not be extreme in $\mathfrak{D}(\mathfrak{A},(\mathfrak{C})$ if $\phi$ is extreme in $\mathfrak{D}(\mathfrak{A}, \mathfrak{B})$. The question studied in this chapter is the following: if $\mathfrak{H}$ is a $C^{*}$-algebra, $\mathfrak{H}$ a Hilbert space, and $\phi$ a positive linear
map of $\mathfrak{A}$ into $\mathfrak{B}(\mathfrak{F})$, can $\phi$ be written in the form $V^{*} \varrho V$, where $V$ is a bounded linear map of $\mathfrak{F}$ into a Hilbert space $\mathfrak{\Omega}$, and $\varrho$ is a $C^{*}$-homomorphism of $\mathfrak{A}$ into $\mathfrak{B}(\mathscr{T})$ ? We shall see that "locally" $\phi$ is of this form (Theorem 7.4), and globally $\phi$ is "almost" of this form (Theorem 7.6).

Definition 7.1. Let $\phi$ be a positive linear map of a $C^{*}$-algebra $\mathfrak{A}$ into $\mathfrak{B}(\mathfrak{F})$, $\mathfrak{5}$ being a Hilbert space. We say $\phi$ is decomposable if there exists a Hilbert space $\mathfrak{\Re \text { , }}$ a bounded linear map $V$ of $\mathfrak{S}$ into $\mathfrak{K}$, and a $C^{*}$-homomorphism $\varrho$ of $\mathfrak{A}$ into $\mathfrak{B}(\mathfrak{K})$ such that $\phi=V^{*} \varrho V . \phi$ is locally decomposable if for each non zero vector $x$ in $\mathfrak{S}$ there exists a Hilbert space $\mathfrak{R}_{x}$, a linear map $V_{x}$ of $\mathfrak{\Re}_{x}$ into $\mathfrak{S}$, such that $\left\|V_{x}\right\| \leqslant M$ for all $x$, and a $C^{*}$-homomorphism $\varrho_{x}$ of $\mathfrak{N}$ into $\mathfrak{B}\left(\mathfrak{K}_{x}\right)$ such that

$$
V_{x} \varrho_{x}(A) V_{x}^{*} x=\phi(A) x
$$

for all $A$ in $\mathfrak{A} . \phi$ is locally completely positive if for each $x \neq 0$ in $\mathfrak{F}$ there exists a decomposition

$$
V_{x} \varrho_{x}(\cdot) V_{x}^{*} x=\phi(\cdot) x
$$

as above, with the property that each $\varrho_{x}$ is $a^{*}$-homomorphism.
Lemma 7.2. Let $\mathfrak{A}$ be a $C^{*}$-algebra, $\mathfrak{F}$ a Hilbert space, and $\phi$ a positive linear map of $\mathfrak{A}$ into $\mathfrak{B}(\mathfrak{S})$ with $\phi(I) \leqslant I$. If $x$ is a non zero vector in $\mathfrak{g}$ then there is a *-representation $\psi$ of $\mathfrak{A}$ as a $C^{*}$-algebra on a Hilbert space $\mathfrak{\Re}$, a vector $y$ in $\mathfrak{\Omega}$ cyclic under $\psi(\mathfrak{H})$, and a bounded linear mapping $V$ of the set

$$
\{\psi(A) y: A \text { self-adjoint in } \mathfrak{X}\}^{-}
$$

into $\mathfrak{F}$, such that $V \psi(A) V^{*} x=\phi(A) x$ for each self-adjoint $A$ in $\mathfrak{A}$.
Proof. Let $f=\omega_{x} \phi$. Say $\|x\|=1$. Then $f$ is a state of $\mathfrak{M}$. Let $\phi_{f}$ be the ${ }^{*}$-representation induced by $f$ of $\mathfrak{H}$ on $\mathfrak{F}_{f}$, and let $z\left(=x_{f}\right)$ be a cyclic vector for $\phi_{f}(\mathfrak{H})$ in $\mathfrak{F}_{f}$ such that $\omega_{z} \phi_{f}=f$. For $A$ self-adjoint in $\mathfrak{N}$, define $V \phi_{f}(A) z=\phi(A) x$. Now the set $\left\{\phi_{f}(A) x: A \text { is self-adjoint in } \mathfrak{A}\right\}^{-}$is a real linear subspace of $\mathfrak{S}_{f}$ whose complexification is dense in $\mathscr{F}_{f}$. If $\phi_{f}(A) z=0$ then

$$
0=\left(\phi_{f}\left(A^{2}\right) z, z\right)=f\left(A^{2}\right)=\left(\phi\left(A^{2}\right) x, x\right) \geqslant\left(\phi(A)^{2} x, x\right) \geqslant 0
$$

by use of [11, Theorem 1]. Thus $\phi(A) x=0$. If follows that $V$ is well defined and linear. Note that $V \phi_{f}(I) z=V z=\phi(I) x$ and that

$$
\left(V^{*} x, \phi_{f}(A) z\right)=\left(x, V \phi_{f}(A) z\right)=(x, \phi(A) x)=f(A)=\left(z, \phi_{f}(A) z\right)
$$

for each self-adjoint $A$ in $\mathfrak{M}$. Thus $V^{*} x=z$, and $V \phi_{f}(A) V^{*} x=\phi(A) x$ for each selfadjoint $A$ in $\mathfrak{Y}$. Moreover,

$$
\|\phi(A) x\|^{2}=\left(\phi(A)^{2} x, x\right) \leqslant\left(\phi\left(A^{2}\right) x, x\right)=f\left(A^{2}\right)=\left\|\phi_{f}(A) z\right\|^{2}
$$

so that $\|V\| \leqslant 1$. Let $\psi=\phi_{f}, \mathfrak{F}=\mathfrak{F}_{f}$, and $y=z$. The proof is complete.
Lemma 7.3. Let $\phi$ be a positive linear map of the $C^{*}$-algebra $\mathfrak{X}$ into $\mathfrak{B}(\mathfrak{H})$, $\mathfrak{S}$ being a Hilbert space, such that $\phi(I) \leqslant I$. Then $\phi$ satisfies the inequality
for all $A$ in $\mathfrak{Q}$.

$$
\phi\left(A^{*} A+A A^{*}\right) \geqslant \phi\left(A^{*}\right) \phi(A)+\phi(A) \phi\left(A^{*}\right)
$$

Proof. The operators $A+A^{*}$ and $i\left(A-A^{*}\right)$ are self-adjoint. By [11, Theorem 1]

$$
\phi\left(\left(A+A^{*}\right)^{2}\right)+\phi\left(\left(i\left(A-A^{*}\right)\right)^{2}\right) \geqslant \phi\left(A+A^{*}\right)^{2}+\phi\left(i\left(A-A^{*}\right)\right)^{2} .
$$

A straightforward computation now yields the desired result.
Theorem 7.4. Every bounded positive linear map of a $C^{*}$-algebra $\mathfrak{A}$ into the bounded operators on a Hilbert space $\mathfrak{F}$ is locally decomposable. $\phi$ is locally completely positive if and only if there exists a scalar $\alpha>0$ such that the Cauchy-Schwarz inequality

$$
(\alpha \phi)\left(A^{*} A\right) \geqslant(\alpha \phi)\left(A^{*}\right)(\alpha \phi)(A)
$$

is satisfied for all $A$ in $\mathfrak{A}$.
Proof. Multiplying $\phi$ by a scalar we may assume $\phi(I) \leqslant I$. Let $x$ be a non zero vector in $\mathfrak{F}$ and $f$ and $\phi_{f}$ as in Lemma 7.2. Define $\phi_{f}^{\prime}$ in terms of the right kernel as a ${ }^{*}$-anti-homomorphism (i.e. $[A, B]=f\left(A B^{*}\right), \mathfrak{R}_{f}=\{A:[A, A]=0\}, \phi_{f}^{\prime}(C)\left(A+\mathfrak{Q}_{f}\right)=$ $\left.A C+\mathfrak{L}_{f}\right)$ of $\mathfrak{N}$ on the Hilbert space $\mathfrak{S}_{f}^{\prime}$, and let $\psi_{f}=\phi_{f} \oplus \phi_{f}^{\prime}$. Let $\mathfrak{R}_{f}$ be the Hilbert space $\mathfrak{S}_{f} \oplus \mathfrak{H}_{f}^{\prime}$ with the inner product

$$
\left(z \oplus z^{\prime}, y \oplus y^{\prime}\right)=\frac{1}{2}(z, y)+\frac{1}{2}\left(z^{\prime}, y^{\prime}\right)
$$

where $y, z \in \mathscr{F}_{f f}^{\prime}$ and $y^{\prime} z^{\prime}, \in \mathfrak{S}_{f}^{\prime} . \quad \psi_{f}$ is a $C^{*}$-homomorphism of $\mathfrak{M}$ into $\mathfrak{B}\left(\mathscr{\Pi}_{f}\right)$. With $x_{f}$ and $y_{f}$ the "wave functions" of $f$ for $\phi_{f}$ and $\phi_{f}^{\prime}$, respectively, let $z_{f}=x_{f} \oplus y_{f}$. Define a map $V^{\prime}$ of the linear submanifold $\psi_{f}(\mathfrak{H}) z_{f}$ of $\mathfrak{\Re}_{f}$ into $\mathfrak{S}$ by $V^{\prime} \psi_{f}(A) z_{f}=\phi(A) x$, for each $A$ in $\mathfrak{A}$. Note that if $\psi_{f}(A) z_{f}=0$ then $\phi_{f}(A) x_{f}=0=\phi_{f}^{\prime}(A) y_{f}$. Thus

$$
\phi_{f}\left(A^{*}\right) \phi_{f}(A) x_{f}=\phi_{f}\left(A^{*} A\right) x_{f}=0=\phi_{f}^{\prime}\left(A^{*}\right) \phi_{f}^{\prime}(A) y_{f}=\phi_{f}^{\prime}\left(A A^{*}\right) y_{f},
$$

so that $f\left(A A^{*}\right)=f\left(A^{*} A\right)=0$. Thus by Lemma 7.3

$$
\begin{aligned}
0 & =\left(\left(\phi\left(A^{*} A\right)+\phi\left(A A^{*}\right)\right) x, x\right) \\
& \geqslant\left(\left(\phi\left(A^{*}\right) \phi(A)+\phi(A) \phi\left(A^{*}\right)\right) x, x\right) \geqslant 0
\end{aligned}
$$

and $\phi(A) x=\phi\left(A^{*}\right) x=0$. Thus $V^{\prime}$ is well defined and linear. Moreover,

$$
\begin{aligned}
\left\|V^{\prime}\right\| & =\sup \left\{\|\phi(A) x\|:\left\|\psi_{f}(A) z_{f}\right\|=1\right\} \\
& =\sup \left\{\|\phi(A) x\|:\left\|\phi_{f}(A) x_{f} \oplus \phi_{f}^{\prime}(A) y_{f}\right\|^{2}=1\right\} \\
& =\sup \left\{\|\phi(A) x\|:\left(\phi\left(A^{*} A+A A^{*}\right) x, x\right)=2\right\} .
\end{aligned}
$$

By Lemma 7.3, if $\left(\phi\left(A^{*} A+A A^{*}\right) x, x\right)=2$ then $\left(\left(\phi\left(A^{*}\right) \phi(A)+\phi(A) \phi\left(A^{*}\right)\right) x, x\right) \leqslant 2$, so that $\|\phi(A) x\|^{2} \leqslant 2$. Thus $\left\|V^{\prime}\right\| \leqslant 2^{\frac{1}{2}}$. Extend $V^{\prime}$ by continuity to all of the subspace $E=\left[\psi_{f}(\mathfrak{U}) z_{f}\right]$, and call the extension $V^{\prime}$ Define the linear map $V$ of $\mathfrak{\Omega}_{f}$ into $\mathfrak{S}$ by $V$ restricted to $E$ equals $V^{\prime}$ and $V$ restricted to $I-E$ equals 0 . Then $\|V\| \leqslant 2^{\frac{1}{2}}$. As in Lemma 7.2 it is straightforward to show that $V \psi_{f}(A) V^{*} x=\phi(A) x$. Letting $V_{x}=V$ and $\varrho_{x}=\psi_{f}$ we see that $\phi$ is locally decomposable.

Suppose there exists $\alpha>0$ such that $\alpha \phi$ satisfies the Cauchy-Schwarz inequality $(\alpha \phi)\left(A^{*} A\right) \geqslant(\alpha \phi)\left(A^{*}\right)(\alpha \phi)(A)$ for all $A$ in $\mathfrak{A}$. By Lemma 7.2 there exists a ${ }^{*}$-representation $\psi$ of $\mathfrak{A}$ as a $C^{*}$-algebra on a Hilbert space $\mathfrak{K}$, and a vector $y$ in $\mathfrak{K}$, cyclic under $\psi(\mathfrak{A})$, and a linear mapping $V$ of the set $\{\psi(A) y: A \text { is self-adjoint in } \mathfrak{U}\}^{-}$into $\mathfrak{F}$ such that $\|V\| \leqslant 1$ and $V \psi(A) V^{*} x=\phi(A) x$ for each self-adjoint $A$ in $\mathfrak{A}$ (we still assume $\phi(I) \leqslant I$. As in Lemma $7.2 f=\omega_{x} \phi, y=x_{f}$ and $\psi=\phi_{f}$. If $\phi_{f}(B) x_{f}=0$ then $\phi_{f}\left(B^{*} B\right) x_{f}=0$, so that

$$
0=f\left(B^{*} B\right)=\left(\phi\left(B^{*} B\right) x, x\right) \geqslant \alpha\left(\phi\left(B^{*}\right) \phi(B) x, x\right) \geqslant 0
$$

so $\phi(B) x=0$. Thus $V$ has a linear extension to the linear manifold $\phi_{f}(\mathfrak{H}) x_{f}$. Since $\|\phi(B) x\|^{2} \leqslant \alpha^{-1}\left\|\phi_{f}(B) x_{f}\right\|^{2},\|V\| \leqslant \alpha^{-\frac{1}{2}}$. Since $x_{f}$ is' cyclic $V$ has a continuous linear extension to $\mathfrak{S}_{f}$, and $V \psi(A) V^{*} x=\phi(A) x$ for all $A$ in $\mathfrak{M}$. Letting $V_{x}=V$ and $\varrho_{x}=\psi$ we conclude that $\phi$ is locally completely positive.

Conversely, let $\phi$ be a locally completely positive map of $\mathfrak{H}$ into $\mathfrak{B}(\mathfrak{H})$. Then for each vector $x \neq 0$ in $\mathfrak{G}$ there exists a Hilbert space $\mathfrak{\Omega}_{x}$, a linear map $V_{x}$ of $\mathfrak{\Omega}_{x}$ into $\mathfrak{F}$ with $\left\|V_{x}\right\| \leqslant M$ for all $x \neq 0$, and a ${ }^{*}$-representation $\varrho_{x}$ of $\mathfrak{A}$ on $\Re_{x}$ such that $V_{x} \varrho_{x}(A) V_{x}^{*} x=\phi(A) x$ for all $A$ in $\mathcal{M}$. Let $\alpha=M^{-2}$. Then for $x$ in $\mathfrak{K}$ and $A$ in $\mathfrak{H}$,

$$
\begin{aligned}
\left(\alpha \phi\left(A^{*} A\right) x, x\right) & =\alpha\left(V_{x} \varrho_{x}\left(A^{*} A\right) V_{x}^{*} x, x\right)=\alpha^{2} M^{2}\left\|\varrho_{x}(A) V_{x}^{*} x\right\|^{2} \\
& \geqslant \alpha^{2}\left\|V_{x}\right\|^{2}\left\|\varrho_{x}(A) V_{x}^{*} x\right\|^{2} \geqslant \alpha^{2}\left\|V_{x} \varrho_{x}(A) V_{x}^{*} x\right\|^{2} \\
& =\alpha^{2}\|\phi(A) x\|^{2}=\left(\alpha \phi\left(A^{*}\right) \alpha \phi(A) x, x\right)
\end{aligned}
$$

and $\alpha \phi$ satisfies the Cauchy-Schwarz inequality $\alpha \phi\left(A^{*} A\right) \geqslant \alpha \phi\left(A^{*}\right) \alpha \phi(A)$. The proof is complete.
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Corollary 7.5. Let $\phi$ be a bounded positive linear map of one $C^{*}$-algebra $\mathfrak{A}$ into the bounded operators on a Hilbert space. Suppose $\phi$ is a trace, i.e. $\phi\left(A^{*} A\right)=\phi\left(A A^{*}\right)$ for all $A$ in $\mathfrak{A}$. Then $\phi$ is locally positive.

Proof. By Lemma $7.3 \phi$ satisfies the inequality $2 \phi\left(A^{*} A\right) \geqslant \phi\left(A^{*}\right) \phi(A)+\phi(A) \phi\left(A^{*}\right)$ for all $A$ in $\mathfrak{A}$, so that $\frac{1}{2} \phi\left(A^{*} A\right) \geqslant \frac{1}{2} \phi\left(A^{*}\right) \frac{1}{2} \phi(A)$. By Theorem $7.4 \phi$ is locally completely positive.

Theorem 7.6. Let $\mathfrak{A}$ be a $C^{*}$-algebra and $\phi$ a bounded positive linear map of $\mathfrak{N}$ into the bounded operators on a Hilbert space $\mathfrak{\mathfrak { g }}$. Then there exists a Hilbert space $\mathfrak{\Omega}$, a continuous linear map $V$ of $\mathfrak{S}$ into $\mathfrak{\Re}$, a $C^{*}$-homomorphism $\varrho$ of $\mathfrak{A}$ into $\mathfrak{B}(\mathfrak{K})$, and a linear (not necessarily continuous) map $W$ of $\mathfrak{\Omega}$ into $\mathfrak{S}$ such that

$$
\phi=W \varrho V .
$$

Proof. Let $\left(e_{l}\right)_{l \epsilon J}$ be an orthonormal basis for $\mathfrak{S}$. By Theorem 7.4, for each $l \in J$ there exists a Hilbert space $\mathscr{\Omega}_{l}=\mathscr{\Re}_{e_{l}}$, a bounded linear map $V_{l}=V_{e_{l}}$ of $\mathscr{\Re}_{l}$ into $\mathfrak{H}$, and a $C^{*}$-homomorphism $\varrho_{l}=\varrho_{e_{l}}$ such that $V_{l} \varrho_{l}(A) V_{l}^{*} e_{l}=\phi(A) e_{l}$ for each $A$ in $\mathfrak{A}$. Let $\mathfrak{K}=\oplus_{l \in J} \mathfrak{I}_{l}$. If $x \in \mathfrak{F}$ then $x=\sum_{l \in J} a_{l} e_{l}$. Define the map $V$ of $\mathfrak{S}$ into $\mathfrak{K}$ by

$$
V x=\sum_{l \in J} a_{l} V^{*} e_{l}=\sum_{l \in J} a_{l} z_{l}, z_{l}=V^{*} e_{l}
$$

Then $V$ is linear. $V$ is continuous since

$$
\|V x\|^{2}=\sum_{i \in J}\left|a_{l}\right|^{2}\left\|z_{l}\right\|^{2}=\sum_{l \in J}\left|a_{l}\right|^{2}\left(\phi(I) e_{l}, e_{l}\right) \leqslant\|\phi(I)\| \sum_{i \in J}\left|a_{l}\right|^{2}=\|\phi\|\|x\|^{2}
$$

Define the map $W$ of $\mathfrak{K}$ into $\mathfrak{F}$ by $W\left(\sum_{l \in J} x_{l}\right)=\sum_{l \in J} V_{l} x_{l}$, where $x_{l} \in \mathfrak{R}_{l}$. Then $W$ is linear. Let $\varrho=\oplus_{l \in J} \varrho_{l}$. Then $\varrho$ is a $C^{*}$-homomorphism of $\mathfrak{U}$ into $\mathfrak{B}(\mathfrak{K})$, and $\phi=W \varrho V$. The proof is complete.

When $\phi(A) x=V_{x} \varrho_{x}(A) V_{x}^{*} x$ as in Theorem 7.4 we say $V_{x} \varrho_{x} V_{x}^{*}$ is a local decomposition of $\phi$ at $x$.

Remark 7.7. Let $\phi$ be a bounded positive linear map of a $C^{*}$-algebra $\mathfrak{A}$ into a $C^{*}$-algebra $\mathfrak{B}$ acting on a Hilbert space $\mathfrak{\mathscr { L }}$. Let $x$ be a non zero vector in $\mathfrak{F}$. Suppose the local decomposition $V_{x} \varrho_{x} V_{x}^{*}$ of $\phi$ at $x$ is such that $V_{x} \varrho_{x}(A) V_{x}^{*}$ commutes with $\mathfrak{B}^{\prime}$ at $x$ for each $A$ in $\mathfrak{Y}$ (i.e. if $B^{\prime} \in \mathfrak{B}^{\prime}$ then $\left.V_{x} \varrho_{x}(A) V_{x}^{*} B^{\prime} x=B^{\prime} V_{x} \varrho_{x}(A) V_{x}^{*} x\right)$. Then $\phi(A) y=V_{x} \varrho_{x}(A) V_{x}^{*} y$ for all $y$ in $\left[\mathfrak{B}^{\prime} x\right]$. In fact, by continuity we may assume $y=B^{\prime} x$ with $B^{\prime}$ in $\mathfrak{B}^{\prime}$. Then

$$
V_{x} \varrho_{x}(A) V_{x}^{*} y=V_{x} \varrho_{x}(A) V_{x}^{*} B^{\prime} x=B^{\prime} V_{x} \varrho_{x}(A) V_{x}^{*} x=B^{\prime} \phi(A) x=\phi(A) y
$$

In particular, if $x$ is a separating vector for $\mathfrak{B}$ then $\left[\mathfrak{F}^{\prime} x\right]=I$, and $\phi$ is decomposable, and $\phi$ is completely positive if and only if $\phi$ is locally completely positive. The following proposition is another result to this effect.

Proposition 7.8. Let $\mathfrak{A}$ be a $C^{*}$-algebra and $\mathfrak{F}$ a Hilbert space. Let $\phi$ be a
 $\phi=V^{*} \varrho V$, where $V$ is a bounded linear map of $\mathfrak{S}$ onto a Hilbert space $\mathfrak{K}$, and $\varrho$ is a $C^{*}$-homomorphism of $\mathfrak{\mathcal { H }}$ onto an algebra of operators acting on $\mathfrak{\Re}$. If $\phi$ is locally completely positive then $\phi$ is completely positive.

Proof. First assume $\phi$ is a $C^{*}$-homomorphism of $\mathfrak{A}$ onto a $C^{*}$-algebra $\mathfrak{B}$ acting on $\mathfrak{F}$. Then $\phi$ is a ${ }^{*}$-homomorphism. In fact, if not then by Corollary 5.9 there exists an irreducible ${ }^{*}$-representation $\psi$ of $\mathfrak{B}$ such that $\psi \circ \phi$ is an irreducible antihomomorphism and $\psi(\mathfrak{B})$ acts on a Hilbert space $\mathfrak{S}_{\varphi}$ of dimension greater than 1 . Since $\phi$ is locally completely positive there exists by Theorem $7.4 \alpha>0$ such that $\phi\left(A^{*} A\right) \geqslant \alpha \phi\left(A^{*}\right) \phi(A)$ for all $A$ in $\mathfrak{U}$. Composing with $\psi$ it follows that for every operator $B$ in the irreducible $C^{*}$-algebra $\psi(\mathfrak{B})$ there exists $\alpha>0$ such that $B B^{*} \geqslant \alpha B^{*} B$. Using [12, Theorem 1] it is easy to show $\operatorname{dim} \mathfrak{S}_{\varphi}=1$, contrary to assumption. Thus $\phi$ is a homomorphism. In the general case replace $V$ by $\varrho(I) V$. Then $V$ is still surjective. We may thus assume $\varrho(I)$ is the identity operator in $\mathfrak{B}(\mathfrak{\Re})$, and $V^{*} V=\phi(I)$. By the preceding it suffices to show $\varrho$ is locally completely positive. By assumption there exists $\alpha>0$ such that $\phi\left(A^{*} A\right) \geqslant \alpha \phi\left(A^{*}\right) \phi(A)$. Since $\phi(I)$ is invertible there exists $\gamma>0$ such that $\left\|V^{*} V x\right\|=\|\phi(I) x\| \geqslant \gamma\|x\|$ for all $x \in \mathfrak{F}$. Thus, since $V$ is surjective, there exists $\delta>0$ such that $\left\|V^{*} z\right\| \geqslant \delta\|z\|$ for all $z \in \mathscr{\Omega}$. If $\varrho$ is not locally completely positive then for any $\beta>0$ there exist $x$ in $\mathfrak{K}$ and $A$ in $\mathfrak{U}$ such that

$$
\left(\varrho\left(A^{*} A\right) x, x\right) \leqslant \beta\|\varrho(A) x\|^{2} .
$$

Choose $\beta$ so small that $\beta / \delta^{2}<\alpha$. Then if $x=V y$,

$$
\begin{aligned}
\alpha\|\phi(A) y\|^{2} & \leqslant\left(\phi\left(A^{*} A\right) y, y\right)=\left(\varrho\left(A^{*} A\right) x, x\right) \leqslant \beta\|\varrho(A) V y\|^{2} \\
& \leqslant \beta / \delta^{2}\left\|V^{*} \varrho(A) V y\right\|^{2}=\beta / \delta^{2}\|\phi(A) y\|^{2}<\alpha\|\phi(A) y\|^{2},
\end{aligned}
$$

a contradiction. Thus $\varrho$ is $a^{*}$-homomorphism. The proof is complete.

## 8. Maps of $2 \times 2$ matrices

We classify the extreme points in $\mathfrak{D}\left(M_{2}, M_{2}\right)$. In order to make the classification as neat as possible we make the following 19*-632933

Definition 8.1. Let $\mathfrak{M}$ and $\mathfrak{B}$ be $C^{*}$-algebras. Let $\phi$ and $\tau$ be maps in $\mathfrak{D}(\mathfrak{M}, \mathfrak{B})$. Then $\phi$ and $\tau$ are unitarily equivalent if there exist unitary operators $U$ in $\mathfrak{A}$ and $V$ in $\mathfrak{B}$ such that $\phi=V^{*} \tau\left(U^{*} \cdot U\right) V$.

It is clear from Lemma 2.2 that $\phi$ is extreme if and only if $\tau$ is extreme.
Theorem 8.2. Let $\phi$ be a map in $\mathfrak{D}\left(M_{2}, M_{2}\right)$. Then $\phi$ is extreme if and only if $\phi$ is unitarily equivalent to a map of the form

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \rightarrow\left(\begin{array}{ll}
a & \alpha b+\beta c \\
\bar{\alpha} c+\bar{\beta} b & \gamma a+\varepsilon b+\bar{\varepsilon} c+\delta d
\end{array}\right)
$$

where $|\varepsilon|^{2}=2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)$ in the case when $\gamma \neq 0$, and $|\alpha|$ or $|\beta|$ equals 1 when $\gamma=0$.

The proof is divided into some lemmas. We first recall some facts about $M_{n}$. If $x=\left(x_{1}, \ldots, x_{n}\right)$ is a unit vector in $C^{n}$ then $[x]=\left(x_{i} \bar{x}_{j}\right)$. If ( $a_{i j}$ ) is a matrix in $M_{n}$ then

$$
\omega_{x}\left(\left(a_{i j}\right)\right)=\sum_{i, j} a_{i j} \bar{x}_{f} x_{i}
$$

We denote by $e_{i j}$ the matrix units in $M_{n}$.
Lemma 8.3. Let $f$ be a state on $M_{n}$. Then $f$ is pure if and only if

$$
\left|f\left(e_{i j}\right)\right|^{2}=f\left(e_{i t}\right) f\left(e_{j i}\right), \quad \mathrm{l} \leqslant i, j \leqslant n .
$$

Proof. If $f$ is a linear functional on $M_{n}$ and $[x]=\left(x_{i} \bar{x}_{j}\right)$ is a $\mathbf{l}$-dimensional projection, let $E$ be the matrix $\left(f\left(e_{i j}\right)\right)$ in $\mathbf{M}_{n}$. Then

$$
\omega_{x}(E)=\sum_{i, j} f\left(e_{i j}\right) \bar{x}_{j} x_{i}=f([x]) .
$$

Thus $f$ is positive if and only if $E \geqslant 0$. If $f$ is a state then $0 \leqslant E \leqslant I$. If $f$ is a pure state then $f=\omega_{x}$ for some unit vector $x$, and $f\left(e_{i j}\right)=x_{i} \bar{x}_{j}$, so that $\left|f\left(e_{i j}\right)\right|^{2}=f\left(e_{i i}\right) f\left(e_{j j}\right)$. Conversely, suppose this equation is satisfied. Then $E$ is a projection. Inded,

$$
\left(E^{2}\right)_{i i}=\sum_{k} f\left(e_{i k}\right) f\left(e_{k i}\right)=\sum_{k} f\left(e_{i i}\right) f\left(e_{k k}\right)=f\left(e_{i i}\right) f(I)=E_{i i} .
$$

Since $0 \leqslant E \leqslant I, E-E^{2} \geqslant 0$ and has zeros on the diagonal. Thus $E=E^{2}$. With $x$ a unit vector in the range of $E$,

$$
\mathrm{l}=\omega_{x}(E)=f([x])
$$

Thus $f=\omega_{x}$, and $f$ is pure.
In particular we have proved

Corollary 8.4. Let $f$ be a linear functional on $M_{2}$. Then $f$ is positive if and only if

$$
f\left(e_{11}\right) \geqslant 0, f\left(e_{22}\right) \geqslant 0, \text { and }\left|f\left(e_{12}\right)\right|^{2} \leqslant f\left(e_{11}\right) f\left(e_{22}\right)
$$

Lemma 8.5. Let $\phi$ be an extreme map in $\mathfrak{D}\left(M_{2}, M_{2}\right)$. Then there exists a vector state $\omega_{x}$ of $M_{2}$ such that $\omega_{x} \phi$ is a pure state of $M_{2}$.

Proof. Suppose not. Then for all unit vectors $x$ in $C^{2}$

$$
\omega_{x} \phi\left(e_{11}\right) \omega_{x} \phi\left(e_{22}\right)>\left|\omega_{x} \phi\left(e_{12}\right)\right|^{2}
$$

by Lemma 8.3 and Corollary 8.4. Since the unit sphere in $C^{2}$ is compact there exists $\alpha>0$ such that

$$
\alpha \leqslant \omega_{x} \phi\left(e_{11}\right) \omega_{x} \phi\left(e_{22}\right)-\left|\omega_{x} \phi\left(e_{12}\right)\right|^{2}
$$

for all unit vectors $x$ in $C^{2}$. Since $\left|\omega_{x} \phi\left(e_{12}\right)\right|^{2} \leqslant 1$

$$
(1 \pm \alpha)\left|\omega_{x} \phi\left(e_{12}\right)\right|^{2} \leqslant \omega_{x} \phi\left(e_{11}\right) \omega_{x} \phi\left(e_{22}\right)
$$

Define two maps $\psi^{+}$and $\psi^{-}$of $M_{2}$ into $M_{2}$ as follows: $\psi^{ \pm}$is linear,

$$
\psi^{ \pm}\left(e_{i i}\right)=\phi\left(e_{i i}\right)(i=1,2), \psi^{ \pm}\left(e_{12}\right)=(1 \pm \delta) \phi\left(e_{12}\right), \psi^{ \pm}\left(e_{21}\right)=(1 \pm \delta) \phi\left(e_{21}\right)
$$

where $\delta>0$ is such that $(1+\delta)^{2} \leqslant 1+\alpha$. By Corollary $8.4 \psi^{ \pm} \in \mathfrak{D}\left(M_{2}, M_{2}\right)$ and $\phi=\frac{1}{2} \psi^{+}+\frac{1}{2} \psi^{-}$. Since $\phi$ is extreme we have arrived at a contradiction. The assertion follows.

Lemma 8.6. If $\phi$ is extreme in $\mathfrak{D}\left(M_{2}, M_{2}\right) \phi$ is unitarily equivalent to a map of the form

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \rightarrow\left(\begin{array}{ll}
a & \alpha b+\beta c \\
\bar{\alpha} c+\bar{\beta} b & \gamma a+\varepsilon b+\bar{\varepsilon} c+\delta d
\end{array}\right)
$$

Proof. Write $\phi$ in the form

$$
\phi(A)=\left(\begin{array}{ll}
\phi_{11}(A) & \phi_{12}(A) \\
\phi_{21}(A) & \phi_{22}(A)
\end{array}\right)
$$

Up to unitary equivalence we may by Lemma 8.5 assume $\phi_{11}$ is the pure state $\left(a_{i j}\right) \rightarrow a_{11}$. Then $\phi_{11}\left(e_{22}\right)=0$. Thus $\phi_{12}\left(e_{22}\right)=0=\phi_{12}\left(e_{11}\right)$. The lemma follows.

We fix a map $\phi$ in $\mathfrak{D}\left(M_{2}, M_{2}\right)$ of the form described in Lemma 8.6.
Lemma 8.7. $|\alpha|+|\beta| \leqslant \delta^{\frac{1}{2}}$.
Proof. Since $\phi$ is positive

$$
\begin{equation*}
\left(|\alpha|^{2}+|\beta|^{2}\right)|b|^{2}+2 \Re\left(\alpha \bar{\beta} b^{2}\right) \leqslant \gamma a^{2}+a 2 \Re \varepsilon b+\delta a d \tag{2}
\end{equation*}
$$

whenever $a \geqslant 0, d \geqslant 0,|b|^{2} \leqslant a d$. Replace $b$ by $-b$ in (2) and add the two inequalities obtained. Then

$$
\left(|\alpha|^{2}+|\beta|^{2}\right)|b|^{2}+2 \Re\left(\alpha \bar{\beta} b^{2}\right) \leqslant \gamma a^{2}+\delta a d
$$

Choose $\theta$ such that $\Re\left(\alpha \bar{\beta} b^{2} e^{2 i \theta}\right)=\left|\alpha \bar{\beta} b^{2}\right|=|\alpha\|\beta\| b|^{2}$. Then

$$
(|\alpha|+|\beta|)^{2}|b|^{2} \leqslant \gamma a^{2}+\delta a d .
$$

This holds for $|b|^{2}=a d$ and all $a \geqslant 0$. Hence $(|\alpha|+|\beta|)^{2} \leqslant \delta$.
Lemma 8.8. If $|\alpha|+|\beta|=\delta^{\frac{1}{2}}$ then there exists a real number $r$ such that $\varepsilon^{2}=-\alpha \bar{\beta} r^{2}$.
Proof. If $\alpha \beta=0$, say $\beta=0$, then $|\alpha|=\delta^{\frac{1}{2}}$, and (2) takes the form $\delta|b|^{2} \leqslant \gamma a^{2}+$ $2 a \Re \varepsilon b+\delta a d$. In particular, if $b$ is such that $\Re \varepsilon b=-|\varepsilon| \sqrt{a d}$ and $|b|^{2}=a d$, then $2|\varepsilon| \sqrt{a d} \leqslant \gamma a$. Since this holds for all $d, \varepsilon=0$. Assume $\alpha \beta \neq 0$. If $|b|^{2}=a d$ and $\Re\left(\alpha \bar{\beta} b^{2}\right)=|\alpha\|\beta\| b|^{2}$ then (2) takes the form $\gamma a+2 \Re \varepsilon b \geqslant 0$. This holds for every $d \geqslant 0$. Thus $\mathfrak{R} \varepsilon b \geqslant 0$. Apply this to $-b$ then $0 \leqslant \Re(\varepsilon(-b))=-\Re \varepsilon b$, so $\Re \varepsilon b=0$. Now $\mathfrak{R}\left(\alpha \bar{\beta} b^{2}\right)=|\alpha||\beta||b|^{2}$ and $b=|b| e^{i \theta}$ implies $e^{2 i \theta} \alpha \bar{\beta}=|\alpha||\beta|$, and $e^{i \theta}=(|a||\beta|)^{\frac{1}{2}}(\alpha \bar{\beta})^{-\frac{1}{2}}$. Thus $\Re\left(\varepsilon(|\alpha||\beta| / \alpha \bar{\beta})^{\frac{1}{2}}\right)=0$, or $\varepsilon(\alpha \bar{\beta})^{-\frac{1}{2}}$ is purely imaginary. The lemma follows.

Lemma 8.9. Suppose $|\varepsilon|=\sqrt{\gamma \delta}$. Then $\phi_{22}$ is a vector state, say due to the unit vector $(x, w) . \phi$ is extreme if and only if one of three cases occurs.
(i) if $x=0$ then $|\alpha|$ or $|\beta|$ equals 1 .
(ii) if $w=0$ then $\alpha=\beta=0$.
(iii) if $x w \neq 0$ then $\alpha=-\frac{1}{2} e^{i \theta}|w|(w \bar{x} / \bar{w} x), \beta=\frac{1}{2} e^{i \theta}|w|$.

Proof. Case (i), $x=0$. Say $\phi=\frac{1}{2}\left(\left(\phi+\phi^{\prime}\right)+\left(\phi-\phi^{\prime}\right)\right)$ with $\phi \pm \phi^{\prime}$ in $\mathfrak{D}\left(M_{2}, M_{2}\right)$. Then $\alpha=\frac{1}{2}\left(\left(\alpha+\alpha^{\prime}\right)+\left(\alpha-\alpha^{\prime}\right)\right)$ and similarly for $\beta$. Then a necessary and sufficient condition for $\phi \pm \phi^{\prime}$ to be in $\mathfrak{D}\left(M_{2}, M_{2}\right)$ is that $\left|\alpha \pm \alpha^{\prime}\right|+\left|\beta \pm \beta^{\prime}\right| \leqslant 1$, as follows from inequality (2). If $\alpha \beta \neq 0$ choose $k$ such that

$$
0<k<1,(1 \pm k)|\alpha| \leqslant 1, \text { and } 0 \leqslant\left(1 \mp k \frac{|\alpha|}{|\beta|}\right)|\beta| \leqslant 1
$$

Let $\alpha^{\prime}=k \alpha, \beta^{\prime}=-k|\alpha||\beta|^{-1} \beta$. Then

$$
\left|\alpha \pm \alpha^{\prime}\right|+\left|\beta \pm \beta^{\prime}\right|=(1 \pm k)|\alpha|+\left(1 \mp k \frac{|\alpha|}{|\beta|}\right)|\beta|=|\alpha|+|\beta| \leqslant 1 .
$$

Thus if $|\alpha|+|\beta|<1$ or $\alpha \beta \neq 0$ then $\phi$ is not extreme. Thus, if $\phi$ is extreme then $|\alpha|$ or $|\beta|$ equals 1. Conversely, if $|\alpha|$ or $|\beta|$ equals 1 then $\phi$ is even extreme of class 0 .

Case (ii), $w=0$. Then $\phi$ is a pure state, and clearly $\alpha=\beta=0$.
Case (iii), $x w \neq 0$. Let $F$ be the projection

$$
\left(\begin{array}{cc}
|w|^{2} & -\frac{|w|^{2} x}{w} \\
-\frac{|x|^{2} w}{x} & |x|^{2}
\end{array}\right)
$$

Then $\phi_{22}(F)=0$, so $\phi_{12}(F)=0$. Hence $\alpha=-\beta(w \bar{x} / \bar{w} x)$. Since $\phi_{11}$ and $\phi_{22}$ are pure states it follows that $\phi$ is extreme if and only if $|\beta|$ is maximal, i.e. by Lemma 8.7, if and only if $|\alpha|+|\beta|=|w|$, i.e. if and only if $|\beta|(|(w \bar{x} / \bar{w} x)|+1)=|w|$, or $\beta=\frac{1}{2} e^{i \theta}|w|$. The proof is complete.

Lemma 8.10. $|\varepsilon|^{2} \leqslant 2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)$. If $|\alpha|+|\beta|=\delta^{\frac{1}{2}}$ then $|r| \leqslant 2 \gamma^{\frac{1}{2}}$, where $r$ is the number found in Lemma 8.8.

Proof. If $\gamma=0$ then clearly $\varepsilon=0$. Assume $\gamma \neq 0$. In inequality (2) replace $b$ by $i b$ and obtain

$$
\left(|\alpha|^{2}+|\beta|^{2}\right)|b|^{2}-2 \Re\left(\alpha \bar{\beta} b^{2}\right) \leqslant \gamma a^{2}+2 a \Re \varepsilon i b+\delta a d .
$$

Let $b$ be such that $\mathfrak{R e b}(1+i)=-2^{\frac{1}{2}}|\varepsilon||b|$, and suppose $|b|^{2}=a d=1$. Adding the above inequality and inequality (2) we obtain for $a \geqslant 0$,

$$
|\alpha|^{2}+|\beta|^{2} \leqslant \gamma a^{2}-2^{\frac{1}{2}} a|\varepsilon|+\delta .
$$

The function $f(x)=\gamma x^{2}-2^{\frac{1}{2}}|\varepsilon| x+\delta$ has its minimum for $x=2^{-\frac{1}{2}} \gamma^{-1}|\varepsilon|$. Thus $|\alpha|^{2}+$ $|\beta|^{2} \leqslant-|\varepsilon|^{2}(2 \gamma)^{-1}+\delta$, and the first assertion of the lemma follows. If $|\alpha|+|\beta|=\delta^{\frac{1}{2}}$ then $|\varepsilon|^{2} \leqslant 2 \gamma^{2}|\alpha||\beta|$. By Lemma $8.8|\varepsilon|^{2}=|\alpha||\beta| r^{2}$. Thus $r^{2} \leqslant 4 \gamma$.

Lemma 8.11. If $|\varepsilon|^{2}=2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)$ and $\gamma \neq 0$ then $|\alpha|+|\beta|=\delta^{\frac{1}{2}}$.
Proof. There exists $\theta$ between 0 and $2 \pi$ such that $\varepsilon=e^{i \theta}\left(2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)\right)^{\frac{1}{2}}$. Let $b=e^{i(\pi-\theta)}$. Let $a d=1$. Then inequality (2) becomes

$$
|\alpha|^{2}+|\beta|^{2}+2 \Re\left(\alpha \bar{\beta} e^{-2 i \theta}\right) \leqslant \gamma a^{2}-2 a\left(2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)\right)^{\frac{1}{2}}+\delta .
$$

The function

$$
f(x)=\gamma x^{2}-2\left(2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)\right)^{\frac{1}{2}} x+\delta
$$

has its minimum for $x=\left(2 \gamma^{-1}\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)\right)^{\frac{1}{2}}$. Then $f(x)=2\left(|\alpha|^{2}+|\beta|^{2}\right)-\delta$, and by the inequality above and Lemma 8.7

$$
\delta \leqslant|\alpha|^{2}+|\beta|^{2}-2 \Re\left(\alpha \bar{\beta} e^{-2 i \theta}\right) \leqslant(|\alpha|+|\beta|)^{2} \leqslant \delta .
$$

The proof is complete.

Lemma 8.12. If $\phi$ is extreme and $\gamma \neq 0$ then $|\varepsilon|^{2}=2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)$.
Proof. Suppose first $|\alpha|+|\beta|<\delta^{\frac{1}{2}}$. Then, if $|\varepsilon|=\sqrt{\delta \gamma}$ then $\phi$ is not extreme by Lemma 8.9. If $|\varepsilon|<\sqrt{\delta \gamma}$ then by Lemma $8.11|\varepsilon|^{2}<2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)$, so there is room for perturbations on each one of $\alpha, \beta$, and $\varepsilon$. Thus $\phi$ is not extreme in that case.

If $|\alpha|+|\beta|=\delta^{\frac{1}{2}}$, but $|\varepsilon|^{2}<2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)$ then $|\varepsilon|<\sqrt{\delta \gamma}$, because if $|\varepsilon|=\sqrt{\delta \gamma}$ and $|\alpha|+|\beta|=\delta^{\frac{1}{2}}$ then by Lemma $8.10 \delta \gamma \leqslant 2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)$, and $0 \leqslant(|\alpha|+|\beta|)^{2}-$ $2|\alpha|^{2}-2|\beta|^{2}=-(|\alpha|-|\beta|)^{2} \leqslant 0$, so that $2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)=2 \gamma\left(\delta-\frac{1}{2} \delta\right)=\gamma \delta=|\varepsilon|^{2}$. By Lemma $8.8 \varepsilon^{2}=-\alpha \bar{\beta} r^{2}$, where by Lemma $8.10|r| \leqslant 2 \gamma^{\frac{1}{2}}$. If $|r|<2 \gamma^{\frac{1}{2}}$ then there is room for perturbations on $\varepsilon$, and $\phi$ is not extreme. If $r=2 \gamma^{\frac{1}{2}}$ then $4 \gamma|\alpha||\beta|=|\varepsilon|^{2}<$ $2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)$, contrary to the assumption that $|\alpha|+|\beta|=\delta^{\frac{1}{2}}$. Thus $|\varepsilon|^{2}=2 \gamma(\delta-$ $\left.|\alpha|^{2}-|\beta|^{2}\right)$.

Proof of Theorem 8.2. It remains to show that if $|\varepsilon|^{2}=2 \gamma\left(\delta-|\alpha|^{2}-|\beta|^{2}\right)$ and $\gamma \neq 0$ then $\phi$ is extreme. Suppose $\phi=\frac{1}{2}\left(\phi_{1}+\phi_{2}\right)$ with $\phi_{1}=\phi+\phi^{\prime}, \phi_{2}=\phi-\phi^{\prime}$, and $\phi_{1}$, $\phi_{2} \in \mathfrak{D}\left(M_{2}, M_{2}\right)$, and

$$
\phi^{\prime}\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\right)=\left(\begin{array}{cl}
0 & \alpha^{\prime} b+\beta^{\prime} c \\
\bar{\alpha}^{\prime} c+\bar{\beta}^{\prime} b & \gamma^{\prime} a+\varepsilon^{\prime} b+\bar{\varepsilon}^{\prime} c+\delta^{\prime} d
\end{array}\right) .
$$

We have to show $\alpha^{\prime}=\beta^{\prime}=\gamma^{\prime}=\delta^{\prime}=\varepsilon^{\prime}=0$. Notice that $\gamma^{\prime}=-\delta^{\prime}$. We may assume $\gamma^{\prime} \geqslant 0$. By Lemma 8.10 and the parallellogram law

$$
\begin{aligned}
2|\varepsilon|^{2}+2\left|\varepsilon^{\prime}\right|^{2}= & \left|\varepsilon+\varepsilon^{\prime}\right|^{2}+\left|\varepsilon-\varepsilon^{\prime}\right|^{2} \\
\leqslant & 2\left(\gamma+\gamma^{\prime}\right)\left(\delta+\delta^{\prime}-\left|\alpha+\alpha^{\prime}\right|^{2}-\left|\beta+\beta^{\prime}\right|^{2}\right) \\
& +2\left(\gamma-\gamma^{\prime}\right)\left(\delta-\delta^{\prime}-\left|\alpha-\alpha^{\prime}\right|^{2}-\left|\beta-\beta^{\prime}\right|^{2}\right) \\
= & 4 \gamma\left(\delta-|\alpha|^{2}-\left|\alpha^{\prime}\right|^{2}-|\beta|^{2}-\left|\beta^{\prime}\right|^{2}\right) \\
& +2 \gamma^{\prime}\left(2 \delta^{\prime}+\left(\left|\alpha-\alpha^{\prime}\right|^{2}-\left|\alpha+\alpha^{\prime}\right|^{2}\right)+\left(\left|\beta-\beta^{\prime}\right|^{2}-\left|\beta+\beta^{\prime}\right|^{2}\right)\right) .
\end{aligned}
$$

Now $\left|\alpha-\alpha^{\prime}\right|^{2}-\left|\alpha+\alpha^{\prime}\right|^{2}=-4 \Re \alpha \bar{\alpha}^{\prime}$. Thus by Lemma 8.11

$$
\begin{equation*}
\left|\varepsilon^{\prime}\right|^{2} \leqslant-2 \gamma\left(\left|\alpha^{\prime}\right|^{2}+\left|\beta^{\prime}\right|^{2}\right)-2 \gamma^{\prime 2}+4 \gamma^{\prime}\left(|\alpha|\left|\alpha^{\prime}\right|+|\beta|\left|\beta^{\prime}\right|\right) . \tag{3}
\end{equation*}
$$

If $\gamma^{\prime}=0$ then $\alpha^{\prime}=\beta^{\prime}=\varepsilon^{\prime}=0$, and $\phi$ is extreme. If $\alpha^{\prime}=\beta^{\prime}=0$ then $\gamma^{\prime}=\varepsilon^{\prime}=0$, and again $\phi$ is extreme. We shall show $\alpha^{\prime}=\beta^{\prime}=0$. Apply inequality (2) to $\phi_{1}$ and $\phi_{2}$, add the two inequalities obtained, and use the parallellogram law. Then

$$
\left(|\alpha|^{2}+\left|\alpha^{\prime}\right|^{2}+|\beta|^{2}+\left|\beta^{\prime}\right|^{2}\right)|b|^{2}+2 \Re\left(\left(\alpha \bar{\beta}+\alpha^{\prime} \bar{\beta}^{\prime}\right) b^{2}\right) \leqslant \gamma a^{2}+2 a \Re(\varepsilon b)+\delta a d
$$

Therefore

$$
\begin{equation*}
\left(\left|\alpha^{\prime}\right|^{2}+\left|\beta^{\prime}\right|^{2}\right)|b|^{2}+2 \Re\left(\alpha^{\prime} \bar{\beta}^{\prime} b^{2}\right) \leqslant\left(\gamma a^{2}+2 a \Re \varepsilon b+\delta a d\right)-\left(\left(|\alpha|^{2}+|\beta|^{2}\right)|b|^{2}+2 \Re\left(\alpha \bar{\beta} b^{2}\right)\right) . \tag{4}
\end{equation*}
$$

By our assumption on $\varepsilon$ there exists $b \neq 0$ such that the right side of inequality (4) is zero. Thus

$$
0 \geqslant\left(\left|\alpha^{\prime}\right|^{2}+\left|\beta^{\prime}\right|^{2}\right)|b|^{2}+2 \Re\left(\alpha^{\prime} \bar{\beta}^{\prime} b^{2}\right) \geqslant\left(\left|\alpha^{\prime}\right|-\left|\beta^{\prime}\right|\right)^{2}|b|^{2} \geqslant 0
$$

Thus $\left|\alpha^{\prime}\right|=\left|\beta^{\prime}\right|$. Then $\alpha^{\prime} \bar{\beta}^{\prime}=\left|\alpha^{\prime}\right|^{2} e^{i \theta}, \quad \alpha \bar{\beta}=e^{i \varphi}|\alpha||\beta|$. Let $b=e^{i \varphi}$ and $a d=|b|^{2}=1$. Then $\Re\left(\alpha^{\prime} \bar{\beta}^{\prime} b^{2}\right)=\left|\alpha^{\prime}\right|^{2} \cos (\theta+2 \varphi), \Re\left(\alpha \bar{\beta} b^{2}\right)=|\alpha||\beta| \cos (\varrho+2 \varphi)$. By Lemma 8.8 and Lemma $8.11 \varepsilon^{2}=-\alpha \bar{\beta} r^{2}$ and $\varepsilon=i e^{\frac{1}{2} e} 2 \sqrt{\gamma|\alpha||\beta|}$. Thus $\mathfrak{R} \varepsilon b=-2 \sqrt{\gamma|\alpha||\beta|} \sin \left(\frac{1}{2} \varrho+\varphi\right)$. Thus inequality (4) reads

$$
\begin{aligned}
2\left|\alpha^{\prime}\right|^{2}(1+ & \cos (\theta+2 \varphi)) \\
& \leqslant \gamma a^{2}-4 a \sqrt{\gamma|\alpha||\beta|} \sin \left(\frac{1}{2} \varrho+\varphi\right)+2|\alpha||\beta|(1-\cos (\varrho+2 \varphi))
\end{aligned}
$$

Now $1-\cos 2 u=2 \sin ^{2} u$. Thus

$$
\begin{align*}
0 & \leqslant 2\left|\alpha^{\prime}\right|^{2}(1+\cos (\theta+2 \varphi)) \\
& \leqslant \gamma a^{2}-4 a \sqrt{\gamma|\alpha||\beta|} \sin \left(\frac{1}{2} \varrho+\varphi\right)+4|\alpha||\beta| \sin ^{2}\left(\frac{1}{2} \varrho+\varphi\right) \tag{5}
\end{align*}
$$

For each $\varphi$ such that $\sin \left(\frac{1}{2} \varrho+\varphi\right) \geqslant 0$ let

$$
a_{\varphi}=2 \sqrt{\gamma^{-1}|\alpha||\beta|} \sin \left(\frac{1}{2} \varrho+\varphi\right)
$$

Then the right side of inequality (5) is equal to zero. Letting $\varphi$ vary it follows that $\alpha^{\prime}=0=\beta^{\prime}$. Thus $\phi$ is extreme. The proof is complete.

Example 8.13. Let $\phi$ be the map in $\mathfrak{D}\left(M_{2}, M_{2}\right)$ determined by

$$
\phi\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\right)=\left(\begin{array}{ll}
a & \delta^{\frac{1}{2}} b \\
\delta^{\frac{1}{2}} c & \gamma a+\delta d
\end{array}\right)
$$

with $0<\delta<1$. By Theorem $8.2 \phi$ is extreme. $\phi$ is also bijective and not of class 0 . Hence the assumption that $\phi$ be strongly postitive is necessary in Proposition 2.7 and Proposition 2.10. Moreover, $\phi$ does not have minimal range. In fact, if $\omega_{x} \phi$ is a vector state $\omega_{y}$ then $\omega_{x}$ is the state $\left(a_{i j}\right) \rightarrow a_{11}$. Indeed, let $x=\left(x_{1}, x_{2}\right)$ and $y=\left(y_{1}, y_{2}\right)$. Then the following equations hold:

$$
\begin{aligned}
& \left|y_{1}\right|^{2}=\left|x_{1}\right|^{2}+\gamma\left|x_{2}\right|^{2} \\
& \left|y_{2}\right|^{2}=\delta\left|x_{2}\right|^{2} \\
& \bar{y}_{1} y_{2}=\delta^{\frac{z}{2}} \bar{x}_{1} x_{2}
\end{aligned}
$$

Thus $\delta\left|x_{1}\right|^{2}\left|x_{2}\right|^{2}=\left|y_{1}\right|^{2}\left|y_{2}\right|^{2}=\delta\left|x_{2}\right|^{2}\left(\left|x_{1}\right|^{2}+\gamma\left|x_{2}\right|^{2}\right)$, and $\delta \gamma\left|x_{2}\right|^{4}=0$, so that $x_{2}=0$. Thus $\omega_{x}$ is the state we asserted. Let $i$ be the identity mapping of $M_{2}$ onto itself. Then
$r(i) \leqslant r(\phi)$. By Remark 4.13 it suffices to show the left kernel of $\omega_{x}$ contains that of $\omega_{x} \phi$ for each vector state $\omega_{x}$ of $M_{2}$. But $\omega_{x} \phi$ is either faithful or is the state $\left(a_{i j}\right) \rightarrow a_{11}$, since a non vector state on $M_{2}$ is faithful. Thus $r(i) \leqslant r(\phi)$. Since $i \neq \phi$, $\phi$ does not have minimal range.
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