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Using the fixed point index, we establish two existence theorems for positive solutions to a system of semipositone fractional difference boundary value problems. We adopt nonnegative concave functions and nonnegative matrices to characterize the coupling behavior of our nonlinear terms.

## 1. Introduction

In this paper we study the existence of positive solutions for the system of fractional difference boundary value problems involving semipositone nonlinearities:

$$
\begin{align*}
-\Delta_{v-3}^{v} x(t)= & f(t+v-1, x(t+v-1), y(t+v-1)), \\
& t \in[0, b+2]_{\mathbb{N}_{0}}, \\
-\Delta_{v-3}^{v} y(t)= & t(t+v-1, x(t+v-1), y(t+v-1)), \\
x(v-3)= & \left.t \in[0, b+2]_{\mathbb{N}_{0}}^{\alpha} x(t)\right]\left.\right|_{t=v-\alpha-2} \\
= & {\left.\left[\Delta_{v-3}^{\beta} x(t)\right]\right|_{t=v+b+2-\beta}=0, }  \tag{1}\\
y(v-3)= & {\left.\left[\Delta_{\gamma-3}^{\alpha} y(t)\right]\right|_{t=v-\alpha-2} } \\
= & {\left.\left[\Delta_{v-3}^{\beta} y(t)\right]\right|_{t=v+b+2-\beta}=0, }
\end{align*}
$$

where $2<\nu \leq 3,1<\beta<2, \nu-\beta>1,0<\alpha<1, b>$ $3(b \in \mathbb{N})$, and $\Delta_{\nu-3}^{\nu}$ is a discrete fractional operator. For the nonlinear terms $f, g$, we assume the following.
(H0) $f, g:[v-1, b+v+1]_{\mathbb{N}_{v-1}} \times \mathbb{R}^{+} \times \mathbb{R}^{+} \longrightarrow \mathbb{R}$ are two continuous functions; moreover, there exists a positive constant $M>0$ such that

$$
\begin{align*}
& f, g(t, x, y) \geq-M \\
& \quad \text { for all }(t, x, y) \in[v-1, b+v+1]_{\mathbb{N}_{v-1}} \times \mathbb{R}^{+} \times \mathbb{R}^{+} . \tag{2}
\end{align*}
$$

Note that, in this paper, we use $[a, b]_{\mathbb{N}_{a}}$ to stand for $\{a, a+$ $1, a+2, \ldots, b\}$ with $b-a \in \mathbb{N}_{1}$, where $\mathbb{N}_{a}:=\{a, a+1, a+2, \cdots\}$.

Fractional calculus has been applied in physics, chemistry, aerodynamics, biophysics, and blood flow phenomena. For example, $\mathrm{CD} 4^{+} \mathrm{T}$ cells' infections can be depicted by a fractional order model

$$
\begin{align*}
D^{\alpha_{1}}(T) & =s-K V T-d T+b I \\
D^{\alpha_{2}}(I) & =K V T-(b+\delta) I  \tag{3}\\
D^{\alpha_{3}}(V) & =N \delta I-c V
\end{align*}
$$

where $D^{\alpha_{i}}(i=1,2,3)$ are fractional derivatives (see $[1,2]$ ); we also refer the reader to [1-45] and the references therein. In [3], the authors considered the existence of positive solutions for the semipositone discrete fractional system

$$
\begin{aligned}
& -\Delta^{\nu_{1}} y_{1}(t) \\
& =\lambda_{1} f_{1}\left(t+v_{1}-1, y_{1}\left(t+v_{1}-1\right), y_{2}\left(t+v_{2}-1\right)\right) \\
& \\
& t \in[1, b+1]_{\mathbb{N}}
\end{aligned}
$$

$$
\begin{align*}
& -\Delta^{v_{2}} y_{2}(t) \\
& \quad=\lambda_{2} f_{2}\left(t+v_{2}-1, y_{1}\left(t+v_{1}-1\right), y_{2}\left(t+v_{2}-1\right)\right) \\
& \quad t \in[1, b+1]_{\mathbb{N}} \\
& y_{1}\left(v_{1}-2\right)=y_{1}\left(v_{1}+b+1\right)=0, \\
& y_{2}\left(v_{2}-2\right)=y_{2}\left(v_{2}+b+1\right)=0, \tag{6}
\end{align*}
$$

where $\nu_{1}, \nu_{2} \in(1,2]$. Using the Guo-Krasnosel'skiĭ fixed point theorem, the authors showed that the problem has positive solutions for sufficiently small values of $\lambda_{1}, \lambda_{2}>$ 0 . The growth conditions on $f_{i}(i=1,2)$ are superlinear; i.e.,

$$
\begin{align*}
\lim _{y_{1}+y_{2} \rightarrow+\infty} \frac{f_{i}(t, x, y)}{y_{1}+y_{2}} & =+\infty \\
\lim _{y_{1}+y_{2} \rightarrow 0^{+}} \frac{f_{i}(t, x, y)}{y_{1}+y_{2}} & =0 \tag{5}
\end{align*}
$$

uniformly for $t \in\left[v_{i}, v_{i}+b\right]_{\mathbb{N}_{v_{i}-2}}$. Using conditions of (5) type the existence of solutions for various fractional boundary value problems was considered in [1, 4-6, 9, 11-13].

In this paper, we use the fixed point index to obtain two existence theorems for positive solutions to (1) with semipositone nonlinearities. We adopt some appropriate nonnegative concave functions and nonnegative matrices to characterize the coupling behavior of our nonlinear terms. Moreover, the growth conditions on $+\infty$ of our nonlinearities $f, g$ are an improvement of (5); see conditions (H1) and (H3) in Section 3.

## 2. Preliminaries

We first recall some background materials from discrete fractional calculus; for more details we refer the reader to [10].

Definition 1. We define $t^{\underline{\nu}}:=\Gamma(t+1) / \Gamma(t+1-v)$ for any $t, v \in \mathbb{R}$ for which the right-hand side is well-defined. We use the convention that if $t+1-\nu$ is a pole of the Gamma function and $t+1$ is not a pole, then $t^{\underline{\nu}}=0$.

Definition 2. For $v>0$, the $v$-th fractional sum of a function $f$ is

$$
\begin{equation*}
\Delta_{a}^{-v} f(t)=\frac{1}{\Gamma(\nu)} \sum_{s=a}^{t-v}(t-s-1)^{\nu-1} f(s), \quad \text { for } t \in \mathbb{N}_{a+v} . \tag{4}
\end{equation*}
$$

We also define the $v$-th fractional difference for $v>0$ by

$$
\begin{equation*}
\Delta_{a}^{v} f(t)=\Delta^{N} \Delta_{a}^{v-N} f(t), \quad \text { for } t \in \mathbb{N}_{a+N-v} \tag{7}
\end{equation*}
$$

where $N \in \mathbb{N}$ with $0 \leq N-1<\nu \leq N$.
Let $h:[\nu-1, b+\nu+1]_{\mathbb{N}_{\nu-1}} \longrightarrow \mathbb{R}$ be a continuous function. Then we consider the fractional difference boundary value problems

$$
\begin{align*}
-\Delta_{v-3}^{v} y(t) & =h(t+v-1), \quad t \in[0, b+2]_{\mathbb{N}_{0}} \\
y(v-3) & =\left.\left[\Delta_{v-3}^{\alpha} y(t)\right]\right|_{t=v-\alpha-2}  \tag{8}\\
& =\left.\left[\Delta_{v-3}^{\beta} y(t)\right]\right|_{t=v+b+2-\beta}=0
\end{align*}
$$

where $v, \alpha, \beta, b$ are as in (1). The following two lemmas are in [9], so we omit their proofs.

Lemma 3 (see [9], Lemma 4). Problem (8) has a unique solution

$$
\begin{equation*}
y(t)=\sum_{s=0}^{b+2} G(t, s) h(s+v-1) \tag{9}
\end{equation*}
$$

$$
t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}},
$$

where

$$
G(t, s)=\frac{1}{\Gamma(\nu)} \begin{cases}\frac{t^{\nu-1}(\nu+b-\beta-s+1)^{\nu-\beta-1}}{(\nu+b-\beta+2)^{\nu-\beta-1}}-(t-s-1)^{\frac{\nu-1}{}}, & 0 \leq s<t-v+1 \leq b+2  \tag{10}\\ \frac{t^{\nu-1}(\nu+b-\beta-s+1)^{\nu-\beta-1}}{(\nu+b-\beta+2)^{\nu-\beta-1}}, & 0 \leq t-v+1 \leq s \leq b+2\end{cases}
$$

Lemma 4 (see [9], Lemma 5). Green's function (10) has the following properties.
(i) $G(t, s)>0,(t, s) \in[v-1, b+v+1]_{\mathbb{N}_{v-1}} \times[0, b+2]_{\mathbb{N}_{0}}$,
(ii) $q^{*}(t) G(b+\nu+1, s) \leq G(t, s) \leq G(b+\nu+1, s),(t, s) \in$ $[\nu-1, b+v+1]_{\mathbb{N}_{\nu-1}} \times[0, b+2]_{\mathbb{N}_{0}}$, where $^{*}(t)=t^{\nu-1} /(b+\nu+1)^{v-1}$.

Let $\varphi(s+\nu-1)=G(b+\nu+1, s)$ for $s \in[0, b+2]_{\mathbb{N}_{0}}$. Then $\varphi(t)=G(b+v+1, t-v+1)$ for $t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}$. From Lemma ??, the following inequalities are satisfied:

$$
\begin{align*}
& \sum_{t=v-1}^{b+v+1} q^{*}(t) \varphi(t) \cdot \varphi(s+v-1) \leq \sum_{t=v-1}^{b+v+1} G(t, s) \varphi(t) \\
& \quad \leq \sum_{t=v-1}^{b+v+1} \varphi(t) \cdot \varphi(s+v-1), \quad \text { for } s \in[0, b+2]_{\mathbb{N}_{0}} \tag{11}
\end{align*}
$$

For convenience, we let

$$
\begin{align*}
& \kappa_{1}=\sum_{t=\gamma-1}^{b+\nu+1} q^{*}(t) \varphi(t) \text { and } \\
& \kappa_{2}=\sum_{t=\gamma-1}^{b+\nu+1} \varphi(t) . \tag{12}
\end{align*}
$$

Let $E$ be the collection of all maps from $[\nu-3, b+v+1]_{\mathbb{N}_{\nu-3}}$ to $\mathbb{R}$ equipped with the max norm, $\|\cdot\|$. Then $E$ is a Banach space. Define a set $P \subset E$ by $P=\{y \in E: y(t) \geq 0, t \in$ $\left.[\nu-1, b+v+1]_{\mathbb{N}_{v-1}}\right\}$. Then $P$ is a cone in $E$. Note that $E \times E$ is a Banach space with the norm $\|(x, y)\|:=\max \{\|x\|,\|y\|\}$, and $P \times P$ is a cone in $E \times E$.

From Lemma 3, for all $t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}$, we have that (1) is equivalent to

$$
\begin{align*}
& x(t)=\sum_{s=0}^{b+2} G(t, s) \\
& \quad \cdot f(s+v-1, x(s+v-1), y(s+v-1)) \\
& y(t)=\sum_{s=0}^{b+2} G(t, s)  \tag{13}\\
& \quad \cdot g(s+v-1, x(s+v-1), y(s+v-1))
\end{align*}
$$

where $G$ is defined in (10).
Lemma 5 (see [46]). Let $E$ be a real Banach space and $P a$ cone on $E$. Suppose that $\Omega \subset E$ is a bounded open set and that $A: \bar{\Omega} \cap P \longrightarrow P$ is a continuous compact operator. If there exists $\omega_{0} \in P \backslash\{0\}$ such that

$$
\begin{equation*}
\omega-A \omega \neq \lambda \omega_{0}, \quad \forall \lambda \geq 0, \omega \in \partial \Omega \cap P \tag{14}
\end{equation*}
$$

then $i(A, \Omega \cap P, P)=0$, where $i$ denotes the fixed point index on $P$.

Lemma 6 (see [46]). Let E be a real Banach space and P a cone on $E$. Suppose that $\Omega \subset E$ is a bounded open set with $0 \in \Omega$ and that $A: \bar{\Omega} \cap P \longrightarrow P$ is a continuous compact operator. If

$$
\begin{equation*}
\omega-\lambda A \omega \neq 0, \quad \forall \lambda \in[0,1], \omega \in \partial \Omega \cap P \tag{15}
\end{equation*}
$$

then $i(A, \Omega \cap P, P)=1$.

## 3. Main Results

Let $\omega$ be a solution of

$$
\begin{align*}
-\Delta_{\nu-3}^{v} y(t) & =1, \quad t \in[0, b+2]_{\mathbb{N}_{0}}, \\
y(\nu-3) & =\left.\left[\Delta_{v-3}^{\alpha} y(t)\right]\right|_{t=\gamma-\alpha-2}  \tag{16}\\
& =\left.\left[\Delta_{v-3}^{\beta} y(t)\right]\right|_{t=v+b+2-\beta}=0
\end{align*}
$$

where $v, \alpha, \beta, b$ are as in (1). Define $z=M \omega$, and then, from Lemmas 3 and ??, we have

$$
\begin{align*}
z(t) & =M \omega(t)=M \sum_{s=0}^{b+2} G(t, s) \leq M \sum_{s=0}^{b+2} \varphi(s+v-1)  \tag{17}\\
& =M \sum_{s=\nu-1}^{b+v+1} \varphi(s)=M \kappa_{2}
\end{align*}
$$

We note that (1) has a positive solution $(x, y) \in(P \times P) \backslash\{\mathbf{0}\}$ if and only if $(\tilde{x}, \tilde{y})=(x+z, y+z)$ is a solution of the fractional difference boundary value problems

$$
\begin{align*}
& -\Delta_{\nu-3}^{v} x(t)=\tilde{f}(t+v-1, x(t+v-1) \\
& -z(t+v-1), y(t+v-1)-z(t+v-1)), \\
& t \in[0, b+2]_{\mathbb{N}_{0}}, \\
& -\Delta_{v-3}^{v} y(t)=\tilde{g}(t+v-1, x(t+v-1) \\
& -z(t+v-1), y(t+v-1)-z(t+v-1)), \\
& t \in[0, b+2]_{\mathbb{N}_{0}},  \tag{18}\\
& x(\nu-3)=\left.\left[\Delta_{\nu-3}^{\alpha} x(t)\right]\right|_{t=\nu-\alpha-2} \\
& =\left.\left[\Delta_{\nu-3}^{\beta} x(t)\right]\right|_{t=v+b+2-\beta}=0, \\
& y(\nu-3)=\left.\left[\Delta_{\nu-3}^{\alpha} y(t)\right]\right|_{t=v-\alpha-2} \\
& =\left.\left[\Delta_{\nu-3}^{\beta} y(t)\right]\right|_{t=v+b+2-\beta}=0,
\end{align*}
$$

and $(\widetilde{x}, \tilde{y})(t) \geq(z, z)(t)$ for $t \in[\nu-1, b+v+1]_{\mathbb{N}_{v-1}}$, where $\nu, \alpha, \beta, b$ are as in (1) and

$$
\begin{align*}
& \tilde{f}(t, x, y) \\
& = \begin{cases}f(t, x, y)+M, & t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}, x, y \geq 0, \\
f(t, x, 0)+M, & t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}, x>0, y<0, \\
f(t, 0, y)+M, & t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}, x<0, y>0, \\
f(t, 0,0)+M, & t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}, x, y<0,\end{cases} \tag{19}
\end{align*}
$$

and

$$
\begin{align*}
& \tilde{g}(t, x, y) \\
& = \begin{cases}g(t, x, y)+M, & t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}, x, y \geq 0, \\
g(t, x, 0)+M, & t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}, \\
g>0, y<0, \\
g(t, 0, y)+M, & t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}, x<0, y>0, \\
g(t, 0,0)+M, & t \in[v-1, b+v+1]_{N_{v-1}}, x, y<0 .\end{cases} \tag{20}
\end{align*}
$$

Note that for $\left(x_{1}, y_{1}\right)(t) \geq\left(x_{2}, y_{2}\right)(t)$, we mean $x_{1}(t) \geq x_{2}(t)$, $y_{1}(t) \geq y_{2}(t)$ for all $t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}$.

For $(x, y) \in P \times P$, and $t \in[\nu-1, b+\nu+1]_{\mathbb{N}_{\nu-1}}$, we define the operators

$$
\begin{align*}
& B_{1}(x, y)(t)=\sum_{s=0}^{b+2} G(t, s) \widetilde{f}(s+v-1, x(s+v-1) \\
& \quad-z(s+v-1), y(s+v-1)-z(s+v-1)),  \tag{21}\\
& B_{2}(x, y)(t)=\sum_{s=0}^{b+2} G(t, s) \widetilde{g}(s+v-1, x(s+v-1) \\
& \quad-z(s+v-1), y(s+v-1)-z(s+v-1)),
\end{align*}
$$

and

$$
\begin{equation*}
B(x, y)(t)=\left(B_{1}, B_{2}\right)(x, y)(t) \tag{22}
\end{equation*}
$$

Then (H0) and using the Arzelà-Ascoli theorem in a standard way establish that $B: P \times P \longrightarrow P \times P$ is a completely continuous operator. It is clear that $(x, y) \in(P \times P) \backslash\{\mathbf{0}\}$ is a positive solution for (18) if and only if $(x, y) \in(P \times P) \backslash\{\mathbf{0}\}$ is a fixed point of $B$.

Let $P_{0}=\left\{y \in P: y(t) \geq q^{*}(t)\|y\|, \forall t \in[\nu-1, b+\nu+1]_{\mathbb{N}_{\nu-1}}\right\}$. Then from Lemma ?? we have

$$
\begin{equation*}
B_{i}(P \times P) \subset P_{0}, \quad i=1,2 \tag{23}
\end{equation*}
$$

If we seek a fixed point $(\widetilde{x}, \tilde{y})$ of $B$ then $\tilde{x}, \tilde{y} \in P_{0}$ and

$$
\begin{align*}
& w(t)-z(t) \geq q^{*}(t)\|w\|-M \kappa_{2} \geq q_{0}\|w\|-M \kappa_{2}  \tag{24}\\
& \text { for } t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}
\end{align*}
$$

where $w=\tilde{x}, \tilde{y}$, and $q_{0}=\min _{t \in[\gamma-1, b+\nu+1]_{N_{\gamma-1}}} q^{*}(t)>0$, so as a result if $\|\widetilde{x}\|,\|\tilde{y}\| \geq q_{0}^{-1} M \kappa_{2}$ then $(\widetilde{x}, \tilde{y})(t) \geq(z, z)(t)$ for $t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}$ (i.e., $(\widetilde{x}-z, \widetilde{y}-z)(t)$ is a positive solution for (1)).

For convenience, we use $c_{1}, c_{2}, \ldots$ to stand for different positive constants. Let $B_{\varrho}:=\{x \in E:\|x\|<\varrho\}$ for $\varrho>0$. Now, we list our assumptions on $\tilde{f}, \widetilde{g}$ (the first two are needed for Theorem 10 and the last two are needed for Theorem 11):
(H1) There exist $p, q \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right)$such that
(i) $p$ is concave and strictly increasing on $\mathbb{R}^{+}$,
(ii) there exists $c_{1}>0$ such that

$$
\begin{align*}
\tilde{f}(t, x, y) & \geq x+p(y)-c_{1} \\
\tilde{g}(t, x, y) & \geq q(x)-c_{1}  \tag{25}\\
\forall & (t, x, y) \in[v-1, b+v+1]_{\mathbb{N}_{v-1}} \times \mathbb{R}^{+} \times \mathbb{R}^{+},
\end{align*}
$$

(iii) there is a $\gamma_{1}>0$ such that $\kappa_{1}\left(1+\gamma_{1} \kappa_{1}\right)>1$ and

$$
\begin{align*}
& p\left(\kappa_{2} q(x(t+v-1)-z(t+v-1))\right) \\
& \quad \geq \kappa_{2} \gamma_{1}(x(t+v-1)-z(t+v-1))-c_{1} \tag{26}
\end{align*}
$$

for $x \in \mathbb{R}^{+}$and $t \in[0, b+2]_{\mathbb{N}_{0}}$.
(H2) For any $(t, x, y) \in[\nu-1, b+\nu+1]_{\mathbb{N}_{\nu-1}} \times\left[0, q_{0}^{-1} M \kappa_{2}\right] \times$ $\left[0, q_{0}^{-1} M \kappa_{2}\right]$, assume

$$
\begin{equation*}
\tilde{f}, \tilde{g}(t, x, y)<q_{0}^{-1} M \tag{27}
\end{equation*}
$$

(H3) There exist $e_{i} \geq 0(i=1,2,3,4)$ with $e_{1}^{2}+e_{2}^{2} \neq 0, e_{3}^{2}+$ $e_{4}^{2} \neq 0$ such that
(i) $\kappa=\left(1-e_{1} \kappa_{2}\right)\left(1-e_{4} \kappa_{2}\right)-e_{2} e_{3} \kappa_{2}^{2}>0, e_{1}, e_{4}<\kappa_{2}^{-1}$,
(ii) there exist $c_{2}>0$ such that

$$
\begin{align*}
&\binom{\tilde{f}(t, x, y)}{\tilde{g}(t, x, y)} \leq\binom{ e_{1} x+e_{2} y+c_{2}}{e_{3} x+e_{4} y+c_{2}}  \tag{28}\\
& \forall(t, x, y) \in[v-1, b+v+1]_{\mathbb{N}_{v-1}} \times \mathbb{R}^{+} \times \mathbb{R}^{+}
\end{align*}
$$

(H4) For any $(t, x, y) \in[\nu-1, b+\nu+1]_{\mathbb{N}_{v-1}} \times\left[0, q_{0}^{-1} M \kappa_{2}\right] \times$ [ $\left.0, q_{0}^{-1} M \kappa_{2}\right]$, assume

$$
\begin{equation*}
\tilde{f}, \tilde{g}(t, x, y)>q_{0}^{-2} M \tag{29}
\end{equation*}
$$

Example 7. Let $p(y)=y^{19 / 20}$ and $q(x)=x^{2}$ for $x, y \in \mathbb{R}^{+}$. Then, for any $\omega>0$, we have

$$
\begin{equation*}
\liminf _{x \rightarrow+\infty} \frac{p(\omega q(x))}{x}=\liminf _{x \rightarrow+\infty} \frac{\omega^{19 / 20} x^{19 / 10}}{x}=+\infty \tag{30}
\end{equation*}
$$

Let $f(t, x, y)=\left(1 / 2 \kappa_{2}\right) x+\left(1 / 2 \kappa_{2} e^{\beta_{1}+\cos (t x)}\right) y-M$ and $g(t, x, y)=\left(1 / e^{\beta_{2}+\sin (t x)}\right)\left(q_{0}^{-1} M\right)^{1-\beta_{3}} \kappa_{2}^{-\beta_{3}} x^{\beta_{3}}-M$, where $\beta_{1}, \beta_{2}>1, \beta_{3}>2$, for $(t, x, y) \in[\nu-1, b+v+1]_{\mathbb{N}_{v-1}} \times \mathbb{R}^{+} \times \mathbb{R}^{+}$. Then, for any $(t, x, y) \in[\nu-1, b+\nu+1]_{\mathbb{N}_{v-1}} \times\left[0, q_{0}^{-1} M \kappa_{2}\right] \times$ [ $0, q_{0}^{-1} M \kappa_{2}$ ], we have

$$
\begin{align*}
f(t, x, y)+M & =\frac{1}{2 \kappa_{2}} x+\frac{1}{2 \kappa_{2} e^{\beta_{1}+\cos (t x)}} y \\
& <\frac{1}{2 \kappa_{2}} q_{0}^{-1} M \kappa_{2}+\frac{1}{2 \kappa_{2}} q_{0}^{-1} M \kappa_{2}  \tag{31}\\
& =q_{0}^{-1} M
\end{align*}
$$

and

$$
\begin{align*}
g(t, x, y)+M & =\frac{1}{e^{\beta_{2}+\sin (t x)}}\left(q_{0}^{-1} M\right)^{1-\beta_{3}} \kappa_{2}^{-\beta_{3}} x^{\beta_{3}} \\
& <\left(q_{0}^{-1} M\right)^{1-\beta_{3}} \kappa_{2}^{-\beta_{3}}\left(q_{0}^{-1} M \kappa_{2}\right)^{\beta_{3}}  \tag{32}\\
& =q_{0}^{-1} M .
\end{align*}
$$

Also,
$\liminf _{x \rightarrow+\infty, y \rightarrow+\infty} \frac{f(t, x, y)+M}{x+p(y)}$

$$
\begin{equation*}
=\liminf _{x \rightarrow+\infty, y \rightarrow+\infty} \frac{\left(1 / 2 \kappa_{2}\right) x+\left(1 / 2 \kappa_{2} e^{\beta_{1}+\cos (t x)}\right) y}{x+y^{19 / 20}} \tag{33}
\end{equation*}
$$

$$
=+\infty, \quad \text { for } t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}},
$$

and

$$
\begin{align*}
& \liminf _{x \rightarrow+\infty} \frac{g(t, x, y)+M}{q(x)} \\
& \quad=\liminf _{x \rightarrow+\infty} \frac{\left(1 / e^{\beta_{2}+\sin (t x)}\right)\left(q_{0}^{-1} M\right)^{1-\beta_{3}} \kappa_{2}^{-\beta_{3}} x^{\beta_{3}}}{x^{2}}  \tag{38}\\
& \quad=+\infty, \\
& \quad \text { uniformly on }(t, y) \in[v-1, b+v+1]_{N_{v-1}} \times \mathbb{R}^{+} .
\end{align*}
$$

Thus, (H1)-(H2) are satisfied.
Example 8. Let $f(t, x, y)=\left(q_{0}^{-2} M e^{q_{0}^{-1} M \kappa_{2}}+e^{|\sin (t x y)|}\right) e^{-(x+y) / 2_{2}}$ $M$ and $g(t, x, y)=\left(q_{0}^{-2} M e^{q_{0}^{-1} M \kappa_{2}}+e^{|\cos (t x y)|}\right) e^{-(x+y) / 2}-M$, for $(t, x, y) \in[v-1, b+v+1]_{N_{v-1}} \times \mathbb{R}^{+} \times \mathbb{R}^{+}$. Then, for any $(t, x, y) \in[\nu-1, b+v+1]_{N_{v-1}} \times\left[0, q_{0}^{-1} M \kappa_{2}\right] \times\left[0, q_{0}^{-1} M \kappa_{2}\right]$, we have

$$
\begin{align*}
& f(t, x, y)+M, g(t, x, y)+M \\
& \quad>q_{0}^{-2} M e^{q_{0}^{-1} M k_{2}} e^{-q_{0}^{-1} M k_{2}}=q_{0}^{-2} M . \tag{35}
\end{align*}
$$

Also,

$$
\begin{align*}
& \limsup _{x \rightarrow+\infty, y \rightarrow+\infty} \frac{f(t, x, y)+M}{e_{1} x+e_{2} y} \\
& =\lim _{x \rightarrow+\infty, y \rightarrow+\infty} \frac{\left(q_{0}^{-2} M e^{q_{0}^{-1} M \kappa_{2}}+e^{|\sin (t x y)|}\right) e^{-(x+y) / 2}}{e_{1} x+e_{2} y}  \tag{36}\\
& =0, \tag{40}
\end{align*}
$$

and

$$
\begin{align*}
& \lim _{x \rightarrow+\infty, y \rightarrow+\infty} \frac{g(t, x, y)+M}{e_{3} x+e_{4} y} \\
& =\lim _{x \rightarrow+\infty, y \rightarrow+\infty} \frac{\left(q_{0}^{-2} M e^{q_{0}^{-1} M \kappa_{2}}+e^{|\cos (t x y)| \mid}\right) e^{-(x+y) / 2}}{e_{3} x+e_{4} y}  \tag{37}\\
& =0,
\end{align*}
$$

for $t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}$. Thus, (H3)-(H4) hold.
Remark 9. (i) In (H1), the growth condition for nonlinear term $f$ depends on two variables $x, y$; however, in [7], this corresponding condition only involves one variable.
(ii) When nonlinear terms $f, g$ grow sublinearly at $+\infty$, nonnegative matrices are used to depict the coupling behavior of our nonlinearities. This is different from condition (H4) in [7].

Theorem 10. Suppose that (H0)-(H2) hold. Then (1) has at least one positive solution.

Proof. We first claim that there exists a sufficiently large positive number $R>q_{0}^{-1} M \kappa_{2}$ such that

$$
\begin{aligned}
&(x, y) \neq B(x, y)+\lambda\left(x_{0}, y_{0}\right), \\
& \forall(x, y) \in \partial\left(B_{R} \times B_{R}\right) \cap(P \times P), \lambda \geq 0,
\end{aligned}
$$

where $x_{0}, y_{0} \in P_{0}$ are two given functions. Suppose not. Then there exist $(x, y) \in \partial\left(B_{R} \times B_{R}\right) \cap(P \times P)$ and $\lambda \geq 0$ such that $(x, y)=B(x, y)+\lambda\left(x_{0}, y_{0}\right)$, and so

$$
\begin{align*}
& x(t)=B_{1}(x, y)(t)+\lambda x_{0}(t), \\
& y(t)=B_{2}(x, y)(t)+\lambda y_{0}(t), \tag{3}
\end{align*}
$$

$$
\text { for } t \in[v-1, b+v+1]_{N_{\nu-1}} \text {. }
$$

This implies $x(t) \geq B_{1}(x, y)(t)$, and $y(t) \geq B_{2}(x, y)(t)$ for $t \in[\nu-1, b+v+1]_{N_{v-1}}$. From (H1) we have

$$
x(t) \geq B_{1}(x, y)(t) \geq \sum_{s=0}^{b+2} G(t, s)[x(s+v-1)
$$

$$
-z(s+v-1)+p(y(s+v-1)-z(s+v-1))
$$

$$
\left.-c_{1}\right] \geq \sum_{s=0}^{b+2} G(t, s) x(s+\nu-1)+\sum_{s=0}^{b+2} G(t, s)
$$

$$
\cdot p(y(s+v-1)-z(s+v-1))-c_{3} \geq \sum_{s=0}^{b+2} G(t, s)
$$

$$
\cdot x(s+v-1)+\sum_{s=0}^{b+2} G(t, s)[p(y(s+v-1))
$$

$$
-p(z(s+v-1))]-c_{3} \geq \sum_{s=0}^{b+2} G(t, s) x(s+v-1)
$$

$$
+\sum_{s=0}^{b+2} G(t, s) p(y(s+\nu-1))-c_{4},
$$

$$
\text { for } t \in[\nu-1, b+\nu+1]_{N_{v-1}} \text {, }
$$

$$
\begin{align*}
& y(t) \geq B_{2}(x, y)(t) \\
& \geq \sum_{s=0}^{b+2} G(t, s)\left[q(x(s+v-1)-z(s+v-1))-c_{1}\right] \\
& \geq \sum_{s=0}^{b+2} G(t, s) q(x(s+v-1)-z(s+v-1))-c_{3},  \tag{41}\\
& \quad \text { for } t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}} .
\end{align*}
$$

As a result, for $t \in[0, b+2]_{\mathbb{N}_{0}}$, we have

Thus

$$
p(y(t+v-1)) \geq \gamma_{1} \sum_{s=0}^{b+2} G(t+v-1, s) x(s+v-1)
$$

$$
-c_{7}
$$

and, therefore,

$$
\begin{aligned}
x(t) & \geq \sum_{s=0}^{b+2} G(t, s) x(s+v-1) \\
& +\sum_{s=0}^{b+2} G(t, s) p(y(s+v-1))-c_{4} \\
& \geq \sum_{s=0}^{b+2} G(t, s) x(s+v-1)+\sum_{s=0}^{b+2} G(t, s) \\
& \cdot\left[\gamma_{1} \sum_{\tau=0}^{b+2} G(s+v-1, \tau) x(\tau+v-1)-c_{7}\right]-c_{4}
\end{aligned}
$$

$$
\begin{aligned}
& p(y(t+v-1))+p\left(c_{3}\right) \geq p\left(y(t+v-1)+c_{3}\right) \\
& \geq p\left[\sum_{s=0}^{b+2} G(t+v-1, s)\right. \\
& q(x(s+v-1)-z(s+v-1))] \\
& =p\left[\sum_{s=0}^{b+2} G(t+v-1, s)\right. \\
& \left.\cdot \kappa_{2}^{-1} \kappa_{2} q(x(s+v-1)-z(s+v-1))\right] \geq \sum_{s=0}^{b+2} G(t \\
& +\nu-1, s) \kappa_{2}^{-1} p\left(\kappa_{2} q(x(s+v-1)-z(s+v-1))\right) \\
& \geq \sum_{s=0}^{b+2} G(t+v-1, s) \\
& \text { - } \kappa_{2}^{-1}\left[\kappa_{2} \gamma_{1}(x(s+\nu-1)-z(s+\nu-1))-c_{1}\right] \\
& \geq \gamma_{1} \sum_{s=0}^{b+2} G(t+v-1, s)(x(s+v-1) \\
& -z(s+v-1))-c_{5} \geq \gamma_{1} \sum_{s=0}^{b+2} G(t+\nu-1, s) x(s+v \\
& -1)-c_{6} \text {. }
\end{aligned}
$$

$$
\begin{align*}
& \geq \sum_{s=0}^{b+2} G(t, s) x(s+v-1)+\gamma_{1} \sum_{s=0}^{b+2} G(t, s) \\
& \cdot \sum_{\tau=0}^{b+2} G(s+v-1, \tau) x(\tau+v-1)-c_{8} \\
& \quad \text { for } t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}} \tag{44}
\end{align*}
$$

Multiply both sides of the above inequality by $\varphi(t)$ and sum from $v-1$ to $b+v+1$ and together with (11) we obtain

$$
\begin{aligned}
& \sum_{t=v-1}^{b+v+1} x(t) \varphi(t)=\sum_{t=0}^{b+2} x(t+\nu-1) \varphi(t+v-1) \\
& \quad \geq \sum_{t=0}^{b+2} \varphi(t+\nu-1)\left[\sum_{s=0}^{b+2} G(t+v-1, s) x(s+v-1)\right. \\
& \quad+\gamma_{1} \sum_{s=0}^{b+2} G(t+v-1, s) \\
& \left.\quad \cdot \sum_{\tau=0}^{b+2} G(s+v-1, \tau) x(\tau+v-1)-c_{8}\right] \geq\left(\kappa_{1}\right. \\
& \left.\quad+\gamma_{1} \kappa_{1}^{2}\right) \sum_{t=0}^{b+2} x(t+v-1) \varphi(t+v-1)-c_{9}=\left(\kappa_{1}\right.
\end{aligned}
$$

$$
\left.+\gamma_{1} \kappa_{1}^{2}\right) \sum_{t=\gamma-1}^{b+v+1} x(t) \varphi(t)-c_{9} .
$$

From (23), (39), and $x_{0} \in P_{0}$ we have $x \in P_{0}$. This implies

$$
\begin{align*}
\kappa_{1}\|x\| & =\|x\| \sum_{t=\nu-1}^{b+\nu+1} q^{*}(t) \varphi(t) \leq \sum_{t=v-1}^{b+v+1} x(t) \varphi(t)  \tag{46}\\
& \leq \frac{c_{9}}{\kappa_{1}\left(1+\gamma_{1} \kappa_{1}\right)-1},
\end{align*}
$$

and

$$
\begin{equation*}
\|x\| \leq \frac{\kappa_{1}^{-1} c_{9}}{\kappa_{1}\left(1+\gamma_{1} \kappa_{1}\right)-1} . \tag{47}
\end{equation*}
$$

Note that, from (23), (39), and $y_{0} \in P_{0}$, we find $y \in P_{0}$. Moreover, we may assume $y(t) \not \equiv 0$, for $t \in[\nu-1, b+\nu+1]_{\mathbb{N}_{\gamma-1}}$. Then $\|y\|>0$ and $p(\|y\|)>0$. Thus, from the concavity of $p$, we have

$$
\begin{align*}
& \kappa_{1}\|y\|=\|y\| \sum_{t=v-1}^{b+v+1} q^{*}(t) \varphi(t) \leq \sum_{t=v-1}^{b+v+1} y(t) \varphi(t) \\
& =\sum_{t=0}^{b+2} y(t+v-1) \varphi(t+v-1) \\
& =\frac{\|y\|}{p(\|y\|)} \sum_{t=0}^{b+2} \frac{y(t+v-1)}{\|y\|} p(\|y\|) \varphi(t+v-1)  \tag{48}\\
& \quad \leq \frac{\|y\|}{p(\|y\|)} \sum_{t=0}^{b+2} p(y(t+v-1)) \varphi(t+v-1)
\end{align*}
$$

This implies that

$$
\begin{equation*}
p(\|y\|) \leq \kappa_{1}^{-1} \sum_{t=0}^{b+2} p(y(t+v-1)) \varphi(t+v-1) \tag{49}
\end{equation*}
$$

From (40) and Lemma ?? we obtain

$$
\begin{align*}
x(t)+c_{4} & \geq \sum_{s=0}^{b+2} G(t, s) p(y(s+v-1)) \\
& \geq \sum_{s=0}^{b+2} q^{*}(t) \varphi(s+v-1) p(y(s+v-1))  \tag{50}\\
& \geq q_{0} \sum_{t=0}^{b+2} p(y(t+v-1)) \varphi(t+v-1)
\end{align*}
$$

Combining the above two inequalities, we get

$$
\begin{align*}
p(\|y\|) & \leq\left(\kappa_{1} q_{0}\right)^{-1}\left(x(t)+c_{4}\right) \\
& \leq\left(\kappa_{1} q_{0}\right)^{-1}\left[\frac{\kappa_{1}^{-1} c_{9}}{\kappa_{1}\left(1+\gamma_{1} \kappa_{1}\right)-1}+c_{4}\right] . \tag{51}
\end{align*}
$$

From (H1), $\lim _{z \rightarrow+\infty} p(z)=+\infty$, and thus there exists $\mathscr{M}_{1}>$ 0 such that $\|y\| \leq \mathscr{M}_{1}$.

Hence, we have $\|x\| \leq \kappa_{1}^{-1} c_{9} /\left(\kappa_{1}\left(1+\gamma_{1} \kappa_{1}\right)-1\right)$ and $\|y\| \leq$ $\mathscr{M}_{1}$. As a result, choosing $R>\max \left\{q_{0}^{-1} M \kappa_{2}, \kappa_{1}^{-1} c_{9} /\left(\kappa_{1}(1+\right.\right.$ $\left.\left.\left.\gamma_{1} \kappa_{1}\right)-1\right), \mathscr{M}_{1}\right\}$ we have a contradiction (recall in general $\partial(A \times$ $B)=(\partial A \times \bar{B}) \cup(\bar{A} \times \partial B))$. Thus (38) is true. Consequently Lemma 5 (with $R$ chosen above) implies

$$
\begin{equation*}
i\left(B,\left(B_{R} \times B_{R}\right) \cap(P \times P), P \times P\right)=0 \tag{52}
\end{equation*}
$$

Now we show that

$$
\begin{align*}
& (x, y) \neq \lambda B(x, y), \\
& \forall(x, y) \in \partial\left(B_{q_{0}^{-1} M \kappa_{2}} \times B_{q_{0}^{-1} M \kappa_{2}}\right) \cap(P \times P), \lambda \in[0,1] . \tag{53}
\end{align*}
$$

Suppose not. Then there exist $(x, y) \in \partial\left(B_{q_{0}^{-1} M \kappa_{2}} \times B_{q_{0}^{-1} M \kappa_{2}}\right) \cap$ $(P \times P), \lambda_{0} \in[0,1]$ such that $(x, y)=\lambda_{0} B(x, y)$. This implies that

$$
\begin{align*}
& x(t) \leq B_{1}(x, y)(t), \\
& y(t) \leq B_{2}(x, y)(t), \tag{54}
\end{align*}
$$

Hence, $\|x\| \leq\left\|B_{1}(x, y)\right\|$ and $\|y\| \leq\left\|B_{2}(x, y)\right\|$. However, from (H2) we have

$$
\begin{align*}
& B_{1}(x, y)(t)=\sum_{s=0}^{b+2} G(t, s) \widetilde{f}(s+v-1, x(s+v-1) \\
& \quad-z(s+v-1), y(s+v-1)-z(s+v-1))  \tag{55}\\
& \quad<\sum_{s=0}^{b+2} \varphi(s+v-1) q_{0}^{-1} M=q_{0}^{-1} M \kappa_{2}
\end{align*}
$$

for all $t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}$. This implies $\left\|B_{1}(x, y)\right\|<$ $q_{0}^{-1} M \kappa_{2}$. Similarly, $\left\|B_{2}(x, y)\right\|<q_{0}^{-1} M \kappa_{2}$. Thus, note that $(x, y) \in \partial\left(B_{q_{0}^{-1} M \kappa_{2}} \times B_{q_{0}^{-1} M \kappa_{2}}\right) \cap(P \times P)$, and we have

$$
\begin{align*}
\|(x, y)\| & =\max \{\|x\|,\|y\|\} \\
& \leq \max \left\{\left\|B_{1}(x, y)\right\|,\left\|B_{2}(x, y)\right\|\right\}<q_{0}^{-1} M \kappa_{2}  \tag{56}\\
& =\|(x, y)\|
\end{align*}
$$

Clearly, this is a contradiction. Thus (53) is true. It follows from Lemma 6 that

$$
\begin{equation*}
i\left(B,\left(B_{q_{0}^{-1} M \kappa_{2}} \times B_{q_{0}^{-1} M \kappa_{2}}\right) \cap(P \times P), P \times P\right)=1 \tag{57}
\end{equation*}
$$

From (52) and (57) we have

$$
\begin{align*}
& i\left(B,\left(\left(B_{R} \times B_{R}\right) \backslash\left(\bar{B}_{q_{0}^{-1} M \kappa_{2}} \times \bar{B}_{q_{0}^{-1} M \kappa_{2}}\right)\right) \cap(P \times P), P\right.  \tag{58}\\
& \quad \times P)=0-1=-1 .
\end{align*}
$$

Therefore the operator $B$ has at least one fixed point $(x, y)$ in $\left(\left(B_{R} \times B_{R}\right) \backslash\left(\bar{B}_{q_{0}^{-1} M \kappa_{2}} \times \bar{B}_{q_{0}^{-1} M \kappa_{2}}\right)\right) \cap(P \times P)$ with $\|x\|,\|y\| \geq$ $q_{0}^{-1} M \kappa_{2}$, and then $(x-z, y-z)(t)$ is a positive solution for (1). This completes the proof.

Theorem 11. Suppose that (H0), (H3), and (H4) hold. Then (1) has at least one positive solution.

Proof. We show there exists a positive constant $R>q_{0}^{-1} M \kappa_{2}$ such that

$$
\begin{align*}
(x, y) & \neq \lambda B(x, y), \\
& \forall(x, y) \in \partial\left(B_{R} \times B_{R}\right) \cap(P \times P), \lambda \in[0,1] . \tag{59}
\end{align*}
$$

Suppose not. Then there exist $(x, y) \in \partial\left(B_{R} \times B_{R}\right) \cap(P \times$ $P), \lambda_{0} \in[0,1]$ such that $(x, y)=\lambda_{0} B(x, y)$. This implies that

$$
\begin{align*}
& x(t) \leq B_{1}(x, y)(t), \\
& y(t) \leq B_{2}(x, y)(t), \tag{60}
\end{align*}
$$

$$
\text { for } t \in[v-1, b+v+1]_{\mathbb{N}_{\nu-1}} .
$$

From (H3) we have

$$
\begin{aligned}
& x(t) \leq \sum_{s=0}^{b+2} G(t, s)\left[e_{1}(x(s+v-1)-z(s+v-1))\right. \\
& \left.\quad+e_{2}(y(s+v-1)-z(s+v-1))+c_{2}\right] \\
& \quad \leq \sum_{s=0}^{b+2} G(t, s)\left[e_{1} x(s+v-1)+e_{2} y(s+v-1)\right] \\
& \quad+c_{10}
\end{aligned}
$$

$$
\forall(t, x, y) \in[v-1, b+v+1]_{\mathbb{N}_{v-1}} \times \mathbb{R}^{+} \times \mathbb{R}^{+}
$$

Similarly, we have

$$
\begin{align*}
y(t) \leq & \sum_{s=0}^{b+2} G(t, s)\left[e_{3} x(s+v-1)+e_{4} y(s+v-1)\right] \\
& +c_{10}  \tag{62}\\
& \forall(t, x, y) \in[v-1, b+v+1]_{\mathbb{N}_{v-1}} \times \mathbb{R}^{+} \times \mathbb{R}^{+} .
\end{align*}
$$

Consequently, for all $t \in[0, b+2]_{\mathbb{N}_{0}}$, multiply both sides of the above two inequalities by $\varphi(t)$ and sum from $v-1$ to $b+v+1$ and together with (11) we obtain

$$
\begin{align*}
& \sum_{t=v-1}^{b+v+1} x(t) \varphi(t)=\sum_{t=0}^{b+2} x(t+\nu-1) \varphi(t+v-1) \\
& \quad \leq \sum_{t=0}^{b+2} \varphi(t+v-1) \\
& \quad\left[\sum_{s=0}^{b+2} G(t, s)\left[e_{1} x(s+v-1)+e_{2} y(s+v-1)\right]\right.  \tag{63}\\
& \quad+c_{10} \sum_{t} e_{1} \kappa_{2} \sum_{t=v-1}^{b+v+1} x(t) \varphi(t) \\
& \quad+e_{2} \kappa_{2} \sum_{t=v-1}^{b+v+1} y(t) \varphi(t)+c_{10} \sum_{t=v-1}^{b+v+1} \varphi(t)
\end{align*}
$$

Similarly, we have

$$
\begin{aligned}
& \sum_{t=\nu-1}^{b+v+1} y(t) \varphi(t)=\sum_{t=0}^{b+2} y(t+v-1) \varphi(t+v-1) \\
& \quad \leq \sum_{t=0}^{b+2} \varphi(t+v-1) \\
& \cdot\left[\sum_{s=0}^{b+2} G(t, s)\left[e_{3} x(s+v-1)+e_{4} y(s+v-1)\right]\right. \\
& \left.\quad+c_{10}\right] \leq e_{3} \kappa_{2} \sum_{t=v-1}^{b+v+1} x(t) \varphi(t) \\
& +e_{4} \kappa_{2} \sum_{t=v-1}^{b+v+1} y(t) \varphi(t)+c_{10} \sum_{t=v-1}^{b+v+1} \varphi(t)
\end{aligned}
$$

Consequently, we obtain

$$
\begin{align*}
& \left(\begin{array}{cc}
1-e_{1} \kappa_{2} & -e_{2} \kappa_{2} \\
-e_{3} \kappa_{2} & 1-e_{4} \kappa_{2}
\end{array}\right)\left(\begin{array}{c}
\sum_{t=\nu-1}^{\substack{t=v+1}} \sum_{t=\nu-1}^{b+\nu+1} y(t) \varphi(t) \varphi(t)
\end{array}\right)  \tag{65}\\
& \quad \leq\binom{\kappa_{2} c_{10}}{\kappa_{2} c_{10}}
\end{align*}
$$

From (H3)(i) we have

$$
\begin{align*}
& \left(\begin{array}{l}
\left.\sum_{\substack{t=\gamma-1 \\
b+\nu+1}}^{\sum_{t=\gamma-1}^{b+\gamma+1} y(t) \varphi(t)}\right) \\
\quad \leq \frac{1}{\kappa}\left(\begin{array}{cc}
1-e_{4} \kappa_{2} & e_{2} \kappa_{2} \\
e_{3} \kappa_{2} & 1-e_{1} \kappa_{2}
\end{array}\right)\binom{\kappa_{2} c_{10}}{\kappa_{2} c_{10}} \\
=\binom{\frac{\kappa_{2} c_{10}\left(1+e_{2} \kappa_{2}-e_{4} \kappa_{2}\right)}{\kappa}}{\frac{\kappa_{2} c_{10}\left(1+e_{3} \kappa_{2}-e_{1} \kappa_{2}\right)}{\kappa}}
\end{array} .\right.
\end{align*}
$$

Note that $x, y \in P_{0}$ from the fact that $B_{i}(P \times P) \subset P_{0}(i=1,2)$. This implies

$$
\begin{align*}
\|x\| \sum_{t=\nu-1}^{b+\nu+1} q^{*}(t) \varphi(t) & \leq \sum_{t=\nu-1}^{b+v+1} x(t) \varphi(t) \\
& \leq \frac{\kappa_{2} c_{10}\left(1+e_{2} \kappa_{2}-e_{4} \kappa_{2}\right)}{\kappa}, \\
\|y\| \sum_{t=\nu-1}^{b+\nu+1} q^{*}(t) \varphi(t) & \leq \sum_{t=\nu-1}^{b+\nu+1} y(t) \varphi(t)  \tag{67}\\
& \leq \frac{\kappa_{2} c_{10}\left(1+e_{3} \kappa_{2}-e_{1} \kappa_{2}\right)}{\kappa} .
\end{align*}
$$

Hence

$$
\begin{align*}
& \|x\| \leq \frac{\kappa_{2} c_{10}\left(1+e_{2} \kappa_{2}-e_{4} \kappa_{2}\right)}{\kappa_{1} \kappa}, \\
& \|y\| \leq \frac{\kappa_{2} c_{10}\left(1+e_{3} \kappa_{2}-e_{1} \kappa_{2}\right)}{\kappa_{1} \kappa} \tag{68}
\end{align*}
$$

Thus if we choose $R>\max \left\{q_{0}^{-1} M \kappa_{2}, \kappa_{2} c_{10}\left(1+e_{2} \kappa_{2}-e_{4} \kappa_{2}\right) / \kappa_{1} \kappa\right.$, and $\left.\kappa_{2} c_{10}\left(1+e_{3} \kappa_{2}-e_{1} \kappa_{2}\right) / \kappa_{1} \kappa\right\}$ we have a contradiction. Thus (59) is true. Lemma 6 (with $R$ chosen above) implies

$$
\begin{equation*}
i\left(B,\left(B_{R} \times B_{R}\right) \cap(P \times P), P \times P\right)=1 \tag{69}
\end{equation*}
$$

We next prove that

$$
\begin{align*}
& (x, y) \neq B(x, y)+\lambda\left(x_{0}, y_{0}\right), \\
& \quad \forall(x, y) \in \partial\left(B_{q_{0}^{-1} M \kappa_{2}} \times B_{q_{0}^{-1} M \kappa_{2}}\right) \cap(P \times P), \quad \lambda \geq 0, \tag{70}
\end{align*}
$$

where $x_{0}, y_{0} \in P$ are two fixed functions. Indeed, if not, there exist $(x, y) \in \partial\left(B_{q_{0}^{-1} M \kappa_{2}} \times B_{q_{0}^{-1} M \kappa_{2}}\right) \cap(P \times P), \lambda_{0} \geq 0$ such that $(x, y)=B(x, y)+\lambda_{0}\left(x_{0}, y_{0}\right)$. This implies that

$$
\begin{align*}
& x(t) \geq B_{1}(x, y)(t), \\
& y(t) \geq B_{2}(x, y)(t),  \tag{71}\\
& \quad \text { for } t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}} .
\end{align*}
$$

Hence, $\|x\| \geq\left\|B_{1}(x, y)\right\|$ and $\|y\| \geq\left\|B_{2}(x, y)\right\|$. However, from (H4) we have

$$
\begin{align*}
& B_{1}(x, y)(t)=\sum_{s=0}^{b+2} G(t, s) \tilde{f}(s+v-1, x(s+v-1) \\
& \quad-z(s+v-1), y(s+v-1)-z(s+v-1))  \tag{72}\\
& \quad>\sum_{s=0}^{b+2} q^{*}(t) \varphi(s+v-1) q_{0}^{-2} M \geq q_{0}^{-1} M \kappa_{2}
\end{align*}
$$

for all $t \in[v-1, b+v+1]_{\mathbb{N}_{v-1}}$. This implies $\left\|B_{1}(x, y)\right\|>$ $q_{0}^{-1} M \kappa_{2}$. Similarly, $\left\|B_{2}(x, y)\right\|>q_{0}^{-1} M \kappa_{2}$. Thus, note that $(x, y) \in \partial\left(B_{q_{0}^{-1} M \kappa_{2}} \times B_{q_{0}^{-1} M \kappa_{2}}\right) \cap(P \times P)$, and we have

$$
\begin{align*}
\|(x, y)\| & =\max \{\|x\|,\|y\|\} \\
& \geq \max \left\{\left\|B_{1}(x, y)\right\|,\left\|B_{2}(x, y)\right\|\right\}>q_{0}^{-1} M \kappa_{2}  \tag{73}\\
& =\|(x, y)\| .
\end{align*}
$$

This is a contradiction. So (70) is true. It follows from Lemma 5 that

$$
\begin{equation*}
i\left(B,\left(B_{q_{0}^{-1} M \kappa_{2}} \times B_{q_{0}^{-1} M \kappa_{2}}\right) \cap(P \times P), P \times P\right)=0 \tag{74}
\end{equation*}
$$

From (69) and (74) we have

$$
\begin{align*}
& i\left(B,\left(\left(B_{R} \times B_{R}\right) \backslash\left(\bar{B}_{q_{0}^{-1} M \kappa_{2}} \times \bar{B}_{q_{0}^{-1} M \kappa_{2}}\right)\right) \cap(P \times P), P\right. \\
& \quad \times P)=1-0=1 . \tag{75}
\end{align*}
$$

Therefore the operator $B$ has at least one fixed point $(x, y)$ in $\left(\left(B_{R} \times B_{R}\right) \backslash\left(\bar{B}_{q_{0}^{-1} M \kappa_{2}} \times \bar{B}_{q_{0}^{-1} M \kappa_{2}}\right)\right) \cap(P \times P)$ with $\|x\|,\|y\| \geq$ $q_{0}^{-1} M \kappa_{2}$, and then $(x-z, y-z)(t)$ is a positive solution for (1). This completes the proof.
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