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1. Introduction. Existence and uniqueness of the positive solution for a nonlinear second initial boundary value problem involving a one-dimensional heat equation with zero initial distribution of temperature and a nonlinear radiation boundary condition were established by Mann and Wolf [11]. Their results were improved by Roberts and Mann [16] and Padmavally [14]. Recently, Keller and Olmstead [10] gave a constructive proof of the existence for a problem of this type. Using Schauder's fixedpoint theorem [18], Friedman [5] considered an $n$-dimensional linear parabolic equation with linear initial and nonlinear second boundary conditions. The maximum principle [6, pp. 34-40; 12; 15, pp. 173-175] was used to prove uniqueness, and a constructive proof of the existence was given by Chan [2] for a problem consisting of an $n$-dimensional semilinear heat equation under linear initial and nonlinear radiation boundary conditions with the use of the variational properties of the Neumann functions. In these last two papers, the solutions need not be positive.

The purpose of this paper is to establish uniqueness, existence, upper and lower bounds of positive solutions for a class of nonlinear second initial boundary value problems more general than that considered by Chan [2]. The techniques used are different from those in the above-mentioned papers. Our class of problems consists of a semilinear parabolic equation under linear initial and nonlinear radiation boundary conditions. Positive steady-state solutions for problems of this type were considered by Olmstead [13], Keller [9], Cohen and Laetsch [4], and more recently by Cohen [3].

In Sec. 2 we establish uniqueness of a solution (not necessarily positive) under less stringent conditions than those imposed by Chan [2]. Conditions which imply that the solution is positive are given in Theorem 2. An existence theorem of the positive solution is proved constructively in Sec. 3 by using an iteration scheme of the Picard type. This scheme gives an alternating sequence consisting of two monotone subsequences bounding the solution from above and below. Thus in a given problem, each successive iteration yields a more accurate pointwise upper or lower bound. The sequence is shown to converge geometrically to obtain the existence theorem. In Sec. 4 we first use the quasilinearization technique to establish an existence theorem. We show that this technique gives a monotone non-increasing sequence, converging quadratically to the solution. The method of quasilinearization was introduced in dynamic programming by Bellman [1]. It was used by Keller [9] and more recently by Cohen [3] for some $n$-dimensional mildly nonlinear elliptic boundary-value problems. To obtain the lower bounds, we

[^0]construct a monotone nondecreasing sequence converging to the solution. From these constructions, pointwise upper and lower bounds are also obtained.
2. Uniqueness. Let $D$ be a bounded $n$-dimensional domain in the real $n$-dimensional Euclidean space, $D^{-}$its closure, and $\partial D$ its boundary. Also let $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right)$, $\Omega=D \times(0, T], T<\infty$, and $S=\partial D \times(0, T]$. The semilinear parabolic equation under consideration is
\[

$$
\begin{equation*}
L u \equiv \sum_{i, i=1}^{n} \frac{\partial}{\partial x_{i}}\left\{a_{i j}(x, t) \frac{\partial u}{\partial x_{i}}\right\}+c(x, t) u-\frac{\partial u}{\partial t}=g(x, t ; u) \quad \text { in } \quad \Omega \tag{2.1}
\end{equation*}
$$

\]

where $c \leq 0$ is continuous, $a_{i j}=a_{i i}(i, j=1,2, \cdots, n)$ are continuously differentiable, and for all $n$-tuples of real numbers ( $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ ), there exists a positive number $\kappa$ such that

$$
\sum_{i, i=1}^{n} a_{i} \xi_{i} \xi_{j} \geq \kappa \sum_{i=1}^{n} \xi_{i}{ }^{2}
$$

for all $(x, t)$ in $\Omega$. Let $B_{\tau}=D \times[0, T] \cap\{t=\tau\}$. The initial condition is given by

$$
\begin{equation*}
u(., x, 0)=\phi(x) \quad \text { on } \quad B_{0}^{-} \tag{2.2}
\end{equation*}
$$

Let $n=\left(n_{1}, n_{2}, \cdots, n_{n}\right)$ be the outward unit normal to $\partial D$. Our nonlinear radiation boundary condition is given by

$$
\begin{equation*}
A u \equiv \frac{\partial u}{\partial \nu(x, t)}+B(x, t ; u)=f(x, t) \quad \text { on } \quad S \tag{2.3}
\end{equation*}
$$

where $\partial / \partial \nu \equiv \sum_{i, i=1}^{n} a_{i j} n_{i}\left(\partial / \partial x_{i}\right)$ is the outward conormal derivative to $S$.
For $n=3, a_{i i}=1$ if $i=j$, and $a_{i j}=0$ if $i \neq j$, the problem (2.1)-(2.3) can be interpreted physically as that of finding the temperature $u(x, t)$ of a homogeneous and isotropic solid having an arbitrary initial distribution of temperature $\phi(x)$. Heat is generated nonlinearly in it at a rate proportional to $c u-g$, and the body is subject to a nonlinear radiation boundary condition (2.3), which is more general than the Stefan fourth-power law [13]. Our quest for positive solutions is motivated by the physical concept of the absolute temperature.

Let the subregions $D \times(\tau, t]$ and $\partial D \times(\tau, t]$ be denoted respectively by $\Omega_{\tau t}$ and $S_{\tau t}$.
Theorem 1. Let $M(x, t)$ satisfy $L M \leq g(x, t ; M)$ in $\Omega, M(x, 0) \geq \phi(x)$ on $B_{0}{ }^{-}$, $A M \geq f$ on $S$. Also let $m(x, t)$ satisfy $L m \geq g(x, t ; m)$ in $\Omega, m(x, 0) \leq \phi(x)$ on $B_{0}{ }^{-}$, $A m \leq f$ on $S$. If $m, u$ and $M$ are continuous on $\Omega^{-}$where $u$ is a solution of the problem (2.1)-(2.3), and if

$$
\begin{align*}
& g(\xi, \tau ; \zeta(\xi, \tau)) \geq g(\xi, \tau ; z(\xi, \tau)) \text { when } \quad \zeta(\xi, \tau)>z(\xi, \tau)  \tag{2.4}\\
& B(\xi, \tau ; \zeta(\xi, \tau))>B(\xi, \tau ; z(\xi, \tau))  \tag{2.5}\\
& \text { when } \quad \zeta(\xi, \tau)>z(\xi, \tau)
\end{align*}
$$

then $m(x, t) \leq u(x, t) \leq M(x, t)$ on $\Omega^{-}$.
Proof. Let $w=M-u$. If $w<0$ at some point of $\Omega^{-}$, then since $w$ is continuous on $\Omega^{-}, w$ attains its negative minimum $c_{1}$ at some point, say $(x, t)$. If $(x, t)$ is in $\Omega_{0 t}$, then let $\omega$ be the largest subset of $\Omega_{01}$ such that $w<0$. From (2.4), Lw $\leq 0$ in $\omega$, and hence by the strong maximum principle $w \equiv c_{1}$ in $\omega$, contradicting the definition of $\omega$
unless $\omega=\Omega_{0 t}$. But this latter case contradicts by continuity the condition $w \geq 0$ on $B_{0}{ }^{-}$. Therefore the negative minimum cannot be in $\Omega_{0 t}$. If $(x, t)$ is on $S_{0 t}$, then at this point $\partial w / \partial \nu \leq 0$, and $B(x, t ; M)-B(x, t ; u)<0$ by (2.5). This contradicts the given condition $A M-A u \geq 0$. Thus $w \geq 0$ on $\Omega^{-}$, and hence $M \geq u$ on $\Omega^{-}$.

To prove $m \leq u$ on $\Omega^{-}$, we let $z=u-m$ and use a similar argument to conclude $z \geq 0$ on $\Omega^{-}$. Thus the theorem is proved.

From this theorem, we obtain uniqueness of the solution.
Corollary 1. If (2.4) and (2.5) hold, then there exists at most one solution to the problem (2.1)-(2.3).

Theorem 2. If there exists a positive constant $c_{2}$ such that $u>v$ at the point $(\xi, \tau)$ implies

$$
\begin{equation*}
c_{2}\{u(\xi, \tau)-v(\xi, \tau)\} \geq g(\xi, \tau ; u(\xi, \tau))-g(\xi, \tau ; v(\xi, \tau)), \tag{2.6}
\end{equation*}
$$

and if

$$
\begin{align*}
& g(x, t ; 0)=0,  \tag{2.7,2.8}\\
& B(x)>0  \tag{2.9,2.10}\\
& B(x, t ; 0)=0, \\
& f(x, t)>0,
\end{align*}
$$

and if (2.4) and (2.5) hold, then there exists at most one solution $u$ of the problem (2.1)-(2.3); if a solution exists, it is positive.

Proof. It follows from Corollary 1 that it is sufficient to show $u>0$ on $\Omega^{-}$. Let $m(x, t) \equiv 0$ on $\Omega^{-}$. Then $L m=0=g(x, t ; m)$ in $\Omega, m=0<\phi(x)$ on $B_{0}{ }^{-}, A m=0<f$ on $S$. Hence, by Theorem $1, u(x, t) \geq 0$ on $\Omega^{-}$.

From (2.1) and (2.7), we have $L(u-0)=g(x, t ; u)-g(x, t ; 0)$. Thus, from (2.6), $\left(L-c_{2}\right) u \leq 0$ in $\Omega$. By (2.8), $u>0$ on $B_{0}{ }^{-}$. If $u \leq 0$ at some point of $\Omega^{-}$, then, by the weak maximum principle, $u$ attains its non-positive minimum at some point on $S$. It follows from (2.5) and (2.9) that $A u \leq 0$ at this point. This contradicts (2.10). Thus $u>0$ on $\Omega^{-}$.
3. Iteration scheme of the Picard type. Let us give the following definitions:

Definition 1. A function $k(x)$ is said to belong to the class $C^{m+\alpha}$ if all its first $m$ partial derivatives exist, are continuous and are locally Hölder-continuous of exponent $\alpha$, where $0<\alpha<1$.

Definition 2. The boundary $\partial D$ belongs to the class $C^{m+\alpha}$ if for every point $x$ of $\partial D$, there exists an $n$-dimensional neighborhood $K$ such that $K \cap \partial D$ can be represented for some $i(1 \leq i \leq n)$ in the form $x_{i}=h\left(x_{1}, x_{2}, \cdots, x_{i-1}, x_{i+1}, \cdots, x_{n}\right)$, where $h$ belongs to $C^{m+\alpha}$.

We shall also need the following assumption:
(A) the coefficients $a_{i j}(i, j=1,2, \cdots, n)$, their partial derivatives $\partial a_{i j} / \partial x_{k}$, and $c$ are uniformly Hölder-continuous of exponent $\alpha$ on $\Omega^{-}$.

For convenience we state the following lemma whose proof can be found in Friedman [6, p. 146].

Lemma 1. Under assumptions (A) and $\partial D \in C^{1+\alpha}$, if $w$ is a solution of the problem $L w=b(x, t)$ in $\Omega, w=l(x)$ on $B_{0}{ }^{-}$,

$$
\psi_{\lambda} w \equiv\left(\frac{\partial}{\partial \nu}+\lambda\right) w=p(x, t) \quad \text { on } \quad S
$$

where $\lambda(x, t)$ is continuous on $S^{-}$, then for all $(x, t)$ on $\Omega^{-}$,
where $c_{3}$ is a constant depending on $L, \lambda$ and $\Omega^{-}$.
Let $\Omega^{*}=D \times[0, T), \Omega_{\tau t}{ }^{*}=D \times[\tau, t)$, and $S_{\tau \iota}{ }^{*}=\partial D \times[\tau, t)$. To define a Neumann function, we follow Friedman [6, p. 155].

Definition 3. A function $R(x, t ; \xi, \tau)$ defined and continuous for $(x, t ; \xi, \tau) \in \Omega^{-} \times \Omega^{*}$, $t>\tau$ is called a Neumann function of $L w=0$ in $\Omega$ and $\psi_{\beta} w=0$ on $S$, where $\beta(x, t)$ is continuous on $S^{-}$, if for any $0 \leq \tau<T$ and for any continuous function $l(x)$ on $B_{\tau}$ having a compact support, the function

$$
w=\int_{B_{\tau}} R(x, t ; \xi, \tau) l(\xi) d V_{\xi}
$$

is a solution of $L w=0$ in $\Omega_{\tau T}$, and satisfies

$$
\lim _{t \downarrow \tau} w(x, t)=l(x) \quad \text { for } \quad x \in B_{\tau}^{-}
$$

and $\psi_{\beta} w=0$ on $S_{\tau T}$.
Let $R^{*}(x, t ; \xi, \tau)$ denote the Neumann function of the adjoint equation $L^{*} w=0$ in $\Omega^{*}$ corresponding to the boundary condition $\psi_{\beta} w=0$ on $S_{0_{r}}{ }^{*}$. Under assumptions ( $A$ ) and $\partial D \in C^{2+\alpha}$, it follows from Friedman [6, p. 155, pp. 82-84] and Itô [4, 5] that $R$ and $R^{*}$ exist and are unique, $L R=0$ for $(x, t)$ in $\Omega, L^{*} R^{*}=0$ for $(x, t)$ in $\Omega^{*}, \psi_{\beta} R=0$ for ( $x, t$ ) on $S_{\tau T}, \psi_{\beta} R^{*}=0$ for ( $x, t$ ) on $S_{0 r}{ }^{*}$, and furthermore, $R, R_{x}, R_{x x}$ and $R_{t}$ are continuous functions of $(x, t ; \xi, \tau)$ in $\Omega \times \Omega^{*}, t>\tau$ while $R^{*}, R_{x}{ }^{*}, R_{x x}{ }^{*}$ and $R_{t}{ }^{*}$ are continuous functions of $(x, t ; \xi, \tau)$ in $\Omega^{*} \times \Omega, t<\tau$.

Let $\Gamma(x, t ; \xi, \tau)$ denote the fundamental solution of $L$. It can be constructed by the parametrix method [6, pp. 3-25]. Let $V(x, t ; \xi, \tau)$ denote the solution of the linear second initial boundary value problem: $L V=0$ in $\Omega_{r T}, V=0$ on $B_{\tau}{ }^{-}, \psi_{\beta} V=-\psi_{\beta} \Gamma$ on $S_{r T}$. Then the Neumann function is given by

$$
R(x, t ; \xi, \tau)=\Gamma(x, t ; \xi, \tau)+V(x, t ; \xi, \tau)
$$

By Friedman [6, p. 134],

$$
|\Gamma(x, t ; \xi, \tau)| \leq c_{4} /\left\{(t-\tau)^{\mu}|x-\xi|^{n-2 \mu}\right\} \equiv q(x-\xi, t-\tau)
$$

where $c_{4}$ is a positive constant and $0<\mu<1$. From Lemma $1,|V| \leq c_{5}$ on $\Omega^{-}$, where $c_{5}$ is a constant.

In the Green's identity

$$
v L u-u L^{*} v=\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left\{\sum_{i=1}^{n}\left(v a_{i j} \frac{\partial u}{\partial x_{i}}-u a_{i j} \frac{\partial v}{\partial x_{i}}\right)\right\}-\frac{\partial}{\partial t}(u v),
$$

let $u(y, \sigma)=R(y, \sigma ; \xi, \tau)$ and $v(y, \sigma)=R^{*}(y, \sigma ; x, t)$. Integrating this over the domain $D \times(\tau+\epsilon, t-\epsilon)$ and letting $\epsilon \rightarrow 0$, we have by the boundary condition

$$
\begin{equation*}
R(x, t ; \xi, \tau)=R^{*}(\xi, \tau ; x, t) \tag{3.1}
\end{equation*}
$$

for any two points $(x, t)$ and $(\xi, \tau)$ in $\Omega$ with $t>\tau$. Using an argument similar to the proof of Theorem 11 of [6, pp. 44-45], we have for $(\xi, \tau)$ in $\Omega^{*}$

$$
\begin{equation*}
R(x, t ; \xi, \tau)>0 \quad \text { in } \quad \Omega_{\tau} \tau \tag{3.2}
\end{equation*}
$$

Let $N(x, t ; \xi, \tau)$ be the Neumann function of $L w=0$ in $\Omega$ and $\partial w / \partial \nu=0$ on $S$.
Our iteration scheme is given by

$$
\begin{gather*}
L u_{0}=0 \quad \text { in } \Omega,  \tag{3.3}\\
u_{0}(x, 0)=\phi(x) \quad \text { on } B_{0}^{-},  \tag{3.4}\\
\frac{\partial u_{0}}{\partial \nu}=f(x, t) \quad \text { on } S \tag{3.5}
\end{gather*}
$$

and for $i=0,1,2, \cdots$,

$$
\begin{gather*}
L u_{i+1}=g\left(x, t ; u_{i}\right) \quad \text { in } \Omega,  \tag{3.6}\\
u_{i+1}(x, 0)=\phi(x) \text { on } B_{0}^{-},  \tag{3.7}\\
\left(\partial u_{i+1} / \partial \nu\right)+B\left(x, t ; u_{i}\right)=f(x, t) \text { on } S . \tag{3.8}
\end{gather*}
$$

Under assumptions ( $A$ ) and $\partial D \in C^{2+\alpha}, N(x, t ; \xi, \tau)$ exists, and hence the sequence $\left\{u_{i}\right\}$ is well defined, provided $g, \phi, B$ and $f$ are continuous. In the following theorem we show that this scheme gives an alternating sequence consisting of two monotone subsequences bounding the solution from above and below.

Theorem 3. Under assumptions ( $A$ ) and $\partial D \in C^{2+\alpha}$, and the hypotheses of Theorem 2 with (2.4) replaced by

$$
\begin{equation*}
g(\xi, \tau ; \zeta(\xi, \tau))>g(\xi, \tau ; z(\xi, \tau)) \quad \text { when } \quad \zeta(\xi, \tau)>z(\xi, \tau), \tag{3.9}
\end{equation*}
$$

if $g, \phi, B$ and $f$ are continuous, then the solution $u$ of the problem (2.1)-(2.3) satisfies

$$
\begin{equation*}
-c_{6} \leq u_{1}<\cdots<u_{2 i+1}<\cdots<u<\cdots<u_{2 i}<\cdots<u_{0} \leq c_{6} \text { in } \Omega \tag{3.10}
\end{equation*}
$$

where $c_{6}=\max \left\{\right.$ l.u.b. ${ }_{\Omega^{-}} u_{0}$, l.u.b. $\left.{ }_{\Omega^{-}}\left|u_{1}\right|\right\}$.
Proof. Let $v=N^{*}(\xi, \tau ; x, t)$ in the Green's identity, and integrate over $D \times(\epsilon, t-\epsilon)$. On letting $\epsilon \rightarrow 0$ and using (3.1), we can rewrite (2.1)-(2.3) equivalently as

$$
\begin{align*}
u(x, t)= & \int_{D} N(x, t ; \xi, 0) \phi(\xi) d V_{\xi}-\int_{0}^{t} \int_{D} N(x, t ; \xi, \tau) g(\xi, \tau ; u) d V_{\xi} d \tau \\
& +\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau)[f(\xi, \tau)-B(\xi, \tau ; u)] d A_{\xi} d \tau \tag{3.11}
\end{align*}
$$

Since $L\left(u_{0}-u\right)=-g(x, t ; u)$ in $\Omega, u_{0}-u=0$ on $B_{0}{ }^{-}$, and $(\partial / \partial \nu)\left(u_{0}-u\right)=$ $B(x, t ; u)$ on $S$, we have

$$
\begin{align*}
u_{0}-u= & \int_{0}^{t} \int_{D} N(x, t ; \xi, \tau) g(\xi, \tau ; u) d V_{\xi} d \tau \\
& +\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau) B(\xi, \tau ; u) d A_{\xi} d \tau \tag{3.12}
\end{align*}
$$

By Theorem 2, $u>0$ on $\Omega^{-}$. From (2.7) and (3.9), $g(\xi, \tau ; u)>0$. Similarly, from (2.5) and (2.9), $B(\xi, \tau ; u)>0$. By (3.2), $N(x, t ; \xi, \tau)>0$ in $\Omega_{\tau T}$. Thus the right-hand-side of (3.12) is positive, and hence $u_{0}>u$ in $\Omega$.

Since $u_{0}>u$ in $\Omega$, we have

$$
L\left(u-u_{1}\right)=g(x, t ; u)-g\left(x, t ; u_{0}\right)<0 \text { in } \Omega
$$

by (3.9). By continuity, $u_{0} \geq u$ on $S$. Hence it follows from (2.5) that ( $\left.\partial / \partial \nu\right)\left(u-u_{1}\right)=$ $B\left(x, t ; u_{0}\right)-B(x, t ; u) \geq 0$. From (3.11),

$$
\begin{aligned}
u-u_{1}= & \int_{0}^{t} \int_{D} N(x, t ; \xi, \tau)\left[g\left(\xi, \tau ; u_{0}\right)-g(\xi, \tau ; u)\right] d V_{\xi} d \tau \\
& +\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau)\left[B\left(\xi, \tau ; u_{0}\right)-B(\xi, \tau ; u)\right] d A_{\xi} d \tau>0
\end{aligned}
$$

Thus $u>u_{1}$ in $\Omega$.
From Lemma 1,

$$
\begin{gathered}
u_{0} \leq c_{3}\left(\mathrm{I} . \mathrm{B.b.} \cdot \phi+\underset{B_{0}-}{\text { L.u.b. } f)}\right. \\
\left|u_{1}\right| \leq c_{3}\left\{\begin{array}{l}
\text { l.u.b. } \\
\Omega^{-}
\end{array}\left(x, t ; u_{0}\right)+\underset{B_{o^{-}}}{\text {l.u. }} \phi+\underset{s^{-}}{\text {l.u.b. }}\left|f-B\left(x, t ; u_{0}\right)\right|\right\}
\end{gathered}
$$

Since $g, \phi, B$ and $f$ are continuous, $u_{0}$ and $u_{1}$ are bounded. Thus we have

$$
-c_{6} \leq u_{1}<u<u_{0} \leq c_{6} \text { in } \Omega
$$

To complete the proof of the theorem, we use the principle of mathematical induction. Let us assume that for a particular value of $i$, say $j$, we have

$$
\begin{equation*}
-c_{6} \leq u_{1}<\cdots<u_{2 j+1}<u<u_{2 i}<\cdots<u_{0} \leq c_{6} \text { in } \Omega \tag{3.13}
\end{equation*}
$$

Then for $i=j+1$, we have by (3.9) and (3.13)

$$
L\left(u_{2 j+2}-u\right)=g\left(x, t ; u_{2 i+1}\right)-g(x, t ; u)<0 \text { in } \Omega .
$$

Since $u_{2_{i+2}}-u=0$ on $B_{0}{ }^{-}$, and $(\partial / \partial \nu)\left(u_{2 i+2}-u\right) \geq 0$ on $S$, we have $u_{2_{i+2}}>u$ in $\Omega$ by an argument similar to the above. By repeating the procedure for $u_{2 i}-u_{2 i+2}$, $u-u_{2 i+3}$, and $u_{2 i+3}-u_{2_{j+1}}$ respectively, we obtain in $\Omega u_{2_{i}}>u_{2_{i+2}}, u>u_{2_{i+3}}$, and $u_{2 j+3}>u_{2 i+1}$. Thus we have (3.10).

Theorem 4. Under the hypotheses of Theorem 3, if $u>v$ at $(y, \sigma)$ implies

$$
\begin{equation*}
B(y, \sigma ; u(y, \sigma))-B(y, \sigma ; v(y, \sigma)) \leq c_{7}\{u(y, \sigma)-v(y, \sigma)\} \tag{3.14}
\end{equation*}
$$

where $c_{7}$ is a positive constant, then there exists a unique positive solution of the problem (2.1)-(2.3).

Proof. Let us rewrite the iteration scheme (3.6)-(3.8) equivalently as

$$
\begin{align*}
u_{i+1}(x, t)= & \int_{D} N(x, t ; \xi, 0) \phi(\xi) d V_{\xi}-\int_{0}^{t} \int_{D} N(x, t ; \xi, \tau) g\left(\xi, \tau ; u_{i}\right) d V_{\xi} d \tau \\
& +\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau)\left[f(\xi, \tau)-B\left(\xi, \tau ; u_{i}\right)\right] d A_{\xi} d \tau \tag{3.15}
\end{align*}
$$

Let $\rho_{i}=\max \left|u_{i+1}-u_{i}\right|$. Then by (3.10), $\rho_{0} \leq 2 c_{6}$. Let $c_{8}=\max \left\{c_{2}, c_{7}\right\}$. By (2.6), (3.2), (3.14) and (3.15), we have
$u_{2}-u_{1} \leq c_{8}\left\{\int_{0}^{t} \int_{D} N(x, t ; \xi, \tau)\left(u_{0}-u_{1}\right) d V_{\xi} d \tau+\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau)\left(u_{0}-u_{1}\right) d A_{\xi} d \tau\right\}$.

Thus

$$
\begin{aligned}
\rho_{1} & \leq c_{8} \rho_{0}\left\{\int_{0}^{t} \int_{D} N(x, t ; \xi, \tau) d V_{\xi} d \tau+\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau) d A_{\xi} d \tau\right\} \\
& \leq c_{8} \rho_{0}\left[\int_{0}^{t} \int_{D}\left\{q(x-\xi, t-\tau)+c_{5}\right\} d V_{\xi} d \tau+\int_{0}^{t} \int_{\partial D}\left\{q(x-\xi, t-\tau)+c_{5}\right\} d A_{\xi} d \tau\right] .
\end{aligned}
$$

Let the quantity inside the square brackets be denoted by $r . r>0$, and $\rho_{1} \leq c_{8} \rho_{0} r \leq$ $2 c_{6} c_{8} r$. It follows from induction that

$$
\rho_{n} \leq 2 c_{6}\left(c_{8} r\right)^{n}
$$

Since $q(x-\xi, t-\tau)$ is integrable, for example by taking $\mu$ to be any arbitrarily-fixed value between $1 / 2$ and 1 , we can choose the time interval $[0, \sigma]$ such that $c_{8} r<1$ so that the sequence converges uniformly and geometrically. Thus $\lim _{i \rightarrow \infty} u_{i+1}$ is a solution of (2.1)-(2.3), and hence we have the existence of a solution on [0, $\sigma$. Since global uniqueness of the positive solution on $\Omega^{-}$follows from Theorem 2, we have existence of a unique positive solution on $\Omega_{0 \sigma}{ }^{-}$.

To prove the global existence on $\Omega^{-}$, we start from time $t=\sigma-\eta$, where $\eta$ is an arbitrarily chosen positive constant such that $\sigma-\eta>0$. An argument similar to the above gives the inequality

$$
c_{8}\left[\int_{\sigma-\eta}^{t} \int_{D}\left\{q(x-\xi, t-\tau)+c_{5}\right\} d V_{\xi} d \tau+\int_{\sigma-\eta}^{t} \int_{\partial D}\left\{q(x-\xi, t-\tau)+c_{5}\right\} d A_{\xi} d \tau\right]<1
$$

restricting the time interval for existence. Since $\Omega^{-}$is cylindrical, the same length $\sigma$ of time satisfies this inequality. Thus we have a unique positive solution for $0 \leq t \leq$ $2 \sigma-\eta$. Proceeding in this way, we obtain the global existence of a unique positive solution.
4. Quadratic convergence, upper and lower bounds. We shall use the following lemma.

Lemma 2. Let $w(x, t)$ be continuous on $\Omega^{-}$, and $L w \leq 0$ in $\Omega$. (i) If $w \geq 0$ on $B_{0}{ }^{-}$ and $\psi_{\lambda} w \geq 0$ on $S$, where $\lambda(x, t)>0$, then $w \geq 0$ on $\Omega^{-}$. (ii) If $w>0$ on $B_{0}{ }^{-}$and $\psi_{\lambda} w>0$ on $S$, then $w>0$ on $\Omega^{-}$.

Proof. (i) If $w<0$ at some point of $\Omega^{-}$, then by the weak maximum principle $w$ attains its negative minimum at some point on $S$. Thus at this point $\psi_{\lambda} w<0$, contradicting the given condition $\psi_{\lambda} w \geq 0$. Thus $w \geq 0$ in $\Omega^{-}$.
(ii) If $w \leq 0$ at some point of $\Omega^{-}$, then again by the weak maximum principle $w$ attains its non-positive mininum at some point on $S$. At this point, $\psi_{\lambda} w \leq 0$, which is a contradiction to $\psi_{\lambda} w>0$. Hence $w>0$ on $\Omega^{-}$.

We shall need the following assumptions:
(B) $g$ is twice continuously differentiable in $u$ such that

$$
\begin{equation*}
0 \leq g_{u} \leq c_{9}, \text { and } 0 \leq g_{u u}<\infty \text { for } u>0 \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{c}_{9}$ is a constant.
(C) $g_{u}(x, t ; u)$ is uniformly Hölder-continuous when $(x, t) \in \Omega^{-}$and $u$ varies in a bounded set.
(D) $\quad B$ is twice continuously differentiable in $u$ such that

$$
\begin{equation*}
0<B_{u}<\infty, \text { and } 0 \leq B_{u u}<\infty \text { for } u>0 \tag{4.2}
\end{equation*}
$$

Let us define a sequence $\left\{u_{i}\right\}$ by the method of quasilincarization: $u_{0}$ is any positive continuous function, conveniently given by (3.3)-(3.5), and for $i=0,1,2, \cdots$,

$$
\begin{gather*}
L u_{i+1}=g\left(x, t ; u_{i}\right)+g_{u}\left(x, t ; u_{i}\right)\left(u_{i+1}-u_{i}\right) \text { in } \Omega  \tag{4.3}\\
u_{i+1}(x, 0)=\phi(x) \text { on } B_{0}^{-},  \tag{4.4}\\
\left(\partial u_{i+1} / \partial \nu\right)+B\left(x, t ; u_{i}\right)+B_{u}\left(x, t ; u_{i}\right)\left(u_{i+1}-u_{i}\right)=f(x, t) \text { on } S . \tag{4.5}
\end{gather*}
$$

The following theorem gives the upper bounds for the solution of the problem (2.1)(2.3).

Theorem 5. Under conditions (2.7)-(2.10), assumptions $(A)-(D)$ and $\partial D \in C^{2+\alpha}$, if $\phi$ and $f$ are continuous on $B_{0}{ }^{-}$and $S^{-}$respectively, then the sequence $\left\{u_{i}\right\}$ given by (3.3)-(3.5) and (4.3)-(4.5) is well defined, and satisfies

$$
c_{10} \geq u_{i} \geq u_{i+1}>0 \text { on } \Omega^{-}, \quad i=0,1,2, \cdots
$$

where

$$
\left.c_{10}=c_{3} \text { (l.u.b. } \phi+\underset{B_{0}-}{\text { l.u.b. }} \boldsymbol{f}\right)
$$

Proof. By Taylor's theorem,

$$
\begin{equation*}
g(x, t ; u)=g\left(x, t ; u_{i}\right)+g_{u}\left(x, t ; u_{i}\right)\left(u-u_{i}\right)+g_{u u}(x, t ; \eta)\left(u-u_{i}\right)^{2} / 2 \tag{4.6}
\end{equation*}
$$

where $\eta$ lies between $u$ and $u_{i}$. Since $g(x, t ; 0)=0$, and $g_{u u} \geq 0$ for $u>0$, we have at $u=0$,

$$
\begin{equation*}
0 \geq g\left(x, t ; u_{i}\right)-g_{u}\left(x, t ; u_{i}\right) u_{i} \quad \text { if } \quad u_{i}>0 \tag{4.7}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
0 \geq B\left(x, t ; u_{i}\right)-B_{u}\left(x, t ; u_{i}\right) u_{i} \quad \text { if } \quad u_{i}>0 \tag{4.8}
\end{equation*}
$$

First we show that $u_{i}>0(i=0,1,2, \cdots)$. If $u_{0} \leq 0$ at some point of $\Omega^{-}$, then it follows from the weak maximum principle and $\phi>0$ that $u_{0}$ attains its non-positive minimum at some point on $S$. Thus at this point $\partial u_{0} / \partial \nu \leq 0$, contradicting $f>0$. Hence $u_{0}>0$ on $\Omega^{-}$. Now we use the principle of mathematical induction. Let us assume that for a particular value of $i$, say $j, u_{i}>0$ on $\Omega^{-}$. For $i=j+1$, it follows from (4.3) and (4.7) that

$$
\left[L-g_{u}\left(x, t ; u_{j}\right)\right] u_{i+1} \leq 0 \text { in } \Omega
$$

$u_{i+1}>0$ on $B_{0}{ }^{-}$. From (4.5), (4.8) and $f>0$,

$$
\left[\frac{\partial}{\partial \nu}+B_{u}\left(x, t ; u_{i}\right)\right] u_{i+1}>0 \quad \text { on } \quad S
$$

Since $g_{u}\left(x, t ; u_{i}\right) \geq 0$ and $B\left(x, t ; u_{i}\right)>0$, we have from Lemma 2, where $L$ is now replaced by $L-g_{u}\left(x, t ; u_{i}\right)$, that $u_{i+1}>0$ on $\Omega^{-}$. Thus $u_{i}>0(i=0,1,2, \cdots)$ on $\Omega^{-}$.

Next we show that $u_{i} \geq u_{i+1}$. From (4.1) and (4.6),

$$
\begin{equation*}
g\left(x, t ; u_{i+1}\right) \geq g\left(x, t ; u_{i}\right)+g_{u}\left(x, t ; u_{i}\right)\left(u_{i+1}-u_{i}\right) \tag{4.9}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
B\left(x, t ; u_{i+1}\right) \geq B\left(x, t ; u_{i}\right)+B_{u}\left(x, t ; u_{i}\right)\left(u_{i+1}-u_{i}\right) \tag{4.10}
\end{equation*}
$$

From $g(x, t ; 0)=0, g\left(x, t ; u_{0}\right) \geq 0$, and (4.9), we have

$$
\begin{equation*}
L u_{i} \leq g\left(x, t ; u_{i}\right) \quad \text { in } \quad \Omega \tag{4.11}
\end{equation*}
$$

for $i=0,1,2, \cdots$. Similarly, from $B(x, t ; 0)=0, B\left(x, t ; u_{0}\right)>0$, and (4.10), we obtain

$$
\begin{equation*}
\left(\partial u_{i} / \partial \nu\right)+B\left(x, t ; u_{i}\right) \geq f(x, t) \quad \text { on } S \tag{4.12}
\end{equation*}
$$

for $i=0,1,2, \cdots$. Using (4.11) and (4.12), we get

$$
\begin{gathered}
{\left[L-g_{u}\left(x, t ; u_{i}\right)\right]\left(u_{i}-u_{i+1}\right) \leq 0 \quad \text { in } \Omega,} \\
{\left[\frac{\partial}{\partial \nu}+B_{u}\left(x, t ; u_{i}\right)\right]\left(u_{i}-u_{i+1}\right) \geq 0 \quad \text { on } S}
\end{gathered}
$$

for $i=0,1,2, \cdots$. It follows from (4.1) and (4.2) respectively that $g_{u}\left(x, t ; u_{i}\right) \geq 0$ and $B_{u}\left(x, t ; u_{i}\right)>0$. Since $u_{i}-u_{i+1}=0$ on $B_{0}{ }^{-}$, we have from Lemma 2, where $L$ is now replaced by $L-g_{u}\left(x, t ; u_{i}\right)$, that $u_{i} \geq u_{i+1}$ on $\Omega^{-}$for $i=0,1,2, \cdots$.

By Lemma 1, $c_{10} \geq u_{0}$. Thus $c_{10} \geq u_{i} \geq u_{i+1}>0$.
Under assumptions $(A)$ and $\partial D \in C^{2+\alpha}, N(x, t ; \xi, \tau)$ exists and hence $u_{0}$ is welldefined. Since $0<u_{0} \leq c_{10}$ on $\Omega^{-}$, it follows from assumption $(C)$ that $g_{u}\left(x, t ; u_{0}\right)$ is uniformly Hölder-continuous, and hence the Neumann function $R_{1}(x, t ; \xi, \tau)$ associated with $\left[L-g_{u}\left(x, t ; u_{0}\right)\right] u_{1}=0$ in $\Omega$ and $\left[(\partial / \partial \nu)+B_{u}\left(x, t ; u_{0}\right)\right] u_{1}=0$ on $S$ exists. Thus $u_{1}$ is well-defined. By repeating the above procedures, we see that the sequence $\left\{u_{i}\right\}$ is well-defined. Thus the theorem is proved.

Theorem 6. Under the hypotheses of Theorem 5, there exists a unique positive solution of the problem (2.1)-(2.3).

Proof. $\quad c_{9} \geq g_{u} \geq 0$ implies (2.4) and (2.6). $B_{u}>0$ implies (2.5). Hence by Theorem 2, the problem (2.1)-(2.3) has at most one positive solution.

Since the sequence $\left\{u_{i}\right\}$ is monotone non-increasing and is bounded below, there exists a function $U(x, t)$ such that $\lim _{i \rightarrow \infty} u_{i}=U$. To show $U(x, t)$ is the solution of the problem (2.1)-(2.3), let us rewrite the iteration scheme (4.3)-(4.5) equivalently as

$$
\begin{align*}
u_{i+1}(x, t)= & \int_{D} N(x, t ; \xi, 0) \phi(\xi) d V_{\xi} \\
& -\int_{0}^{t} \int_{D} N(x, t ; \xi, \tau)\left[g\left(\xi, \tau ; u_{i}\right)+g_{u}\left(\xi, \tau ; u_{i}\right)\left(u_{i+1}-u_{i}\right)\right] d V_{\xi} d \tau \\
& +\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau)\left[f(\xi, \tau)-B\left(\xi, \tau ; u_{i}\right)-B_{u}\left(\xi, \tau ; u_{i}\right)\left(u_{i+1}-u_{i}\right)\right] d A_{\xi} d \tau \tag{4.13}
\end{align*}
$$

By (3.2) and Theorem 5, the integrands in the second and third integrals of (4.13) are bounded respectively by

$$
N(x, t ; \xi, \tau)\left[g\left(\xi, \tau ; c_{10}\right)+c_{10} g_{u}\left(\xi, \tau ; c_{10}\right)\right]
$$

and

$$
N(x, t ; \xi, \tau)\left[f(\xi, \tau)+B\left(\xi, \tau ; c_{10}\right)+c_{10} B_{u}\left(\xi, \tau ; c_{10}\right)\right],
$$

both of which are integrable over their respective regions of integration. Let us take the limit as $i$ tends to infinity in (4.13). By the Lebesgue convergence theorem [17, p. 200], we can interchange the limit and integration processes. Hence

$$
\begin{aligned}
U(x, t)= & \int_{D} N(x, t ; \xi, 0) \phi(\xi) d V_{\xi}-\int_{0}^{t} \int_{D} N(x, t ; \xi, \tau) g(\xi, \tau ; U) d V_{\xi} d \tau \\
& +\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau)[f(\xi, \tau)-B(\xi, \tau ; U)] d A_{\xi} d \tau
\end{aligned}
$$

This implies that $U(x, t)$ is the solution of the problem (2.1)-(2.3).
We give another proof of existence of the solution in the next theorem. The proof also shows that the sequence $\left\{u_{i}\right\}$ converges quadratically to the solution.

Theorem 7. Under the hypotheses of Theorem 5, the problem (2.1)-(2.3) has a unique positive solution to which the sequence $\left\{u_{i}\right\}$ converges quadratically.

Proof. As in Theorem 6, uniqueness of a positive solution follows from Theorem 2. By Theorem 5, $\rho_{0} \leq c_{10}$. For $i=1,2, \cdots$, we have by Taylor's theorem

$$
g\left(x, t ; u_{i}\right)=g\left(x, t ; u_{i-1}\right)+g_{u}\left(x, t ; u_{i-1}\right)\left(u_{i}-u_{i-1}\right)+g_{u u}(x, t ; \gamma)\left(u_{i}-u_{i-1}\right)^{2} / 2
$$

where $\gamma(x, t)$ lies between $u_{i}$ and $u_{i-1}$. Thus, from (4.3),

$$
L\left(u_{i}-u_{i+1}\right)=g_{u}\left(x, t ; u_{i}\right)\left(u_{i}-u_{i+1}\right)-g_{u u}(x, t ; \gamma)\left(u_{i-1}-u_{i}\right)^{2} / 2 \text { in } \Omega
$$

Similarly, by Taylor's theorem and (4.5),

$$
\frac{\partial}{\partial \nu}\left(u_{i}-u_{i+1}\right)=-B_{u}\left(x, t ; u_{i}\right)\left(u_{i}-u_{i+1}\right)+B_{u u}(x, t ; \zeta)\left(u_{i-1}-u_{i}\right)^{2} / 2 \quad \text { on } \quad S,
$$

where $\zeta(x, t)$ lies between $u_{i}$ and $u_{i-1}$. Since $u_{i}-u_{i+1}=0$ on $B_{0}{ }^{-}, u_{i}-u_{i+1} \geq 0$ on $\Omega^{-}, N(x, t ; \xi, \tau)>0$ on $\Omega_{\tau \tau}, g_{u} \geq 0$ and $B_{u}>0$, we have for $i=1,2,3, \cdots$,

$$
\begin{aligned}
u_{i}-u_{i+1} \leq & \int_{0}^{t} \int_{D} N(x, t ; \xi, \tau) g_{u u}(\xi, \tau ; \gamma)\left(u_{i-1}-u_{i}\right)^{2} / 2 d V_{\xi} d \tau \\
& +\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau) B_{u u}(\xi, \tau ; \zeta)\left(u_{i-1}-u_{i}\right)^{2} / 2 d A_{\xi} d \tau
\end{aligned}
$$

by dropping out the non-positive terms. Since $u_{i} \leq c_{10}$, let

$$
c_{11}=\max \left\{\underset{\Omega-\times\left(0, c_{10}\right)}{\text { l.u.b. }} g_{u u}(x, t ; u), \underset{s-\times\left(0, c_{10}\right)}{\text { l.u.b. }} B_{u u}(x, t ; u)\right\} .
$$

Thus

$$
\rho_{i} \leq c_{11} \rho_{i-1}^{2}\left\{\int_{0}^{t} \int_{D} N(x, t ; \xi, \tau) d V_{\xi} d \tau+\int_{0}^{t} \int_{\partial D} N(x, t ; \xi, \tau) d A_{\xi} d \tau\right\} / 2
$$

Following the proof of Theorem 4, we have

$$
\rho_{i} \leq \rho_{i-1}^{2}\left(c_{1} r\right) / 2 \quad \text { for } \quad i=1,2, \cdots
$$

Let us choose the time interval $[0, \delta]$ such that $c_{11} r / 2<1$. Then the sequence converges quadratically and uniformly on $[0, \delta]$.

An argument similar to the proof of Theorem 4 establishes the global existence of the positive solution on $\Omega^{-}$.

To construct a bounded non-decreasing sequence, we shall use the following assumption:
(E) $g$ and $B$ are continuously differentiable in $u$, and there exists a bounded uniformly Hölder-continuous function $\theta(x, t)$ on $\Omega^{-}$such that

$$
\begin{equation*}
\theta(x, t) \geq g_{u}(x, t ; u) \geq 0 \tag{4.14}
\end{equation*}
$$

and a continuous function $s(x, t)$ on $S^{-}$such that

$$
\begin{equation*}
s(x, t) \geq B_{u}(x, t ; u)>0 . \tag{4.15}
\end{equation*}
$$

We note that in particular $\theta$ and $s$ can be replaced by appropriate constants. Let us construct a sequence $\left\{v_{i}\right\}: v_{0} \equiv 0$, and $v_{i+1}(i=0,1,2, \cdots)$ are given by

$$
\begin{gather*}
L v_{i+1}=g\left(x, t ; v_{i}\right)+\theta(x, t)\left(v_{i+1}-v_{i}\right) \text { in } \Omega  \tag{4.16}\\
v_{i+1}(x, 0)=\phi(x) \text { on } B_{0}^{-},  \tag{4.17}\\
\left(\partial v_{i+1} / \partial \nu\right)+B\left(x, t ; v_{i}\right)+s(x, t)\left(v_{i+1}-v_{i}\right)=f(x, t) \text { on } S . \tag{4.18}
\end{gather*}
$$

Under assumptions $(A),(E)$ and $\partial D \in C^{2+\alpha}$, the Neumann function of $(L-\theta) w=0$ in $\Omega$ and $\psi_{s} w=0$ on $S$ exists, and hence the sequence $\left\{v_{i}\right\}$ is well defined.

Theorem 8. Under the hypotheses of Theorem 5 with assumptions (B), (C) and $(D)$ replaced by assumption $(E)$, the sequence $\left\{v_{i}\right\}$ satisfies

$$
0=v_{0}<v_{1} \leq v_{2} \leq \cdots \leq u_{0} \leq c_{10} \text { on } \Omega^{-}
$$

where $c_{10}=c_{3}$ (l.u.b. ${ }_{B_{0}-\phi}+$ l.u.b. $_{s-} f$ ).
Proof. $v_{1}$ satisfies $(L-\theta) v_{1}=0$ in $\Omega, v_{1}>0$ on $B_{0}{ }^{-}, \psi_{s} v_{1}>0$ on $S$. By Lemma 2, $v_{1}>0$ on $\Omega^{-}$. Let us assume that for a particular value of $i$, say $j(\geq 1)$, we have $v_{0}<$ $v_{1} \leq v_{2} \leq \cdots \leq v_{i}$. Then, from (4.16),

$$
(L-\theta)\left(v_{i+1}-v_{i}\right)=g\left(x, t ; v_{i}\right)-g\left(x, t ; v_{i-1}\right)-\theta\left(v_{i}-v_{i-1}\right)
$$

By the mean value theorem and (4.14),

$$
g\left(x, t ; v_{i}\right)-g\left(x, t ; v_{i-1}\right) \leq \theta\left(v_{i}-v_{i-1}\right)
$$

Therefore $(L-\theta)\left(v_{i+1}-v_{i}\right) \leq 0$ in $\Omega$. Similarly, from (4.15) and (4.18), $\psi_{s}\left(v_{i+1}-v_{i}\right) \geq 0$ on $S$. From (4.17), $v_{i+1}-v_{i}=0$ on $B_{0}{ }^{-}$. From Lemma $2, v_{i+1} \geq v_{i}$ on $\Omega^{-}$. Thus $v_{0}<$ $v_{1} \leq v_{2} \leq \cdots$.

Since $v_{i} \geq v_{i-1}, g(x, t ; w) \geq 0$ and $B(x, t ; w)>0$ for $w>0$, we have $L\left(u_{0}-v_{i}\right) \leq 0$ in $\Omega$, and $(\partial / \partial \nu)\left(u_{0}-v_{i}\right)>0$ on $S$ for $i \geq 2 . u_{0}-v_{i}=0$ on $B_{0}{ }^{-}$. Thus, by the weak maximum principle, $u_{0} \geq v_{i}$ on $\Omega^{-}$for $i \geq 2$. From Lemma $1, u_{0} \leq c_{10}$.

The following theorem shows that the sequence $\left\{v_{i}\right\}$ forms the lower bounds to the solution. Its proof is similar to that for Theorem 6, and hence is omitted.

Theorem 9. Under the hypotheses of Theorem 8 , there exists a unique positive solution $\lim _{i \rightarrow \infty} v_{i}$ of the problem (2.1)-(2.3).

For the scheme (4.16)-(4.18), the same Neumann function corresponding to $(L-\theta) w=0$ and $\psi_{s} w=0$ occurs in all steps in the construction of the solution. Let us rewrite (4.3) and (4.5) respectively as

$$
\begin{aligned}
{\left[L-g_{u}\left(x, t ; u_{i}\right)\right] u_{i+1} } & =g\left(x, t ; u_{i}\right)-g_{u}\left(x, t ; u_{i}\right) u_{i} \quad \text { in } \quad \Omega \\
{\left[\frac{\partial}{\partial \nu}+B_{u}\left(x, t ; u_{i}\right)\right] u_{i+1} } & =f-B\left(x, t ; u_{i}\right)+B_{u}\left(x, t ; u_{i}\right) u_{i} \quad \text { on } \quad S .
\end{aligned}
$$

$g_{u}\left(x, t ; u_{i}\right)$ and $B_{u}\left(x, t ; u_{i}\right)$ vary as $i$ varies. Hence the associated Neumann function $R_{i+1}(x, t ; \xi, \tau)$ varies in each successive step of the construction in the quasilinearization technique. Although the rate of convergence is geometrical in the Picard scheme (3.3)(3.8), the Neumann function $V(x, t ; \xi, \tau)$ remains the same in all steps.
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