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Abstract 
The links between Shoham's preference logic and 
possibilistic logic, a numerical logic of uncertainty 
based on Zadeh's possibility measures, are 
investigated. Starting from a fuzzy set of preferential 
interpretations of a propositional theory, we prove 
that the notion of preferential entailment is closely 
related to a previously introduced notion of 
conditional possibility. Conditional possibility is 
then shown to possess all properties (originally stated 
by Gabbay) of a well-behaved non-monotonic 
consequence relation. We obtain the possibilistic 
counterpart of Adams' e-semantics of conditional 
probabilities which is the basis of the probabilistic 
model of non-monotonic logic proposed by Geffner 
and Pearl. Lastly we prove that our notion of 
possibilistic entailment is the one at work in 
possibilistic logic, a logic that handles uncertain 
propositional formulas, where uncertainty is modelled 
by degrees of necessity, and where partial 
inconsistency is allowed. Considering the formerly 
established close links between Gardenfors'epistemic 
entrenchment and necessity measures, what this paper 
proposes is a new way of relating belief revision and 
non-monotonic inference, namely via possibility 
theory. 

1 Introduction 
For more than ten years, Artificial Intelligence researchers 
have devoted a lot of efforts for developing various 
approaches to the handling of incomplete, uncertain or 
partially inconsistent knowledge in reasoning processes. At 
a superficial level a dichotomy is usually made between 
purely symbolic approaches and approaches which rely on 
the use of numerical scales for grading uncertainty. This 
obvious and sometimes convenient distinction turns out to 
have a limited significance when we observe that the 
numerical and the non-numerical methods can deal with the 
same kind of examples and that there may exist more 
fundamental differences between two symbolic, or between 
two numerical approaches than between a symbolic and a 
numerical one in some cases; see the comparative study by 
Lea Sombe [1990] on these points. 

Moreover different kinds of unifying results have been 
provided at the theoretical level in the recent past years. On 

the symbolic side, Kraus, Lehmann and Magidor 11990], 
following pioneering works by Gabbay [1985] and 
Makinson [1989], have studied non-monotonic logic 
systems from an axiomatic point of view. They have related 
these systems to the preference relation-based logic advocated 
by Shoham [1988] for unifying non-monotonic inference 
systems at the semantic level. Also on the symbolic side, 
more recently, Makinson and Gardenfors have established 
connections between non-monotonic logic and belief 
revision mechanisms (see [GaYdenfors, 1990] for a summary 
sketch). They are based on so-called epistemic entrenchment 
relations [Gardenfors, 1988]. 

On the numerical side, probabilistic semantics of defaults 
have been proposed by Geffner [1988] and Pearl [1988] on 
the basis of Adams [1975]'s logic of conditionals. This logic 
displays all properties of a well-behaved non-monotonic 
logic. Neufeld et al. [1990] also try to equip defaults with 
probabilistic semantics related to the confirmation property 
"p favours q" i.e. the fact that the probability of assertion q 
is strictly increased when the truth of assertion p is 
established. Besides, qualitative necessity relations [Dubois, 
1986], whose unique numerical counterparts are necessity 
measures, are characterized by a system of axioms which 
was recently proved to be equivalent to the one 
characterizing epistemic entrenchment relations [Dubois and 
Prade, 1990b], where necessity measures are just the dual of 
possibility measures introduced by Zadeh [1978J. With this 
result in mind, the ability of possibilistic logic —a logic of 
classical formulas weighted in terms of necessity 
measures— to deal with partially inconsistent knowledge 
bases and to exhibit in that case non-monotonic reasoning 
behaviors, is not very surprizing [Dubois, Lang and Prade, 
1989]. Besides, several researchers, including Goodman and 
Nguyen [1988], Dubois and Prade [1989, 1990a] have 
developed a new model of measure-free conditioning, trying 
to give a mathematical and a logical meaning to conditional 
objects q t p independently of the notion of probability, but 
still in agreement with this notion in the sense that 
Prob(q i p) can indeed be considered as the probability of the 
entity q I p. As already suggested in Dubois and Prade 
[1989], there is more than an analogy between the logical 
calculus developed on conditional objects and non
monotonic consequence relation systems ; more precisely, it 
has been recently shown that there is a one-to-one 
correspondence between the inference rules governing the 
non-monotonic consequence relation ~ and ordering 
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relationships between conditional objects equipped with a 
conjunction operation [Dubois and Prade, 1991]. Moreover 
conditional objects correspond to a qualitative view of 
conditioning which is compatible not only with probability 
but also with other uncertainty models including possibility 
measures and Shafer belief functions. 

The aim of this paper is to pursue this exploration of the 
links between formalisms aiming at mechanizing reasoning 
under incomplete and uncertain information, by showing the 
close relationship between Shoham's preference relation* 
based semantics and possibilistic logic ; this is not 
unexpected if we remember that possibilistic logic has a 
semantics [Dubois, Lang and Prade, 1989] in terms of a 
weight distribution on the set of worlds or interpretations, 
which clearly induces a total ordering among the possible 
worlds. More generally, possibilistic logic will be advocated 
as a simple numerical formalism for non-monotonic 
inference and belief revision which is in complete agreement 
with purely symbolic approaches. 

In Section 2, after introducing the necessary background, 
we establish the link between Shoham's preference relation-
based semantics and conditional possibility measures. 
Section 3 shows that conditional possibilities enjoy 
properties similar to the ones of non-monotonic consequence 
relations. Section 4 relates conditional possibility measures 
to possibilistic logic and its semantics (which is itself in 
close relationship with epistemic entrenchment relations and 
belief revision processes as already said). 
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[1975]. We have seen that the counterpart of the non
monotonic consequence relation p q is < 1 or 
equivalently N(q 1 p) > 0 in the conditional possibility 
model. As pointed out in Pearl [1988], a probabilistic 
counterpart is Prob(q t p) 1 - where is infinitely 
small, using results by Adams [1975] who showed that the 
rules, named cut, cautious monotonicity and the OR rule 
later on, are in full agreement with this semantics. However 
this semantics is not very realistic in practice for default 
rules since then the exceptions should have an infinitely 
small probability to be encountered. By contrast, it may 
seem more natural to view a "default rule" p q as a rule 
which means that q is more possible than in the context 
p (as seen above this is exactly what N(q I p) > 0 means). 

In [Dubois and Prade, 1989] it has been shown that the 
cut, the cautious monotonicity and the OR rule have exact 
counterparts in the framework of symbolic conditional 
objects. Counterparts of the other rules of Kraus et al, 
system P are also discussed in this framework in [Dubois 
and Prade, 1991], Conditional objects offer a natural 
qualitative basis for defining conditional measures of 
uncertainty. It can be shown [Dubois and Prade, 1989,1991] 
that various conditional measures of uncertainty can be built 
on top of conditional objects. It holds in particular for 
probability, possibility measures and belief functions. Hence 
the fact that conditional possibility leads to a system of non-
monotonic inference should not be too surprizing (since 
conditional objects behave in a non-monotonic way). 

To the reader, it must be clear that results presented above 
do not require the use of the unit interval [0,1]. Any totally 
ordered set V can be used to express degrees of possibility, 0 
and 1 standing for the least and the greatest element of V. 
(2), (3), Definition 1, (7), and all Propositions remain true, 
as long as we stick to possibility measures, and we obviate 
necessity measures (although the latter could be properly 
defined on V). Beyond the obvious convenience of a real-
valued scale for possibility degrees, the main reason to use 
[0,1] explicitly is that it enables the link between degrees of 
possibility and degrees of probability to be preserved. It is 
well known indeed that degrees of possibility can also be 
viewed as upper probabilities or degrees of plausibility in 
the sense of Shafer's evidence theory [Dubois and Prade, 
1988], 
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5 - Conclusion 
This paper has tried to take one more step towards the 

unification of symbolic and numerical knowledge 
representation approaches for reasoning under uncertainty. 
Namely possibilistic logic belongs to the family of non
monotonic systems based on preferential models. Moreover 
the identity of axioms between necessity measures and 
epistemic entrenchment puts possibilistic logic in the 
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current stream of ideas on belief revision. Stated compactly, 
any possibilistic knowledge base K induces a preference 
relation among interpretations. This preference relation is 
consistent with an epistemic entrenchment relation over 
formulas that can be deduced from K ; adding a new 
formula to K produces a revision effect, in accordance with 
this epistemic entrenchment relation, that is achieved by 
applying the resolution principle extended to necessity 
valued clauses. Moreover, deduction from a partially 
inconsistent possibilistic knowledge base has all properties 
of a well-behaved non-monotonic deduction. Note that our 
investigation parallels the one of Pearl and others on 
probabilistic semantics of default, but here in a purely non-
probabilistic framework. 

A further topic of interest would be to try to bridge the 
gap between possibilistic logic and conditional logic, 
following the path opened by Bell [1990] who reinterprets 
Shoham's preference logic in the framework of conditional 
logics. This would enable Delgrande [1986]'s logic of 
typicality to be better understood in its links with other non
monotonic logics. Note that our notion of conditional 
possibility and certainty have symbolic counterparts in 
Bell's logic. 

Moreover the definition of these conditional measures of 
uncertainty is based on the minimum operation here 
(FKp A q) = min(n(p I q)JI(q))), but clearly most of the 
results obtained here carry over to the case where min is 
changed into product, i.e. conditional possibility is then in 
accordance with Dempster rule of conditioning. This fact 
suggests that the close relationships displayed here between 
non-monotonic reasoning, belief revision and possibility 
theory might extend to belief functions . 

Lastly, there is an obvious proximity of ideas between 
possibilistic logic and constraint-directed programming 
where constraints have various levels of priority [Satoh, 
1990]. This topic will also be investigated in the future, 
interpreting a necessity-valued clause as a soft constraint. 
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