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Potentials of Digitally Sampling Scintillation Pulses
In Timing Determination in PET

Qingguo Xie,Member, |IEEE, Chien-Min Kao,Senior Member, IEEE, Xi Wang, Ning Guo, Caigang Zhu,
Henry Frisch, William W. Moseskellow, IEEE, and Chin-Tu Chen

imaging (MRI) [1], [2]. DSP approaches have also been
successfully used to improve the energy resolution andcedu
the dead time iny-ray and X-ray detectors [3]. In modern
positron emission tomography (PET), some forms of digital
data-acquisition (DAQ) have been implemented. Geneffalty,
LSO crystals the event pulses are shaped and then digitized

sampling of 20 GSps (Giga-samples per second) so that theirpy use of~20-200 MSps (Mega-samples per second) analog-

to-digital converters (ADCs) to obtain onky40 samples per
event [4]-[6]. The small number of digital samples obtained
for an event is primarily used for improving the energy
resolution, handling event pileup and baseline shiftingd a
reducing the dead time [6]. For determining the event time,
digital constant fraction discriminator (CFD) and leading
edge triggering have been considered [7], [8], but the use
of analog CFDs is still common. The typical coincidence
timing resolution of modern PET systems is in the range
of ~1 ns to~4 ns. For time-of-flight (TOF) PET systems,
~570 picosecond (ps) coincidence timing resolutions are re-
ported [9], [10]. Therefore, PET event processing stilldais

method could be implemented at a reasonable cost for a PET the general principle that is developed decades ago witlegna

devices [11], [12]. Also, analog circuit blocks, such aspsra
amplifier or CFDs, are still involved in PET event processing
as key components.

Digitizing PET event pulses to capture their waveforms
and applying digital-signal analysis to the resulting skasp
for generating relevant event information enable elimirgat
analog circuit blocks as much as possible. The development
of such DAQ schemes for PET has both theoretical interest and
practical significance. Successful development of PETtaligi

HE electronics technology is undergoing digital revolubAQ by minimizing analog circuit blocks will enable PET sci-
tion and the strengths of digital signal processing (DSEhtists to tap into the large collection of general-purptigial
in consumer electronics are well established. In biomédiagectronics components available in the market and theslarg
imaging, the advantages of using DSP technologies have begount of resources existing to support these components. |
demonstrated in ultrasound imaging and magnetic resonaadso allows one to reap the benefits of the continuous and ag-

gressive technological inventions and upgrades that averdr

by the vast interest in the DSP technology from almost every
areas of consumer electronics. As a result, the development
of digitally sampling scintillation pulses technology claring
about faster upgrade and lower cost [13], [14]. Another Eene

is related to the capability to easily test and implement-var
ous event-processing algorithms for generating more ateur
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19 Abstract—We investigate the potentials of digitally sampling
scintillation pulses techniques for positron emission torogra-

20 phy (PET) in this paper, focusing on the determination of the

21 event time. We have built, and continue building, a digital ibrary
0 event waveforms generated with various combinations

22 f PET t fi ted with binat f

23 photo-detectors and scintillator materials, with various crystal

24 sizes. Events in this digital library are obtained at a high

gg waveforms are recorded with high accuracy. To explore the
potential advantages of digitally sampling scintillationpulses, we

27 employ a dataset in the above-mentioned library to evaluatéwo

28 methods for digitizing the event pulses and linear interpahtion

29 techniques to analyze the resulting digital samples. Our mults

30 show that the two digitization methods that we studied can

31 yield a coincidence timing resolution of about 300 ps FWHM

32 when applied to events generated by a pair of LSO+PMT
detector units. This timing resolution is comparable with tat

33 is achieved for the same detector pair with a constant fractin

34 discriminator. As a benchmark, regular-time sampling (RTS)

35 method, usually implemented with very fast traditional andog-

36 to-digital converters (ADCs) for digitizing scintillation pulses
is not feasible for a multi-channel system like a PET system.

g; Digitizing scintillation pulses with multi-voltage threshold (MVT)

39 system. With digitized PET event samples, various digitalignal

40 processing (DSP) techniques can be implemented to deternein

a1 event arrival time. Our results have therefore demonstratel

42 the promising potential of digitally sampling scintillation pulses

43 techniques in PET imaging.

a4 Index Terms—Positron Emission Tomography (PET), Digital

45 Signal Processing (DSP), Scintillation Pulse

46
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48
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energy, timing and position information about an PET event.
PET DAQs with digital pulse processing by use of shapers
and moderate sampling rate ADCs have been proposed and
demonstrated [5], [7], [15]. In this paper, we present oitiah
efforts in exploring and revealing the possible advantages
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Fig. 1. Experimental setup for producing a digital librafyRET events -200f

-250
of processing PET events digitally. We build digital puls
libraries for PET that would enable us to effectively stud ~300]
and compare different analysis methods. Therefore, we@mp
such libraries to investigate the baseline performancevof t
digital sampling and analysis methods that do not consluer
noise characteristics of the samples. In general, the ids &g 2. A sample digitized event pair. The events are samipjeai Tektronics
the variance of an estimate decrease with increasing nuofibeTDS6154C digital scope at a 50 ps interval. Each record @utd000
observation samples [16] [17]. The two methods include of@&mples per channel.
method that generates multiple samples at pre-definedgeolta
thresholds and another method that generates multiplelsam| 159
at regular time intervals. Digital samples generated byhbc
methods for an event are fitted with a straight line to deteemi
the event time. First, we evaluate whether digitizing PE@ngv
waveforms at a sufficiently high sampling rate can bring ol
any advantages in terms of improving event timing. Secor 1201
to mitigate the practical challenge in using high-speed AD
we investigate the multi-voltage threshold sampling mdthc
as an alternative to the conventional sampling method. \ ©
focus on the task of event-time determination, with an eger
in examining the possibility of achieving reasonable tignin
resolution for TOF-PET imaging.

~350 1 1 1
0 50 100 150 200

Time (ns)

Channel 1

ounts

II. DIGITAL LIBRARY OF PET BVENT PULSES

Figure 1 illustrates the experimental setup for producire t 0 : :

R . . . 0 200 400 600 800
digitized event waveforms for evaluating various digitiaa Energy (keV)
schemes and DSP methods. The LSO crystal8,25x 6.25 x
25 mn? in size, are optically coupled to the Hamamatsu R980(- 3. The energy histogram obtained from a dataset canga®000 event
photomuitpler tbes (PMTS) via one of theirzx 25 mny e, Oy e oo obtancd o eents acauredactarnel 1 of e
surfaces, with the other five surfaces wrapped in Teflon tap@licates an energy resolution of abduit% FWHM.
The PMTs are operated at1300 Volt and their outputs are
directly connected to a Tektronics TDS6154C digital sterag
oscilloscope with &0 Q2 termination. This scope has a 15 GHzontaining a total of 9000 event pairs. A Gaussian fit to the
bandwidth and provides a sampling rate up to 40 GSpgshotopeak indicates an energy resolution16f0% FWHM
When performing simultaneous sampling on two channels, @ 511 keV for events acquired at channel 1 of the scope.
sampling rate becomes 20 GSps per channel (i.e., a 50Smilarly, the event acquired at channel 2 has an energy
sampling interval). A weak F-18 source is placed at a locatigesolution of14.3% at 511 keV (data no shown). Figure 4
close to one of the LSO/PMT unit. The scope is then triggerstiows the mean and variance of the digitized pulses having
by an event generated at the far-side LSO/PMT unit, therebgergy in the range df11 4+ 25.5 keV. The mean pulses show
ensuring that the majority of the recorded event pairs agerising time of1.7 ns. Also, the exponential decay constant
coincidence events. For each recorded event pair, 4000lsams 41.0 ns, which is consistent with the value reported in the
from each channel are generated. Therefore, the pulses laegature for LSO [18]. For these pulses, we also calculage
recorded for a duration of 200 ns, which is adequate wigmplitude-frequency response for every pulse by usingsif fa
respect to the-40 ns scintillation decay of the LSO. Fourier transform (FFT), and then average to obtain the mean

Figure 2 shows a sample pair of digitized event pulseand variance (see Fig. 4e and Fig. 4f).
Event energy is estimated by summing up all the digitized In addition to the LSO/PMT detectors described above,
samples of a pulse. Figure 3 shows the resulting pulsadr pulse library also contain digitized events generatgd b
height spectrum, calibrated to 511 keV, derived from a ddta®ther scintillators and photo-detectors (PDs). Our lipraiso




Page 3 of 8 Transactions on Nuclear Science — Copy for Review

©CoO~NOUTA,WNPE

Channel 1 Channel 2
400 400 45000
300 mean 300 mean 400001
- - — 85KeV
E 200 E 200 35000} Co 175KeV
° > == 350KeV
g 100 g 100 30000
o o c
> > o
0 0 5 25000
o
j%2)
-100 -100 £ 20000
0 50 100 150 200 0 50 100 150 200 8
Time (ns) Time (ns) 15000 F
(a) Means of the acquired pulses 10000
Channel 1 Channel 2 5000
1.2 1.2 7 D
r u—“":l“ i i 1 Iy
1 var 1 —%.000 -800 -600 -400 -200 0 200 400 600 800 1000
S 0.8 ' s 0.8 var. Time (ps)
E o6 E o6
[} [}
g 04 g 04 . o - .
S = Fig. 5. Coincidence timing histograms of the LSO/PMT modusown
02 > 02 in Fig. 1, measured by using a Canberra 454 fast CFD with tere=gy
0 0 thresholds. An coincidence timing resolution of about 3G0 FAWVHM is
-0.2 ~0.2 obtained.
0 50 100 150 200 0 50 100 150 200
Time (ns) Time (ns)
(b) Variances of the acquired pulses LSO/PMT modules measured by use of the Canberra 454 fast
- CFD (attenuation=0.2, delay=1.6ns). We obtain a coinaiden
X . . . .
0.05 2 timing resolution of 297 ps, 313 ps, and 314 ps full-width-at
0.04 " . the-half-maximum (FWHM) when using 350, 175, and 85 keV
008 ean var. thresholds for the CFD, respectively.
10 Our CFD results are measured by using the Canberra 454
0.02 . . .
. fast CFD, taking analog signals directly from PMT outputs.
0.01 On the other hand, our results obtained for the two digigjzin
0 0 methods (in Sect. V) are derived from pulse library contagn
D Reqen g b g % sampled waveforms. By implementing a SPICE model for

the CFD (see Fig. 6) and applying it to the LSO/PMT
(c) Means (left) and variances (right) of the acquired paile channel 2 in the dataset containing 9000 event pairs as described above in
frequency domain. Sect. Il, we provide evidence that validate the use the 20sGSp
digital sampling library. Figure 7 shows the coincidencesti
Fig. 4. Means and variances of the acquired pulses irsihet 25.5 kev  histograms obtained by using a 0.2 attenuation and 1.6 ns
energy in both time and frequency domains. delay in the CFD model. These histograms show a coincidence
timing resolution 0f314 + 12 ps, 356 + 8 ps, and403 + 13 ps
} ] ) FWHM when using 350, 175, and 85 keV thresholds for
contains events generated by the HRRT (High Resolution Rfz software CFD. Other attenuation and delay settings are
search Tomograph) detector modules [19]. The HRRT detecige, examined. Table | summarizes the coincidence timing
modules contains an-8 array of double-layered LSO/LYSO gg4|ytion obtained with a 350 keV threshold. We observe a
crystals, coupled to a>22 PMT array in a quadrant-sharingegincidence timing resolution $300 ps. This agreement with
configuration. Individual crystal segment of the detectodm o canberra 454 CFD results indicates that we can use the
ule is 2.1 x 2.1 x .10”?”‘? in size. The LSO and LYSO 300 ps timing resolution obtained by use of the fast analog
are different in their scintillation light decay time coasts. crp as a benchmark for evaluating the digital event-time

Therefore, the DAQ electronics can determine inside Whi¢jhtermination methods that we will describe below.
crystal a detected event is generated based on the sdortilla

decay. This library is very valuable for testing differentge
digitization schemes and DSP methods, and comparing th€#. DIGITAL METHODS FOR EVENTFTIME DETERMINATION

performance in terms of various event information of insére We studv two diaital techni for determining th t
such as event time, event energy, crystal identification int_a € E u 2/ ‘;\_’0 It?]I al tec ?r']qlées or elerm|r|1|n? the event
block detector, and depth-of-interaction resolution. Ime. For testing these methods, we only select the events

in our dataset having energies above 350 keV. We obtain
a total of 3579 event pairs when applying this selection.
The two techniques of interest differ in their schemes for
The conventional analog CFD is a well-established amtigitizing the event waveforms. The development of adeguat
widely-used technique for PET event-time determinatioMSP methods for generating the most accurate event-time
Figure 5 shows the coincidence timing histograms of thestimate may require carefully statistical characteioreat of

IIl. COINCIDENCE TIMING RESOLUTION WITHCFD
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the

LSO/PMT Pulse Delay
1ns-2ns

par

Fraction
0.15-0.3

~ 15%-~ 75% is quite linear. In this paper, we only use

a straight line to fit the digitized samples. We suspect that
timing resolution may be improved by spreading the samples,
either reference voltages or regular time samples to tleatin

t of rising edges.

A. Multi-voltage threshold (MVT) method

This method is a modification of the technique that we
previously reported in [13]. In this method, samples of an
event pulse with respect to a number of pre-defined voltage
references are obtained (see Fig. 8). In practice, thisiziig

Fig. 6. The SPICE CFD model. The LSO/PMT input pulses areveeri SCheme can be implemented by use of a number of dis-
from the digitized event waveforms generated as describeSect. Il. The criminators having programmable thresholds. The LSO/PMT

attenuation and delay settings of the model can assumedtiges of values

as indicated. out

the

5001 —— 85keV .
" 175 keV Irre
----- 350 keV of t

400} def

300
the

Counts per Bin

200

50
rep

100

- ~

0 .
-1000 -800 -600
Time(ps) def

the

put feeds directly to these discriminators and the tirhemw
leading edge of the discriminator output occurs can be

determined by use of a time-to-digital converter (TDC). Wit
this method, the resulting digital samples are generated at

gular time intervals depending on the characteridtiape
he event waveform. As long as the thresholds are properly
ined with respect to the energy values of the events of

concern, a fixed number of digital samples can be generated
for the leading edge of the event pulse, regardless of how sho

event rising time is. This is in contrast to the converdlo

ADC scheme to be discussed below in Sect. IV.B.
The event waveforms in our dataset are sampled at a

ps interval. This fine sampling allows us to accurately
roduce the waveforms by linearly interpolating the sasp

and emulate the MVT digitizing scheme by mathematically
200 200 0 200 400 600 800 1000 determining the time points when a waveform cross the pre-

ined voltages. After obtaining the digital samples, we fit
m with a regression line and estimate the event time by the

Fig. 7. Gaussian fits to coincidence timing histograms byaiske SPICE intercept of this line with the zero-voltage baseline. Feg8(b)
CFD model (0.2 attenuation and 1.6 ns delay), with threeggntiresholds. jllustrates the use of four thresholds on an event pulsegalo

The bin size is 50 ps Their FHWMs range from 314 ps to 430 pschvhi
is similar to but slightly worse than those obtained by dctneasurements
shown in Fig. 5 by using a Canberra 454 CFD. the

TABLE |
COINCIDENCE TIMING RESOLUTIONS BY USE OF ASPICE CFDMODEL
AND AN LSO/PMTDATASET IN OUR DIGITAL PULSE LIBRARY.

with the linear-regression line to the resulting sampleste

reference voltages are defined by

V,, = g(Vsr + 150n/N) mV,n=0,---,.N—1, (1)

where N is the number of thresholdd/s = 40 is the

atten || delay (ns) FWHM lowest threshold, ang is a positive number. The value of
0.15 1.0 323 £ 11 ps g is used to account for the difference in the gains of the two
0.20 1.0 306 + 6 ps acquisition channels. We use = 0.81 and 1 for channels
0.30 1.0 314+ 9 ps 1 and 2, respectively. Figure 9 shows the coincidence timing
0.15 1.6 302 + 10 ps histogram obtained by use of these four voltage thresholds
0.20 1.6 314 + 12 ps and the LSO/PMT events having energies above 350 keV in
0.30 1.6 344 + 8 ps our dataset. By fitting the histograms with Gaussian fumstjo
0.15 2.0 302 + 10 ps we obtain coincidence timing resolutions 863 + 11 ps,

0.20 2.0 310 & 11 ps 330 + 10 ps, and318 + 10 ps FWHM when using 4, 6,
0.30 2.0 352 + 15 ps and 8 voltage thresholds, respectively. The coincidemsmg

resolution obtained with the use of 8 thresholds correspond

to a standard deviation of about 95 ps for single channel.

the noise properties of the pulse and employ them in stisti
based estimation approaches [4]. In this paper, we examine
the use of linear regressions to the samples obtained on the

We also study the use of the following reference voltages:

Vo=Vsr+nxVpsg mVn=0,1,---,N —1 (2)

Ieading edges of the event pulses for generating estimates f 1We note that the average peak amplitude of the pulses haviagies in

range of350 & 17.5 keV is 244 mV. We spread the reference voltages

the event time. The RMS noise of the oscilloscope and PM5915% - 75% rising edge of LSO/PMT pulses. Hence, the spaotidge of

derived from the saved waveforms is 9.0 mV. We observe thiab

mV is determined.
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where N is the number of thresholdd/sr is the lowest 50

threshold and/rs is the voltage step. We allow, Vs and

Vrs to be variable and investigate how the coincidence timir 0
resolution varies with these parameters. Figure 10 showss

timing resolution obtained with four thresholds, thredings _SO'Thresholdl

for Vs, and variousVrg ranging from 10 mV to 55 mV. | Threshold 2

It is observed that the timing resolution improves to reac
a FWHM of ~350 ps as théd/rg increases. It also shows
that the best timing resolution is obtained by usiigr
approximately equal to 40 mV. Figure 11, on the other han
shows the variation of the timing resolution with the numbe  _,¢,|
of thresholds, with the reference voltages defined by Eq. (
andVgr = 40 mV. It is observed that the resolution improve:  -300p
considerably as the number of threshold increases from 2
about 8. It implies that multiple time pick-offs, spaced ir % 50 100 150 200
voltage, could improve timing information by averagingsyoi Time (ns)
data. Adding more thresholds after that yields only maigina
improvements and therefore may not be cost effective. The
coincidence timing resolutions obtained are 370 ps, 350 50
and 320 ps FWHM when using 2, 4, and 8 thresholds. Tl
best timing resolution achievable for this LSO/PMT datas
is about302 £+ 8 ps FWHM by use of 16 thresholds, which 4|
is consistent with the result obtained by use of the SPIC
CFD. We also obtain timing resolutions of 355 ps, 388 ps, al < 100}
537 ps FWHM by use of leading edge discriminators (LELC &£ Threshold 3
with thresholds of 40 mV, 115 mV, and 190 mV, respectivel £ 507 threshold 4
We note that the timing resolution reported above conta §
the timing uncertainties of the scope and those are due
the use of the 50 ps sampling interval. In addition, w 50}
have somewhat arbitrarily considered the use of regulai

I
=
o
[=]

Threshold 3

I
=
u
o

[ Threshold 4

Voltage (mV)

U
[
o
o

T

(a) Four thresholds applied an event pulse.

Threshold 1
Threshold 2

-2001

spaced thresholds. To achieve the best timing resolutien, -~ —3001

thresholds need to be selected according to the temporal ct . . . \
acteristics of the event pulse and also the statistical grtims 38 39 40 41 42 43
of the noise. Our results have nevertheless demonstraged Time (ns)

capability of the MVT method to generate a good coincidence

timing resolution for TOF-PET imaging. (b) Linear fitting to the digital samples obtained by applyihe four thresholds.

Fig. 8. The 4-threshold MVT method applied to a sample eveitgep The

B. Regular-time sampling (RTS) method event time is defined by the intercept of the linear regressite with the
zero-voltage baseline.

The RTS method adopts the conventional ADC scheme for
digitization, i.e., it generates digital samples of eveatsps
at regular time intervals. The ADC is the core component of
digital electronics. It is readily available; significamiprove- (SNR) of the sampled event pulse increases as the sampling
ments to its sampling rate are being continually made; and iate decreases. Again, the development of DSP methods for
cost is rapidly decreasing. This digitizing scheme, thenef optimally analyzing the resulting samples is an open resear
has the advantages of receiving the widest community stipp@irea. In this paper, we will consider the use of the linear
One important consideration of using RTS is the sampling rategression method as described above for the MVT method.
With a low sampling rate, the leading edge of the event pulfégure 12 illustrates the application of the RTS sampling
will not be properly sampled (or missed entirely), hence astheme, at 6.67 GSps, to an event pulse and the linear
inaccurate event time will be generated. On the other handgression fitting to the resulting samples above a 40 mV
cost becomes a concern if a high sampling rate is requiredttweshold. Figure 13 shows the resulting coincidence gmin
accurately catch the transient behavior of the event pulse. histogram at this sampling rate, which indicates a coinuide

We study the timing accuracy that can be achieved by utiming resolution 0299+8 ps FWHM. It implies that multiple
of the RTS method at various sampling rates that are emulatede pick-offs, spaced in time, could improve the timing
by properly sub-sampling the event waveforms obtained m@solution by averaging the fluctuation of scintillationlg®u
20 GSps. In sub-sampling, the data points inside a sub-gamgamples. Similarly, we obtain a coincidence timing resotut
interval are averages for implementing the 'S/H’ operatioof 335+ 10 ps,322 + 11 ps, 298 + 8 ps and294 + 8 ps when
in ADC. As a result, we note that the signal-to-noise ratiosing the a sampling rate of 2.85 GSps, 3.33 GSps, 10.0 GSps
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Counts
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2 4 6 8 10 12 14 16 18 20
Number of Thresholds

-600 -400 -200 0 200 400 600

Time (ps) Fig. 11. Dependence of the coincidence timing resolutionhennumber of
voltage threshold. See Eg. (1) for definition.
Fig. 9. The coincidence timing histogram obtained by the Mwi€thod
with four thresholds equal to 40, 90, 140, 190 mV. The thickveuis the
Gaussian-fitting curve; it has a FWHM 6353 ps. 50 T T T T
O <
700
L e 30mVv | -50r 4
650 Yo 40mv
600l A A 50mv || < ~100} \ ]
2 * g
| 3 150 |
=} =
35 L o
2 500 K > 00k \\ 1
@ Py
o 450+ . 1
E . -250+ 1
" a00f B, .,
A d ° L L i
350l at hal 5 g N —300 Sampling interval | L LLGLT,
ST 20 30 20 50 60 38 39 40 _ 41 42 43
Step (mV) Time (ns)
. o . ) Fig. 12. The RTS method applied to a pulse event. The sampditey is
Fig. 10. Dependence of the coincidence timing resolutiontr@nstep of g g7 GSps and the thick black line shows the linear regres@ie through

the reference voltages. We consider the use of four thrdshdlhe lowest he samples obtained at the leading edge of the pulse.
thresholds are either 30, 40, or 50 mV. See Eq. (2) for dejmiti

and 20.0 GSps respectively (see Fig. 14). The RTS methoff LYSO/MPPC detectors, and a pair of the HRRT detector

breaks at a lower sampling rate than 2.5 GSps. The ev@ipdules. We are extending our library to include more combi-

time of only ~ 55% and ~ 10% pulses can be extracted afhations of photo-detectors and scintillators, as well &smint

2.5 GSps and 2.0 GSps sampling rate, respectively. Ther,efdPadOUt elgctronics. We have employed a dataset in thiribr

to provide a320 ps coincidence timing resolution, a samplinghat contains 9000 pairs of events generated by the LSO/PMT
rate above 3.33 GSps is needed [17]. We note that we obtaifgectors to study two digital methods for determining the

about 3 samples on the leading edge of the LSO/PMT puls"éée”t time in PET. We show that these methods can all achieve
at a 3.33 GSps sampling rate. a coincidence timing resolution e¥300 ps FWHM, which is

comparable with that obtained by use of a fast analog CFD and
V. CONCLUSION is adequate f_or TOF-PET im_aging. In_real-world_ practice, th
: N _— RTS method implemented with ADCs is not feasible at present
We have built a substantial library of digitized waveformaue to a high sample rate requirement. Also, a buffer amplifie

obtained at.a high s_amp]ing rate OT 20 GSps, of event PAIES i) required for full use of an ADC’'s dynamic range.
generated in PET imaging. The library currently contam&lso, CFDs are very hard to implement in ASICs because
events generated by a pair of LSO/PMT detectors, a PR the need for a high frequency analog delay line, while

2We naturally choosel, 1, 1, .., etc of 20 GSps to subsample pu|Seg_eading edge discriminator_s_ anq TDCs are relatively _easily
acquired by the 20 GSps scope. implemented. Exactly for mitigating the practical chafierin
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Fig. 13. The coincidence timing histogram obtained by usehef RTS
method at the 6.67 GSps sampling rate. The Gaussian fit yéetdsncidence
timing resolution of about 300 ps FWHM.
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using high-speed ADC we have investigated the MVT method
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