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POTORI: A Passive Optical Top-of-Rack
Interconnect Architecture for Data Centers

Yuxin Cheng, Matteo Fiorani, Rui Lin, Lena Wosinska, and Jiajia Chen

Abstract—Several optical interconnect architectures inside
data centers (DCs) have been proposed to efficiently handle the
rapidly growing traffic demand. However, not many works have
tackled the interconnects at top-of-rack (ToR), which have a
large impact on the performance of the data center networks
(DCNs) and can introduce serious scalability limitations due to
the high cost and power consumption. In this paper, we propose
a passive optical ToR interconnect architecture (POTORI) to
replace the conventional electronic packet switch (EPS) in the
access tier of DCNs. In the data plane, POTORI relies on a
passive optical coupler to interconnect the servers within the
rack and the interfaces toward the aggregation/core tiers. The
POTORI control plane is based on a centralized rack controller
responsible for managing the communications among the servers
in the rack. We propose a cycle-based medium access control
(MAC) protocol to efficiently manage the exchange of control
messages and the data transmission inside the rack. We also
introduce and evaluate a dynamic bandwidth allocation (DBA)
algorithm for POTORI, namely Largest First (LF). Extensive
simulation results show that, with the use of fast tunable optical
transceivers, POTORI and the proposed LF strategy are able to
achieve an average packet delay below 10 µs under realistic DC
traffic scenarios, which outperforms conventional EPSs. On the
other hand, with slower tunable optical transceivers, a careful
configuration of the network parameters (e.g., maximum cycle-
time of the MAC protocol) is necessary to obtain a good network
performance in terms of the average packet delay.

Index Terms—Optical interconnect architectures, data center
networks, medium access control (MAC), dynamic bandwidth
allocation (DBA).

I. INTRODUCTION

The growing popularity of modern Internet applications

such as cloud computing, social networking and video stream-

ing is leading to an enormous increase of data center (DC)

traffic, including not only the north-south (client-server) traffic,

but also the east-west (server-to-server) traffic exchanged

within the DCs [1]. According to Cisco, the overall data

center traffic will keep increasing at a compound annual

growth rate (CAGR) of 25% up to the year 2019, reaching 10

Zettabytes per year [2]. Therefore, it is important to evolve the

current data center network (DCN) infrastructure to support

the continuously growing traffic demand.

Data center operators are addressing this problem by up-

grading the transmission data rate and switching capacity of

their network equipment. For example, Facebook has already

deployed 10G Ethernet network interface cards (NICs) for all

servers and Top-of-Rack (ToR) switches [3]. Optical fiber can

be deployed in DCN to interconnect servers and switches in
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order to simplify cabling and avoid electromagnetic interfer-

ence (EMI) [4]. Higher data rate and switching capacity (e.g.,

40G, 100G) are also taken into consideration by the network

operators in the future DC design [5]. However, it is hard

to develop large electronic packet switches operating at high

data rates, due to the bottleneck of I/O bandwidth and power

budget of the chip [6]. As a consequence, a large amount

of electronic switches need to be deployed to scale out the

number of servers in the DC, which brings a serious scalability

problem to the DCN in terms of cost and power consumption

[7].
Optical interconnect architectures that are able to provide

ultra-high transmission speed and switching capacity in a

cost- and energy-efficient way, are considered to be a promis-

ing solution to address the limitations of electronic packet

switches (EPSs) in DCs. By replacing EPSs with optical

switches, the reduced power-demanding electrical-to-optical

(E/O) and optical-to-electrical (O/E) conversion is expected to

dramatically decrease the power consumption of data center

networks [8]. Several optical interconnect architectures for

DCs are proposed in literature in recent years, e.g., [13]—

[16]. These architectures employ all-optical switches based

on different topologies and technologies at aggregation/core

layer, but rely on conventional EPSs at ToR to interconnect

servers in the racks. However, the EPSs at ToR are responsible

for a large amount of the overall DC traffic. For example, it

is reported in [17] that in the DCs running extensive data

exchange applications (e.g., MapReduce) around 80% of the

total traffic is confined in the access tier. Moreover, the EPSs

at ToR contribute to the majority of the overall DCN power

consumption [21]. Therefore, efficient optical interconnect

architectures for the access tier in DCs are required.
In our previous work (i.e., [8], [9], [21]), we proposed

a concept of passive optical interconnect (POI) which uses

mainly passive optical components for interconnection. The

physical layer experiments [9] have shown that more than 500

ports can be supported in the passive optical interconnect at the

capacity up to 5Tb/s. We also shown that the passive optical

interconnect provides lower cost, lower energy consumption

and higher scalability with respect to the conventional EPSs.

Specifically, it has been demonstrated in [8] that the energy

consumption per bit in the DCNs can be reduced by at least a

factor of 7 by using passive optical interconnects at ToR com-

pared to the ones using EPS. We also proposed a MAC pro-

tocol and a dynamic bandwidth allocation (DBA) algorithm,

namely Largest First (LF), for achieving efficient bandwidth

utilization when applying the passive optical interconnect at

ToR [18]. This paper extends the work in [18] with a focus

on passive optical ToR interconnect (POTORI) and introduces

the following new contributions: (i) We illustrate how POTORI

can be interconnected with other network architectures in the
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aggregation/core tier to build large DCNs, where both the

data plane and control plane are considered; (ii) We perform

an extensive performance comparison among different DBA

algorithms for POTORI; (iii) We study the impact of different

network configuration parameters (e.g., tuning time of the

optical transceivers, duration of the cycle time in the MAC

protocol, etc.) on the performance of POTORI; and (iv) We

compare the performance of POTORI with a conventional

EPS in terms of the average packet delays and packet loss

probability. The results show that using our proposed LF DBA

algorithms along with ultra-fast tunable transceivers, POTORI

can outperform the conventional EPS.

The rest of the paper is organized as follows. We present

the related works on optical interconnect architectures for

DC in Section II. In Section III, we illustrate the POTORI

architecture, including both data plane and control plane.

The proposed centralized MAC for POTORI is elaborated in

Section IV, and in Section V we introduce and analyze the

proposed DBA algorithm. The simulation results of POTORI

and a conventional EPS are presented and discussed in Section

VI. We conclude the paper in Section VII.

II. RELATED WORKS

Several optical interconnect architectures for DCN have

been proposed in the literature. The c-through [10] and HOS

[11] are two examples of hybrid electronic/optical intercon-

nection solutions. In these hybrid interconnect architectures,

optical circuit switches (OCS) are employed to provide high

capacity for transmitting long-lived and bandwidth-consuming

traffic flows (e.g., elephant flows) due to the long reconfigura-

tion time of OCS, and EPS is used to transmit short-lived

traffic flows that do not need large bandwidth (e.g., mice

flows). These solutions require pre-knowledge or classification

of traffic pattern in order to distinguish large and small flows

and properly configure the OCS, which is challenging for DC

operators.

On the other hand, there are some all-optical architecture

solutions proposed recently. In [12], the authors demonstrated

a new optical circuit switching (OCS) based architecture for

DCN, which is based on a single comb-driven MEMS mirror

and is able to achieve a switching time of 20 µs. However,

such fast switching might still create a substantial delay in

case of a small amount of data to be transmitted, making

it not suitable to be employed at ToR where small bursts

of intra-rack traffic need to be handled. The authors in [13]

proposed a flat data center network architecture with fast flow

control. Each ToR switch is connected to one intra-cluster

optical switch as well as one inter-cluster optical switch.

All the traffic is switched by optical switches according to

the flow control mechanism, which is based on the packet

header processing on each electronic ToR switch. OPMDC

[14] is a three-tier architecture, where each tier is a set

of reconfigurable optical add-drop multiplexers (ROADM)

connected in ring topology, and the ROADM rings in the

lower tier are connected to a ROADM in the upper tier. At the

access tier each ToR switch is connected to a single ROADM.

Space division multiplexing (SDM) is also considered in all-

optical DCN solutions, e.g., [15][16] for improving capacity.

In [15], four architectures based on SDM are proposed, and

it is shown that these architectures are suitable to apply in

different DCs depending on their size and work load. The

authors in [16] reported an optical data center architecture

based on multidimensional switching nodes connected in ring

topology. These switching nodes are able to switch in space,

wavelength and time domains, supporting the connections of

different granularities. The ring topology reduces the number

of physical links, simplifying the cabling management. Never-

theless, all these aforementioned architectures rely on optical

switching only in the aggregation/core tires, while they are

based on conventional electronic ToR switches in the access

tier to interconnect the serves within the same rack. In [20],

the authors proposed and demonstrated software-defined ubiq-

uitous data center optical interconnection (SUDOI), which also

considers optical switch at ToR. However, the main focus of

SUDOI is on the control plane, where a service-aware schedule

scheme is introduced to enable cross-stratum optimization

of application and optical network stratum resources while

enhancing multiple-layer resource integration. The concrete

design of optical interconnects within DCs is not provided.

In [21] and [22] we proposed several passive optical ToR

interconnect architectures for the access tier in DCs. These

architectures use passive optical components (i.e., arrayed

waveguide grating (AWG) and/or optical couplers) to inter-

connect the servers in the rack. It has been demonstrated

that the passive optical components offer cost and power

saving as well as high reliability. While in [21] and [22] we

focused on the data plane architecture, in [18] we proposed a

MAC protocol and novel DBA algorithms to achieve efficient

bandwidth utilization in POTORI. The current paper extends

our previous work by covering both data and control plane,

and provides a complete design of POTORI architecture along

with a detailed analysis of the network performance and an

extensive comparison with the conventional EPS solutions.

III. POTORI: PASSIVE OPTICAL TOP-OF-RACK

INTERCONNECTS

Fig. 1 illustrates the POTORI architecture, including both

data plane and control plane. Each server is equipped with an

optical network interface (ONI), which consists of two optical

transceivers. The first one is a tunable transceiver connected to

the POTORI data plane. The second one is a grey small form

factor pluggable (SFP) transceiver connected to the POTORI

control plane. In the following subsections, we elaborate the

POTORI data and control planes, mapping POTORI to the use

case of DCNs.

Data Plane

The POTORI data plane was proposed and introduced in our

previous work [22]. The key component of POTORI data plane

is an (N+1)×(N+1) passive coupler that acts as the switching

fabric to interconnect all the servers in the rack. We define N

as the number of servers in the rack. In each ONI, the tunable

transceiver is composed of a wavelength tunable transmitter

(WTT) for transmitting data, and a wavelength tunable filter

(WTF) as well as a receiver for receiving data. The WTT and

WTF are connected to one input port and one output port of the

coupler, respectively. One additional pair of input and output

ports of the coupler are connected to a wavelength selective

switch (WSS), which forwards and receives the traffic to/from

the aggregation and core tiers.
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Fig. 1: (a) POTORI Architecture in Data Center, (b) Rack Controller

It can be seen that the POTORI’s data plane is passive,

except the WSS that is needed to dynamically filter out

spectrum for the inter-rack communications. Actually, WSS

can be replaced by the passive wavelength filter, in which

a fixed configuration of the spectrum for intra- and inter-

rack communications may result in low flexibility of resource

usage. Due to the key component — coupler, the data trans-

mission in POTORI follows the broadcast-and-select scheme.

The traffic transmitted by one server is broadcast and received

by all the other servers and the WSS. The destination server

(or the WSS) then selects the traffic destined to it, while

discarding the other traffic. In this way, the servers are able

to send/receive traffic to/from each other in the rack (e.g.,

Server 2 sends traffic to Server 1 in Fig.1). The WSS receives

and drops the intra-rack traffic while forwarding the inter-rack

traffic to/from the upper tier (e.g., Server N sends traffic to the

aggregation/core tier in Fig.1).

Control Plane

In order to successfully transmit data, both ONIs at source

server and destination server need to be tuned to the same

wavelength. To avoid data collision in the coupler, concurrent

communications inside the rack can be carried on the different

wavelengths. It calls for a proper control plane design to effi-

ciently schedule resources in both spectrum and time domains

for managing the intra-rack and inter-rack communications.

The proposed centralized control entity for POTORI,

namely rack controller, is shown in Fig. 1. The rack controller

exchanges control information with the ONIs using dedicated

control links. The servers report the relevant information (e.g.,

buffer size) to the rack controller and tune the transceivers

according to the feedback from the rack controller. The

POTORI MAC protocol defines the exchanging procedure and

the format of the control messages between the servers and the

rack controller, which will be elaborated in Section IV. On the

other hand, the rack controller collects the necessary traffic

information from each server and creates the traffic matrix.

Then it runs a DBA algorithm, determining the wavelength

and time slots assigned for all the servers in the rack. Finally,

it generates the control messages that include the outcome of

the DBA and sends them to each server.

Application of POTORI in Data Center Networks

The POTORI architecture can be interconnected with any

solution for the aggregation/core tiers to build large DCNs. In

the data plane proper interfaces are needed to interconnect the

POTORI with the aggregation/core switches. These interfaces

can employ O/E conversion for connection to the conventional

EPS in aggregation/core tier or they can be optical (e.g., to

directly connect the POTORI to an optical core switch and

realize an all-optical DCN [8]). In the latter case, a strategy

for the joint allocation of the optical resources in the access

and aggregation/core tires needs to be developed.

In the control plane the rack controller can be connected to a

higher layer DC controller in a hierarchical control architecture

(see Fig. 1(b)). In this way the DC operator can employ

a single control infrastructure to manage all the resources

in the DC. Depending on how the DC controller interacts

with the rack controller, two different modes of operation

can be defined, namely fixed-mode and programmable-mode.

In the fixed-mode the DC controller is not able to influence

the resource allocation inside the rack. The rack controller

performs layer 2 functions, such as switch table lookup, and

computes the resource allocation according to a deployed DBA

algorithm. On the other hand, in the programmable-mode

(see Fig. 1(b)) the DC controller can influence the resource

allocation inside the rack, e.g., by changing the employed DBA

algorithm dynamically. A possible way to realize a control

plane operating in programmable-mode is to equip the rack

controller with a configurable switch table (e.g., an OpenFlow

[24] switch table) and a configurable resource allocation

module (see Fig. 1(b)). Using a software defined networking

(SDN) [23] DC controller is then able to dynamically change

the flow rules and the DBA algorithm employed by the rack

controller. In this paper, we consider only the control plane in

fixed-mode, and leave the programmable-mode for the future

work.
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Fig. 2: The MAC Protocol and the Request-Grant Messages of POTORI

IV. MAC PROTOCOL

Due to the broadcast property of the coupler, POTORI

requires a proper MAC protocol to efficiently coordinate the

data transmissions among the servers in a rack. The existing

MAC protocols can be classified as distributed and centralized.

In distributed MAC protocols, every server determines its

own resources for data transmission, based on the direct

exchange of control information with the other servers in

the network and without the involvement of the centralized

controller. There are some typical examples of distributed

MAC protocols, such as the carrier sense multiple access

with collision detection (CSMA/CD) [25] which has been

widely employed in the old version of Ethernet (10 Mb/s and

100 Mb/s), and the high-efficient distributed access (HEAD)

protocol which was proposed for the optical interconnect

architecture POXN in [26]. However, the control overhead in

the distributed MAC protocol should be taken into account.

Given the large amount of short lived traffic flows within a rack

in data centers, the control overhead brought by the distributed

MAC protocol might be significant and the performance of the

network (packet delay, packet drop ratio, etc.) will decrease.

As a consequence, the distributed MAC protocols might not

be good candidates for POTORI.

In contrary, a centralized controller is able to manage the

exchange of control information and coordinate the data trans-

mission among all the servers in the network. Typical examples

are the IEEE 802.11 protocols [27], which are used in Wi-Fi

networks, the multipoint control protocol (MPCP) [28] which

is used in Ethernet passive optical networks (EPONs), and the

time division multiple access (TDMA) Ethernet proposed in

[29]. The TDMA Ethernet seems to be a good candidate for

POTORI, as it allows one server at a time to use the entire

available bandwidth for transmission in order to achieve low

latency and low packet drop in the network. However, applying

TDMA Ethernet to POTORI would result in a single server

transmitting at a time over one wavelength and suspending

the communications among the remaining servers. POTORI is

able to support concurrent communications using wavelength

division multiplexing (WDM), where multiple wavelengths are

utilized to set up connections for different server pairs. The

MPCP is another choice for POTORI, due to the similarity of

the data plane in PON and POTORI. However, POTORI re-

quires multipoint-to-multipoint communications where all the

servers should be able to communicate with each other, while

MPCP supports only multipoint-to-point communications, and

thus it cannot be directly applied to POTORI. In addition,

IEEE 802.11 standards do not support WDM, so that the

control schemes utilized in Wi-Fi networks are not applicable

to POTORI. In this regard, we propose a new centralized MAC

protocol tailored for the POTORI architecture.

The proposed MAC protocol is shown in Fig. 2 and follows

a Request-Grant approach. The time is divided in cycles. At

the beginning of each cycle, each server sends a Request

message to the rack controller. The Request message contains

the information about the packets currently buffered at the

server. After receiving the Request messages from all the

servers, the rack controller is able to generate a traffic matrix

and run the DBA algorithm to calculate the allocation of

wavelengths and transmission time for all the servers. After-

wards, the controller informs the servers about the outcome of

the resource allocation using Grant messages, which contain

all the necessary information (wavelength, cycle time, etc.)

for configuring the ONIs of the servers. At the beginning

of the next cycle, each server will tune the WTT and WTF

to the assigned wavelengths for transmitting and receiving

data according to the information in the Grant message. For

example, in Fig. 2, at the time TC−1, all three servers (S1,

S2, S3) report their buffer information to the rack controller

through Request Messages for Cycle C, and the rack controller

then responds with the Grant Messages in the same cycle.

Meanwhile, all three servers tune their WTTs and WTFs,

according to the Grant Message received during the previous

cycle (i.e., Cycle C-1) and start transmitting and receiving

traffic. At the time TC (specified in the Grant Messages
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received during Cycle C), all the servers tune the WTTs and

WTFs accordingly. In the example shown in Fig. 2, Server 3

tunes the transmitter to λ3 and the receiver to λ2, and Server

1 tunes the transmitter to λ1 and the receiver to λ3 for Cycle

C. Consequently, the traffic from Server 3 to Server 1 can

be successfully transmitted in this cycle, which lasts from

TC0, to TC3, according to the Grant message. Similarly, the

Request and Grant Messages for Cycle C+1 are exchanged

in parallel with the data transmission of Cycle C. Thanks to

the dedicated connection between each server and the rack

controller, collisions among the Request and Grant Messages

can be eliminated.

Note that each server only transmits the granted data ac-

cording to the Grant message, which might be only a portion

of the ones reported in the Request message. It is worth to

mention that the granted traffic, which will be transmitted in

the next cycle, is not reported in the next Report Message.

For example, in Fig. 2 Server 3 receives the Grant Message of

Cycle C, allowing to send 800 bytes to Server 1. At TC , Server

3 subtracts the 800-byte traffic and reports the remaining data

with the destination of Server 1 in the Request Message of

Cycle C+1.

We further illustrate the structure of the Request and Grant

Messages in the following sections.

A. Request Message

Fig. 2 shows an example of the Request message. The first

field of the Request message contains the current time cycle

identifier (e.g., Cycle C+1 in Fig. 2), which is used by the rack

controller to identify whether the received control messages

are outdated or not. If a Request Message is not synchronized

with the cycle identifier at the rack controller, it is discarded by

the rack controller. The second field of the Request Message

contains MAC address of the source server, i.e., the server

that generates the Request message (e.g., Server 1 in Fig.

2). Besides, the request message should also contain in total

N fields for all the possible destination MAC addresses (N-

1 for the other servers in the rack and one for the interface

toward the aggregation/core tier), along with the corresponding

number of buffered bytes, i.e., the bytes to be transmitted at

the source server.

The Request Message can be encapsulated in an Ethernet

frame. The length in bytes of the Request message (LR) can

be calculated as:

LR = LCH + LSRCMAC +N × (LDSTMACi + LSi) (1)

where LCH is the length of the first field in the time cycle,

LSRCMAC and LDSTMACi are the length of MAC address

of the source and the ith destination (6 bytes) server, and LSi

is the length of buffed packets size for ith destination. If we

assume LCH = 8 bytes, LSi = 4 bytes, a Request message

as an Ethernet frame with the maximum size (1518 byte) can

support up to 150 servers in a rack, which is sufficient for the

access tier in DCs.

B. Grant Message

An example of the Grant message is shown in Fig. 2. Similar

to the Request Message, the first field of Grant Message

contains the current cycle identifier (e.g., Cycle C in Fig. 2).

According to this field, the servers that newly join the network

or lose synchronization to the rack controller can update their

cycle identifier. The second field contains the timestamp that

indicates the end of the cycle (e.g., TC+1 in Fig. 2). The

third field contains the destination MAC address of the Grant

Message, i.e. the server which the Grant message is destined

to (e.g., Server 3 in Fig. 2.). The following three fields contain:

(i) a time slot with the starting timestamp (e.g., TC0 in Fig. 2)

and ending timestamp (e.g., TC3 in Fig. 2) for transmission;

(ii) the assigned wavelengths for transmitter (e.g., λ3 in Fig.

2) and receiver (e.g., λ2 in Fig. 2) during the timeslot given in

(i); (iii) the destination MAC address (e.g., Server 1 in Fig. 2)

as well as the granted size (e.g., 800 bytes in Fig. 2) for the

transmission during the time slot given in (i). The time slot

can last either the entire time cycle or a part of the time cycle.

Note that we define an extra parameter TM as the maximum

transmission time for each cycle. Each server cannot transmit

data longer than TM in each cycle, i.e., in Fig. 2 TC+1 - TC

should be less or equal to TM . The value of TM definitely

affects the network performance, which will be discussed in

Section VI.

The length of a Grant message LG can be calculated as:

LG = LCH+LSRCMAC+LNCT+2×LWI+LDSTMAC+Ls

(2)

where LNCT is the length of timestamp, LTS is the length

of the starting/ending timestamp for data transmission, and

LWI is the length of the wavelength identifier. The remaining

symbols are the same as the ones for the Request Message. If

we would consider a timestamp of 8 bytes and a wavelength

identifier of 1 byte, the length of a Grant message would be

52 bytes which is small enough to be encapsulated into one

Ethernet frame.

V. DYNAMIC BANDWIDTH ALLOCATION ALGORITHMS

A traffic demand matrix can be built by the rack controller

after receiving the Request Messages from all servers and

uplink interfaces. An example is shown in Fig. 3. The rows

and columns of the matrix indicate the input port (source)

and output port (destination), respectively, and the matrix

element represents the amount of traffic (in bytes) that needs

to be transmitted from the source to the destination. The

DBA algorithm should find a solution for assigning available

wavelengths to the different traffic demands without any

collision in the data transmission. A collision occurs when

different traffic demands are assigned to the same wavelength

at the same time. To avoid collisions, at most one traffic

demand can be assigned to an available wavelength, i.e., each

row and each column in the matrix should be associated to

exactly one wavelength. The right side of Fig. 3 gives a

feasible solution of the wavelength assignment without any

collision. The wavelengths assigned for serving the different

traffic demands are distinguished by colors. The rack controller

forms the Grant Messages according to the DBA solution,

indicating the wavelengths for transmitting and receiving at

every server.

The problem described above is similar to the classical

switch scheduling problem. A conventional electronic switch

buffers incoming data traffic at input queues, and then for-

wards it to the output ports. The traditional crossbar switch

fabric allows multiple input queues to transmit data traffic

to different output ports simultaneously. Many scheduling

solutions have been proposed over decades, aiming to find
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Fig. 3: Traffic Demand Matrix.

matches between input port and output port to achieve high

throughput and low packet delay. Some solutions are based on

matrix decomposition. For example, paper [30] uses Birkhoff

von Neumann (BvN) algorithm to find optimal scheduling

solutions to configure the circuit switches in DC. However,

these solutions are not suitable for POTORI, since the high

time complexity of matrix decomposition algorithms makes it

only feasible for the scenario in [30], where the traffic demand

for a long time period is known before running the algorithm.

On the other hand, there are some other solutions having lower

time complexity, such as iSLIP [19], which is one of the most

widely used in electronic switches. However, iSLIP is not

designed to support WDM. Thus we adapt the iSLIP algorithm

to POTORI as a benchmark DBA algorithm to be compared

with ourproposed novel DBA algorithm, referred to as Largest

First (LF). We define N and W as the size of the matrix and

the number of available wavelengths, respectively.

A. Benchmark: iSLIP Adapted to POTORI

In this paper we adapt iSLIP to be used in POTORI.

The iSLIP algorithm is an improved Round-Robin Matching

(RRM) algorithm. Each input and output port of a crossbar

switch fabric is associated a Round-Robin (RR) scheduler. The

detailed procedure of iSLIP algorithms can be found in [19].

Within N iterations, the iSLIP algorithm is able to find up to

N matches between input and output from a traffic demand

matrix. Given a traffic demand matrix, suppose that iSLIP

algorithm finds N* matches, where N*≤N. In the adapted

iSLIP for POTORI, these found matches needs to be assigned

different wavelengths. If W≥N*, then it is possible to assign

every match with a unique wavelength. When W<N*, we

randomly pick W matches from iSLIP’s result and assign

them with different wavelengths. In original iSLIP algorithm,

whenever an input-output match is found, the corresponding

scheduler of this match is updated. The adapted iSLIP for

POTORI updates the schedulers if and only if a match is

assigned a wavelength.
The iSLIP algorithm is easy to implement in the hardware. It

achieves 100% throughput for uniformly distributed Bernoulli

arrivals, but may not be efficient for bursty arrival traffic

patterns [19] [31], which is often more suitable to model the

real traffic pattern in DCs [32].

Algorithm 1 Largest First Algorithm

1: Input: M; W; const R
2: %Input: TDM M, wavelength list W, transceiver data rate R
3: tX ← [None,None...]; txT ime ← [0, 0]
4: rX ← [None,None...]; rxT ime ← [0, 0]
5: List T ← M.sort()
6: repeat
7: D ← T[0]
8: if D.tX is None and D.rX is None then
9: D.assigned ← True

10: tX[D.src] ← [W[0] : [0, D.size/R]]
11: rX[D.dst] ← [W[0] : [0, D.size/R]]
12: txT ime[D.src] ← D.size/R
13: rxT ime[D.dst] ← D.size/R
14: delete W[0]

15: delete T[0]
16: until T or W is Empty
17: return tX, rX

Fig. 4: Largest First Algorithm

B. Largest First

The Largest First (LF) is a greedy heuristic algorithm. It

prioritizes the largest element in the traffic demand matrix,

i.e., larger amount of traffic demand has higher probability

to be assigned with a wavelength. First, the matrix elements

are sorted in a descending order into a one-dimensional array

(Line 5 in Fig. 4). Then, starting from the first element in the

array, a traffic demand is assigned with a wavelength if and

only if neither the transmitter nor the receiver associated to this

demand have already been assigned another wavelength in the

current cycle (Line 7-9 in Fig. 4). The corresponding informa-

tion such as wavelength, source, destination and transmission

time is used to generate the Grant Message (Line 10-13 in

Fig. 4). If one of the transmitter or receiver of this demand

is assigned another wavelength, the demand is not served and

left for the next cycle (Line 15 in Fig. 4). The LF algorithm

stops when all the available wavelengths are assigned, or the

last traffic demand in the array is served (Line 16 in Fig. 4).

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of POTORI

and compare it with conventional electronic ToR packet switch

(EPS) in terms of average packet delay and packet drop ratio.

To be more specific, the packet delay consists of queuing time

at the source node (servers and uplink interfaces), transmission

time and propagation time. In POTORI, the ONI at servers

drops packet when the buffer is full. Moreover, we examine

the impact of different system configurations (e.g., selected

DBA algorithms, tuning time of the transceivers, etc.) on the

performance for POTORI. We build a customized discrete-

event-driven simulator implemented in Java for the perfor-

mance evaluation.

A. Traffic Model

The traffic model used in simulations is derived from

[17][32]. Each server generates 106 packets where the packet

inter-arrival time follows a lognormal distribution. The size of

packets follows a bimodal distribution (i.e. most of packets

are with size of either 64-100 bytes or around 1500 bytes),

which is shown in Fig. 5(c). The data rate (R) per server is

set to 10 Gb/s and we assume that the buffer size on the
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Fig. 5: (a) average packet delay; (b) packet drop ratio; (c) CDF of packet size for simulations (d) CDF of packet delay under

load = 0.1; (e) CDF of packet delay under load = 0.7.

TABLE I: Table of Notations
N Number of Servers in a rack
R Data Rate of the Tunable Transceiver
OR Oversubscription Rate
α The ratio between the number of available wavelengths

and the sum of the number of servers and uplink transceivers
TTu Tuning Time of the Transceiver
TM Maximum Transmission Time of Cycle
TP Transmission Time of an Ethernet Frame with size of 1518 bytes

ONI is 10 Mbytes. The propagation delay is set to 50 ns,

which corresponds to 10 m fiber for interconnect within the

rack. The network oversubscription rate OR is set to 1 : 4

(i.e., if we consider 64 servers in a rack, there are 16 tunable

transceivers for communication with the aggregation/core tiers,

and the coupler with 64+16 = 80 pairs of input and output ports

interconnecting all servers and uplink transceivers). Servers

and uplink ports generate packets with random destinations.

We assume that 80% of the traffic generated by servers is

intra-rack traffic. The destination of the intra-rack traffic is

uniformly distributed to all the other servers in the rack. The

remaining 20% of traffic is inter-rack, whose destination is

uniformly distributed among the uplink interface transceivers.

Meanwhile, each uplink interface transceiver generates packets

with destination uniformly distributed to all servers, represent-

ing the traffic from aggregation/core layer to the rack. We

define N as the number of servers in a rack, and α as the ratio

between the number of available wavelengths for a rack and

N(1+OR) (i.e., the sum of the number of servers and uplink

transceivers), reflecting the sufficiency of the wavelengths. In

addition, the tuning time of the tunable transceivers is defined

as TTu, and the maximum transmission time of a cycle is

defined as TM . Finally, Table I summarizes all the notations.

B. POTORI v.s. EPS

In this subsection, we compare the performance of POTORI

using different DBA algorithms with the conventional EPS.

We set the line rate to10Gb/s for both POTORI and EPS. The

tuning time of the tunable transceiver for POTORI is 50 ns

Fig. 6: Average packet delay with (a) different N; (b) different

α.

(i.e., TTu = 50 ns) [29], and the maximum transmission time

TM for each cycle is set to 1.2 µs, allowing the server to

transmit at most one packet with the maximum size of 1518

bytes. Fig. 5 (a) and (b) show the average packet delay and

packet drop ratio for a rack with 64 servers (i.e., N = 64)

and α = 100%, which means the total number of available

wavelengths is N×(1+OR) = 80).

It can be seen in Fig. 5(a) that when load is lower than 0.5,

POTORI with the proposed LF DBA algorithm can achieve a
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Fig. 7: Performance with TTu = 2 µs and different TM : (a) average packet delay; (b) packet drop ratio.

packet delay lower than 10 µs, which performs similar as EPS.

When the load is increased to 0.7, POTORI with LF is able

to introduce up to 50% lower delays compared to EPS, thanks

to the LF’s feature of prioritizing the large traffic demand.

Moreover, it performs slightly better (around 2% difference)

than EPS in terms of the packet drop ratio. On the other

hand, POTORI with the iSLIP DBA algorithms, has the worst

performance. When the load is lower than 0.5, the average

packet delay when employing iSLIP is double as high as that

with LF. In addition, iSLIP shows highest packet drop ratio,

which is greater than 10% when load is larger than 0.75.

In Figs. 5(d) and 5(e), we show the cumulative distribution

function (CDF) of the packet delay at load = 0.1 and load =

0.7, which represent the cases with low load and high load,

respectively. Under the load of 0.1, the difference between

POTORI and EPS is negligible, and POTORI is able to achieve

packet delay less than 10 µs for almost all packets (>99.99%)

. Under the load of 0.7, there are 40% of the packets that are

transmitted to the destination within 10 µs by POTORI with

LF, and 80% of the packets have a delay lower than 100 µs,

which outperforms POTORI with iSLIP and EPS.

C. Impact of Network Configuration

In this subsection, we investigate the impact of network

configuration on performance and present the average packet

delay as a function of N and α. The TTu and TM are set the

same in the previous subsection (i.e., TTu = 50ns and TM

= 1.2 µs). Because the proposed LF obviously outperforms

iSLIP, we choose LF as the DBA algorithm for POTORI.

Fig. 6(a) shows the average packet delay of POTORI with

different number of servers (i.e., N = 32, 64, and 128) in

the rack with α = 100% (corresponding to 40, 80, and 160

available wavelengths, respectively). Under the low load (i.e.,

load = 0.2) and the heavy load (i.e., load = 0.8), the difference

in the average packet delay is very small. It is because under

the low load, the wavelength resources are sufficient and

most of the traffic demands can be transmitted in one cycle

regardless of N, while under high load the system gets statured,

always resulting in high delay. For the medium load (i.e., load

= 0.4 and 0.6), the packet delay performance degrades with

the increase of the number of servers. This is due to the fact

that the number of available wavelengths (which is equivalent

to the maximum number of assigned traffic demands in each

cycle) increases linearly with the number of servers, but the

total number of traffic demands increases quadratically.

Fig. 6(b) shows the average packet delay with different val-

ues of α. We consider 128 servers per rack (i.e., N = 128), and

Fig. 8: Average packet delay with different TTu.

test α =100% (160 wavelengths), 75% (120 wavelengths), and

50% (80 wavelengths). The average packet delays are almost

the same for all the considered values of α under the low

load (i.e., load = 0.2), indicating that in this condition using

less wavelengths in POTORI under the low load still maintains

good packet delay performance (less than 10 µs). However, the

packet delay with α = 50% increases dramatically under the

higher load, while with α = 75%, the performance decreases

significantly at load = 0.6.

D. Impact of Transceivers’ Tuning Time TTu

In the previous subsections, we considered a tunable

transceiver with an ultra-fast tuning time TTu = 50 ns and

a maximum transmission time of TM = 1.2 µs for each

cycle. Note that with TM = 1.2 µs, packet-level switching

granularity is achieved by POTORI, since in each cycle there

is at most one packet transmitted by a server. However, with

the larger tuning time it may become challenging to efficiently

realize the packet-level switching granularity. Thus, we relax

the constraint of transceivers tuning time to 2 µs, which has

been reported by the commercially available products [34].

With TTu = 2 µs, the performance of POTORI in terms of

average packet delay and packet drop ratio with different DBA

algorithms are shown in Fig 7. If keeping TM = 1.2 µs, the

packet delay of both DBA algorithms increase tremendously

and the system has a high packet drop ratio, due to the

increased tuning overhead. However, the performance can be

much improved by increasing TM . With TM = 10 µs, the

packet delay for POTORI with LF DBA algorithm employed

can still be maintained below 100 µs when the load is lower

than 0.3, and below 400 µs under the load up to 0.7. When

employing iSLIP, on the other hand, POTORI performs worse,

as the packet delay is around 600 µs under the medium load

(load from 0.3 to 0.6). In addition, LF achieves lower packet

drop ratio compared to iSLIP. Nevertheless, for both the LF
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Fig. 9: Average packet delay with different ratio between TM and TTu: (a) TTu = 2 µs; (b) TTu = 5 µs.

and iSLIP setting TM = 10 µs outperforms the case with TM

= 1.2 µs. The reason for this is that with larger TM , more

packets can be sent by servers within one cycle, which reduces

the tuning overhead.

One important question is “how to set the proper value of

TM for POTORI”. Obviously, the proper value of TM highly

depends on the tuning time TTu of the transceiver. POTORI is

able to achieve the packet-level switching granularity with the

fast tuning transceivers. Fig. 8 shows that a moderate packet

delay performance (i.e., < 100 µs) when the load is lower

than 0.6 can be achieved at the tuning times equal to 50 ns

and 240 ns (corresponding to 4% and 20% of the maximum

transmission time of one packet). The packet delay increases

as we use transceivers with longer tuning time (i.e., 360ns,

480ns, 600ns, 1200ns, corresponding to 30%, 40% 50%,

100% of the maximum transmission time of one packet). We

conclude that in order to obtain a good performance of packet

delay (e.g., less than 100 µs under the load of 0.6) with packet-

level switching granularity in POTORI, TTu should be less

than 30% of maximum transmission time of one packet.

With a longer transceiver’s tuning time, TM should be

increased to reduce the tuning overhead. In Fig. 9 we present

the packet delay as a function of τ , which is defined as the

ratio of TM over TTu, given TTu = 2 µs and 5 µs, respectively.

With a small τ (i.e., τ = 1 and 2), the packet delay is as high

as 104µs even under the medium load (i.e., load = 0.4 and

0.6) while obviously better packet delay performance can be

achieved with a larger τ (i.e., τ = 3, 4, 5) under the same

load. In addition, with τ = 5, the performance will decrease

a little at load = 0.6. This is due to the fact that even if with

larger τ , more traffic can be sent in one cycle, yet not all

servers cannot fully utilize the cycle and may transmit much

less traffic than is allowed in one cycle. It is caused by the

bursty feature of the traffic generated by the servers, which

may lead to quite different traffic demand per server in each

cycle. The larger the TM is, the larger can be the difference

in traffic requested by the servers in one cycle. In order to use

the resources more efficiently and achieve the acceptable delay

performance, we conclude that given a tunable transceiver

with long tuning time (i.e., in the scale of micro-seconds), the

maximum transmission time of one cycle should be at least

three times longer than the transceiver’s tuning time.

VII. CONCLUSION

In this paper, we focus on POTORI, an efficient optical ToR

interconnect architecture for DCs. The POTORI’s data plane

is based on a passive optical coupler, which interconnects

the tunable transceivers of the servers within a rack. In the

control plane, POTORI relies on a centralized rack controller,

which is responsible for managing the intra-rack and inter-rack

communications. A cycle based centralized MAC protocol and

a DBA algorithm (Largest First) are proposed and tailored

for POTORI, aiming to achieve the collision-free transmission

with good network performance. POTORI can be applied in

optical DCN with any aggregation/core tier architecture, given

the proper design of interfaces.
The simulation results have shown that under the realistic

data center traffic scenarios, POTORI with the proposed DBA

algorithm obtains the average packet delay in the order of

microseconds, which is superior to the performance of the

conventional EPS. Moreover, we quantify the impact of net-

work configurations (including the interconnect size and the

number of available wavelengths) and transceiver tuning time

on the packet delay. For POTORI, the packet-level switching

granularity is feasible if the tuning time can be kept small

enough (less than 30% of the packet transmission time). In

the case of the short tuning time (i.e., in the magnitude of

microseconds), setting the maximum transmission time of each

cycle greater than three times of transceiver’s tuning time is

still able to achieve the acceptable packet delay performance.
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