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Abstract—We present medium access control (M AC) protocols
for mobile ad hoc networks that utilize directional antennas. The
use of directional antennasin place of traditional omnidirectional
antennasreducesinterference and thereby improves the through-
put performance of the network. An additional advantage of us-
ing directional antennasis dueto its higher gain from its directiv-
ity, which can be utilized to reduce the transmission power during
a directional transmission. In order to maximally utilize the sav-
ingsin the aver age power consumption in the network, we propose
a power control scheme that maintains a minimum transmission
power level for effective transmission of packets using directional
antennas. We present simulation results showing the through-
put advantage and the savings in the aver age consumed power in
the network using the proposed protocol. We also present results
showing the maximum possible savings in power consumption in
the same networ k when an ideal power control schemeisapplied.

I. INTRODUCTION

Directional antennas are traditionally used in cellular wire-
less networks to increase the network capacity [15]. A cellu-
lar system using directional base station antennas can have a
smaller distance between co-channel cells than a system using
omnidirectional antennas, thereby achieving a higher degree of
spatial reuse of spectrum.

Mobile ad hoc networks can potentially gain similar capac-
ity advantages by using directional antennas. However, since
ad hoc networks use peer-to-peer transmissions, the mechanism
for using directional antennas in these networks is more compli-
cated than in cellular networks where directional antennas are
only used in static base stations. A mobile terminal in an ad hoc
network may need to transmit to any other node that is within
its range. Since all nodes are mobile, in order to use directional
antennas for communication the nodes need to dynamically es-
timate the direction of its neighbors and also follow an efficient
protocol for orienting its direction for transmission and recep-
tion. Nevertheless, since most of the data transmission in an ad
hoc network is unicast, there has been a lot of interest in recent
years to apply the usage of directional antennas to isolate inde-
pendent transmissions in the network and thereby increase the
network throughput [6], [11], [14], [3], [16].

In addition to the advantage of reducing unwanted interfer-
ence, directional antennas have the property that its peak gain

is higher than that of a similar antenna with an omnidirectional
pattern. This characteristic can be utilized to reduce the power
of a transmitter when it is using a directional antenna. We show
that a MAC protocol that utilizes directional antennas effec-
tively and controls its transmit power adequately, can provide
a better throughput as well as reduce the power consumption
in comparison to a similar network using omnidirectional an-
tennas. This is important, as the mobile terminals in an ad hoc
network usually have limited energy resources.

In this paper we focus on adaptations of the IEEE 802.11
MAC protocol so as to obtain practical solutions to the fol-
lowing: finding the directions for transmission and reception
at mobile nodes, designing appropriate transmission and recep-
tion strategies for the MAC control packets to minimize inter-
ference amongst distinct pairs of communicating nodes, and
implementing power control for data transmission for conserv-
ing power. We present performance evaluations that methodi-
cally analyze the effects of various adaptation policies and fi-
nally present a protocol that attains the maximum benefits from
all the policies considered. The paper is organized as follows.
We present some related work on medium access control us-
ing directional antennas in section Il. The system model and
concepts related to medium access in ad hoc networks that mo-
tivate the proposed ideas are presented in section Il1. Details of
some of the MAC protocols using these ideas are presented in
section IV. We present performance evaluations of the proposed
protocols from computer simulations in section V. Conclusions
of our work are presented in section VI.

Il. RELATED WORK

The possibility of benefiting from directional transmissions
in packet radio networks was first proposed in [17], where a
slotted ALOHA packet radio network was considered. There-
after, several studies were presented on designing MAC proto-
cols for using sectorized and beamforming directional anten-
nas in mobile ad hoc networks. Protocols presented in [6] use
the exchange of RTS (“request-to-send”) and CTS (“clear-to-
send”) packets [5] to block neighboring nodes from transmit-
ting in directions that would interfere with an intended direc-
tional data transmission while allowing them to transmit on
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other directions. The authors assume that the direction for
transmission is determined using location information, which
is obtained with additional hardware such as a GPS. In [11] a
mechanism for determining the direction of a transmitting node
from signal strength measurements was presented, which elim-
inates the need for GPS receivers at every node. There, the
MAC protocol used omnidirectional RTS and CTS packets, al-
lowing the corresponding recipients to determine the directions
of the transmitters. These directions were then used for direc-
tional transmission and reception of the data packet. Because
of omnidirectional transmission of RTS and CTS packets, this
protocol provides no benefits in the spatial reuse of the wireless
channel. However, it still improves the throughput over a MAC
using omnidirectional antennas due to the reduced amount of
interference caused by the directional data transmission.

More recently, the protocol presented in [7] considers that
virtual carrier sensing using the RTS and CTS exchange be per-
formed on a sector by sector basis rather than on a traditional
omnidirectional basis. According to their scheme, the network
allocation vector (NAV) is maintained separately in each sector
(directional NAV), allowing immediate transmission of control
packets on those sectors which are clear instead of having to
defer the transmission until it is safe to transmit on all sec-
tors at the same time. The use of more advanced beamform-
ing antennas in place of sectorized directional antennas in ad
hoc networks is considered in [14]. The authors assume prior
knowledge of location information and use directional trans-
mission of RTS and CTS packets. They presented the study
of two collision avoidance schemes, one being more aggressive
than the other, for blocking transmissions from listening nodes
that receive an RTS or a CTS packet. The concept of directional
NAV is also considered in [3], where beamforming antennas are
used. They also consider directional transmissions of RTS and
CTS packets with prior knowledge of node locations. The au-
thors identify some problems with this basic directional virtual
carrier sensing scheme and propose a multihop RTS protocol,
where the additional gain of the directional antenna is utilized
to transmit data packets to a receiver that cannot be reached by
omnidirectional antennas but can be reached with directional
antennas.

I1l. PRELIMINARIES

A. Directional antennas

Typically the gain of an antenna is described as a function
of the horizontal angle 6 and the vertical angle ¢ from a fixed
line of reference. For an omnidirectional antenna, the gain is
invariant with respect to the angle 0, whereas a directional an-
tenna has a higher gain for a range of values of # known as
the main lobe, and lower gain in other directions. Antennas
used in terrestrial wireless communication usually have a ver-
tical beam pattern lying within a certain range of values of ¢
close to the horizontal plane that is identical for all values of
6. The beamwidth of a directional antenna is described as the
horizontal angular variation (variation of 6) within which the
gain of the antenna is not lower than 3 dB of the maximum gain

of the antenna. For a sectorized antenna, this beam is oriented
towards a fixed direction. The more expensive beamforming
antennas can steer or switch the direction as well as the direc-
tivity of the main lobe as desired using electronic control. The
peak gain of a directional antenna usually increases with its di-
rectivity. This implies that the peak gain of an antenna with a
narrow beamwidth will be higher than that of a similar antenna
having a larger beamwidth.

B. |EEE 802.11 MAC

The IEEE 802.11 MAC protocol [4] was designed to function
with omnidirectional transmissions. It uses carrier sense mul-
tiple access with collision avoidance (CSMA/CA) along with
the option of the exchange of RTS and CTS control packets
to perform virtual carrier sensing before transmission of data.
The basic CSMA/CA scheme dictates that each node needing
to transmit a packet must wait until it finds the channel idle for
a random amount of time as determined by its backoff timer.
This avoids collisions amongst neighboring nodes who sense
the channel similarly. However, since this mechanism does not
avoid collisions with transmissions from hidden terminals, the
option of RTS/CTS handshaking may be used. The transmis-
sion of an RTS packet causes all nodes that receive the RTS to
go off-the-air (OTA) until the CTS packet is received. The OTA
wait periods are maintained in the NAV variable of the IEEE
802.11 MAC. This variable is updated using information from
the duration field of every packet received by the node. Sim-
ilarly, all nodes that receive the CTS packet observe an OTA
wait period before they transmit. If an RTS is transmitted while
the channel is busy near the destination, it is not received and
the source will timeout and send the RTS packet again.

C. Throughput considerations

The throughput in a mobile ad hoc network primarily de-
pends on two factors: (a) the effectiveness by which the source
nodes gain access to the channel, and (b) the corresponding
signal-to-interference-plus-noise ratio (SINR) at the receiver.
The use of directional antennas can potentially provide benefits
on both these accounts. When carrier sensing (either physical
or virtual) is performed in a specific direction, the possibility of
finding the channel free is higher. For instance, consider that
nodes A and B in Figure 1 are communicating using directional
antennas, where C'4 and C'p represent the areas covered by the
directional antennas used by A and B, respectively. Here, nodes
C and D, which do not lie in C' 4 or C'g, will be able to gain ac-
cess to the channel. Moreover, node E can access the channel
for transmission in a direction away from A and B, suchas C'g.
However, if A and B were to use omnidirectional antennas, C,
D, and E would need to observe OTA wait periods before they
can transmit.

The issues concerning the SINR of a packet are somewhat
more complex. A wireless signal suffers a variety of degrading
effects during propagation, which includes path loss, shadow-
ing, and multipath reflections from surrounding objects. As a
result, the average power a wireless signal decays exponentially
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with distance and the envelope of the received signal experi-
ences random fading. Node mobility and multipath reflections
also cause the received signal to vary with time. The probabil-
ity of correctly detecting a received packet depends on the ratio
of the signal power of the packet over the total noise and inter-
ference power received at the destination from all other trans-
mitters in the network. When the SINR of a received packet
falls below a minimum threshold STR,,;, (which depends on
the communication technology), the packet cannot be correctly
detected and is considered to have suffered a “collision”. The
transmission range of a node is determined by the maximum
distance at which a transmitted packet can be received by an-
other similar node in the absence of any interference. This
implies that within the radio range of the transmitter only the
signal-to-noise ratio (SNR) will exceed the STR,,;, thresh-
old. Potentially any other transmission in the network, even
if it is transmitted from a node lying beyond the radio range
from the receiver, can cause a collision if the SINR of the re-
ceived packet falls below SIR,,;,. Carrier sensing tries to
avoid collisions by confirming that the power of the interfering
signal (carrier power) lies below a threshold C'S;y,;.csn, before
the packet is transmitted. However, since carrier sensing can
only be done at the transmitter where the interference power
is different from that at the receiver, it cannot correctly predict
whether the SINR for a specific transmitted packet will exceed
the STR,,;, threshold at the receiver. The RTS-CTS exchange
is a good way to circumvent these shortcomings of carrier sens-
ing in wireless networks. However, there are two major con-
cerns with the effectiveness of the RTS-CTS based reservation
mechanism. Firstly, collisions between these control packets
can cause the method to fail. For instance, a hidden terminal
can miss a CTS packet due to a collision from another control
packet and can disrupt the subsequent data packet reception.
Secondly, the control packets create additional channel over-
head, which reduces the channel utilization.

Based on the above discussion it should be clear that reduc-
tion of overall interference is a key factor for improving the
packet success probability in ad hoc networks. A transmission
from a directional antenna reduces interference to all nodes out-
side of its main lobe. Directional antennas used in reception
reduce unwanted interference from surrounding transmitters.
Overall, this leads to a higher SINR value for the packet be-
ing received, and hence increases the network throughput.

Example of directional transmission and reception in an ad hoc net-

D. Transmit power issues

Since a directional antenna has a higher gain, a transmitter
using directional antennas requires a lower amount of power to
transmit to the same distance as would be needed with an om-
nidirectional antenna. Hence, transmitting nodes can conserve
power by adequately reducing the transmit power when using
directional transmissions. In this paper, we assume that for a
given transmission distance, the power required by a transmit-
ter using a directional antenna is proportional to its beamwidth.
This implies that a source using a directional antenna with 90°
beamwidth will require 1/4 the amount of power as that needed
with an omnidirectional antenna to transmit to the same destina-
tion. Note that the gain of a directional antenna should also be
taken into account for receiving and carrier sensing with direc-
tional antennas. However, we do not consider the power con-
sumed for these receiver operations in this work.

We assume that nodes automatically control the transmit
power when using a directional antenna such that the transmis-
sion distance is maintained constant. Furthermore, we also con-
sider a power control scheme, where the transmission power is
reduced by an additional factor that is based on the minimum
SINR required at the destination. This will be discussed later.

IV. MEDIUM ACCESS CONTROL USING DIRECTIONAL
ANTENNAS

In this section we analyze various adaptations to the IEEE
802.11 MAC for use with directional antennas at the mobile
nodes in order to achieve two benefits: a higher throughput, and
savings in power consumption. For our discussion, we assume
that each node is equipped with an array of NV non-overlapping
sectorized antennas covering all angles as depicted in Figure 2.
The sectorized antennas in different nodes may be oriented dif-
ferently as the mobile nodes have no way of fixing their antenna
directions with respect to one another. There is no separate
hardware to detect node locations. We assume that each node
can determine the direction of a transmitting node by identify-
ing the sectorized antenna that receives that maximum power
of the signal. This is a crude form of estimating the angle-of-
arrival (AOA) which can be done more accurately by a more
advanced antenna system such as a beamforming antenna. The
source and the destination nodes estimate the directions of each
other while receiving the CTS and RTS packets, respectively,
so that transmission as well as reception of the DATA packet is
performed using directional antennas. In addition, we explore
the following schemes for adapting the IEEE 802.11 MAC for
utilizing directional antennas:

Directional transmission of control packets: In the absence
of any prior knowledge of the location of the destination, a
source needs to transmit the RTS packet on all directions. In
order to do this, the MAC must wait until all directions are
clear for transmission and transmit the RTS on all its anten-
nas. However, to avoid waiting, the MAC may send the RTS
packet immediately in those sectors which are clear. We imple-
ment this scheme by maintaining OTA wait periods in each sec-
tor, rather than a single OTA wait period in a node considering
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Fig. 2. Sectorized antennas in mobile nodes.

all transmissions around it. This is also considered in [7], [3],
[16] by using directional NAVs. A problem with this scheme
is that if the RTS does not fetch a CTS reply, there is no way
for the source node to know whether it is due to the destina-
tion not being in one of the free sectors or that it is busy. The
source may try to send the RTS in this fashion several times,
and if it still does not get a CTS from the destination, assume
that the destination is located in one of its sectors in which the
RTS was not sent. In that case, the source will wait until all the
OTA waiting times are over and then transmit the RTS omni-
directionally. Directional transmission of control packets will
provide additional savings of power consumption, though by a
small amount, as the control packets are usually much smaller
than data and do not consume much power.

There is also a concern with directional transmission of RTS
and CTS packets. If the control packets are sent in specific
sectors only, the neighbors lying in other sectors will remain
unaware of the duration of time that the source and destination
nodes are going to be busy. For instance, nodes C and D in
Figure 1 will be unaware of the data exchange proceedings be-
tween A and B and may send RTS packets to A or B while they
are busy. Though these transmissions will not interfere with the
ongoing data exchange due to the directionality of the antennas
used, they waste power and cause unnecessary interference in
the network.

Maintaining AOA recordsfrom past transmissions. We next
consider the possibility of transmitting RTS packets on a single
sector. Since a source is not expected to know the direction
of the destination at the time of transmitting the RTS packet,
we consider a scheme where node directions are obtained from
their past transmissions. This is implemented by maintaining
records of AOA at each node from all the packets that were
received at the node correctly. Needless to say, each record will
only be useful for a limited period of time, as node movements
can cause their relative positions to change quickly. However,
the AOA table can be useful in many cases where data packets
are generated more frequently than the time taken by nodes to
move to new locations. This is similar to neighbor discovery
used in [14] and [12]. When an AOA entry exists for the desired
destination, a source can send an RTS packet on only the sector

that faces the destination (from its last known location). If the
directional RTS fails to fetch a CTS reply, it will be assumed
that the AOA entry in the table is no longer valid, and the AOA
entry in its table is deleted. In that case, the rest of the RTS
retransmissions are performed on all sectors that are free (for
which the OTA time has expired). This is also followed if there
is no entry for the desired destination in its AOA table.

The addition of the above mechanism is expected to further
increase the efficiency of channel access and power utilization.
However, a network with high mobility and/or low packet gen-
eration rates will possibly not benefit from this scheme.
Control of transmission power: Several power control mech-
anisms for ad hoc networks have been studied on the context of
omnidirectional antennas [1], [10], [8], [13]. In [14], the perfor-
mance of a power control scheme using directional antennas is
presented, where the authors considered an abstract power con-
trol model that assumes that the transmitter knows the received
power at the destination. We follow a strategy similar to that
mentioned in [14] and present the details of its implementation.
The main difficulty of implementing power control in an ad hoc
network is to enable the source to estimate the required transmit
power that will guarantee just the adequate level of SINR of the
packet at the receiver. Moreover, in random access channels,
there are random variations of the interference level, causing
the received SINR for a packet to change randomly even if the
transmission power and fading characteristics remain constant.

In our scheme, the RTS and CTS packets are sent with max-
imum power, but the data packets are transmitted with power
control. The RTS-CTS exchange is utilized to determine the
power for transmitting the data packet. Specifically, we assume
that when a destination node receives an RTS packet, it com-
putes the amount by which the SINR of the RTS packet ex-
ceeds the STR,,;, threshold. This information is sent to the
source over the CTS packet. The source reduces the power for
transmitting the data packet by an amount that is equal to this
difference minus a margin ¢ dB, not exceeding the maximum
power level of the transmitter. Hence, the scheme attempts to
make the SINR of the received data packet exceed the STR ,,,in
threshold by not more than § dB. The value of § needs to be
chosen carefully, as a small value of § potentially increases the
risk of packet error due to unexpected interference and a large
value leads to wastage of power.

V. PERFORMANCE EVALUATION

In this section we evaluate the performance of the different
policies discussed in section 4. For obtaining a clear picture of
the effects of each of the adaptation policies, we first evaluate
them separately. We perform simulations to obtain the network
throughput and the average consumption of power in the net-
work using these schemes. The power consumption has been
calculated by considering the power used for transmission only,
taking into consideration the number of directional antennas
used. The power consumed for receiving and carrier sensing
have not been calculated.

For our simulations, we consider a mobile ad hoc network
consisting of 100 nodes that are located in a square area of di-
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mensions 1575m x 1575m. The parameters used for the simu-
lation are given in Table 1. We use a Poisson model for packet
generation at the MAC layer, where the destination for each
generated packet is chosen at random from one of the neigh-
bors! of the source node.

TABLE |

PARAMETER VALUES USED IN SIMULATIONS
Parameter Values used
Max transmitter power 50 dBm
Carrier sense threshold (C'Sinresh) -70 dBm
Noise floor -90 dBm
Minimum SIR threshold (ST R.min) 20 dB
Data packet size 1000 bytes
Control packet size 50 bytes
Total bandwidth 2 Mb/sec

A. Effect of directional transmission of control packets

Assuming that data packets are always exchanged using di-
rectional antennas, we first evaluate the effect of making con-
trol packet transmissions directional. We study the following
schemes that differ in the way the RTS and CTS packets are
sent:

o Scheme-1 is used for providing a frame of reference,
which uses omnidirectional RTS as well as CTS packets.
Only the DATA packets are transmitted and received in
the sectorized antennas facing the receiver and transmit-
ter, respectively (see details in [11]). With N = 1 (omni-
directional antennas), this scheme is identical to the IEEE
802.11 MAC.

o Scheme-2 uses omnidirectional CTS packets, but the RTS
packets are sent only on those sectors that are free from
OTA wait periods at the time the data packet is generated.
If this restricted omnidirectional RTS transmission is not
successful in 7 retries, then the source assumes that the
destination is in one of the sectors which is not clear for
transmission due to an OTA wait period in effect. In that
case, the source waits till all the sectors are clear for trans-
mission, and then sends the RTS in all sectors.

o Scheme-3 uses the same scheme for transmitting RTS
packets as in Scheme-2, but the CTS packets are sent in
only the sector in which the destination receives the RTS.

o Scheme-4 uses AOA tables at each node in which it main-
tains records of the AOA for each node from which it suc-
cessfully receives a packet. When a data packet is to be
transmitted, the source first sends a directional RTS packet
on the sector corresponding to the entry for the destination
in its AOA table, if such an entry exists. Before sending
the directional RTS packet, the source confirms that the
chosen sector does not have a OTA wait period in effect.
If there is no entry for the destination in its AOA table,
then the source proceeds as in scheme-3. If a CTS reply is
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Y.

500 . _
802.11 (N=1) ——
Scheme-1, N=4 ---x---
450 | Scheme-2, N=4 ---;
Scheme-3, N=4 & —
Scheme-4, N=4 —-m .
400 |-L_Scheme-4,N=8 ---o 3
o
350
o o
.
% 300 ; -
8 . -
¢ o o
£ 250 )
g L =8 a =) =) e
] ke XKoo k- *
3 200 - g
F S R SV oo [ A .
150 R
2
100 ‘/4%
Py
50 e T
/
./ -~
0
0 100 200 300 400 500 600 700 800 900

Offered Load(KByte/sec)

Fig. 3. Throughput performance with schemes using directional transmission
of control packets.

not received, the source tries to send the directional RTS
a maximum of 4 times before deciding that the directional
RTS has failed. In that event, it waits until all sectors are
free and transmits the RTS omnidirectionally.

The performances of these schemes are obtained in the RF-
MACSIM simulator, which has details of wireless path loss,
Rayleigh fading characteristics, radio receiver model, and the
IEEE 802.11 MAC. The channel and interference models in
this MAC simulator adequately captures the factors leading to
packet loss in a wireless network. We first consider a static
network where the nodes are assumed to be stationary and are
placed in a uniform grid. The motivation for using this static
scenario is to first derive the minor differences between perfor-
mance results of the different schemes without regard to ran-
dom variations caused by mobility.

Figure 3 plots the throughput performance of the above
schemes using sectorized antennas. For comparison, the
throughput performance using the IEEE 802.11 MAC (N=1)
for the same network is also plotted. We observe throughput
improvements due to all three schemes (schemes 2, 3, and 4)
that progressively make transmissions of control packets more
directional over the basic scheme for using directional antennas
(scheme-1). Directional transmission of RTS and CTS packets
effectively increases the capability of the neighbors of nodes
that are engaged in data exchange to access the channel. As
beamwidths are made narrower, fewer neighbors are silenced
by the OTA wait periods, providing more improvements of the
throughput. However, the effective gain is not so pronounced
when the number of antennas is increased beyond 8.

The above MAC protocols using directional antennas pro-
vide significant savings in the average power consumption in
the transmitters, as observed from Figure 4. The savings in
power consumption become more pronounced with increasing
directivity and also with more efficient use of the transmissions.
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sion of control packets.

B. Effect of power control

We now present the proposed directional antenna based
MAC protocol with power control (DMACP):

« DMACP protocol: Here, every node maintains an AOA
table as described in scheme-4. When the destination re-
ceives a directional RTS successfully, it calculates ~, the
amount by which the worst case SINR for the duration of
the RTS exceeds STR,,.:.. This is sent over the directional
CTS packet to the source. The source node transmits the
DATA packet by reducing the transmit power by v — 6
dB from its normal (maximum) value that uses for control
packets. The margin of § = 6dB is determined by ex-
perimentation to be the optimum value that avoids DATA
packet loss due to unexpected interference. All other char-
acteristics of the protocol are identical to that of scheme-4.

We implement the DMACP protocol in the ns-2 network
simulator, which is more flexible for incorporating changes in
the contents and usage of control packets. In order to ade-
quately capture the packet loss due to interference, we modi-
fied the MAC layer of the version of ns-2 obtained from the
CMU Monarch project [2], so that packet loss is now deter-
mined from signal-to-interference ratio calculations instead of
comparing the received signal power to a threshold [9]. How-
ever, these modifications make the code slow and hence we use
ns-2 only when necessary, that is to model the final version of
our proposed protocol that incorporates the directional trans-
mission of control packets as well as transmitter power control.
We use the same network area and the same number of nodes
as before, but the MAC parameters used in ns-2 are slightly dif-
ferent. Here transmit power is 25 dBm, C'Sipesn 1S -78 dBm,
and the SIR,,;, is 10 dB, with all other parameters being the
same as before.

The throughput and average power consumption using the
DMACP protocol with sectorized antennas are shown in figures
5 and 6, respectively. For comparison, results using scheme-4
(DMACP without power control) as well as the IEEE 802.11
MAC with omnidirectional antennas are also plotted for the
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Fig. 5. Throughput performance of scheme-4, DMACP, and 802.11 with om-
nidirectional antennas.
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Fig. 6. Power consumption of scheme-4, DMACP, and 802.11 with omnidi-
rectional antennas.

same network. These results were obtained with node move-
ments modeled according to the random waypoint model with
an average speed of 5 m/s and zero pause time. Because of some
differences between the physical layer models of ns-2 and RF-
MACSIM, the throughputs obtained are slightly different on the
two simulators. However, we observe the same performance
trends. Our results show that there is a four fold increase of
throughput using the DMACP protocol. Power control does not
have a significant impact on the throughput. However, the av-
erage power consumption using the DMACP protocol is lower,
as shown in Figure 6.

To evaluate the maximum possible efficiency of power con-
sumption with power control, we simulated a fictitious ideal
situation where the source node is assumed to have perfect and
continuous knowledge of the signal and interference levels at
the destination. With this knowledge, the source is made to
exercise exact power control for the data packet transmission
(without using a constant 6dB margin over the estimated SINR
information received for the RTS packet). Thoughiit is not prac-
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tical for the source to have this knowledge, this study was per-
formed to evaluate the best case power control results. The av-
erage power consumption at an offered load of 22 Mb/s for the
DMACP protocol, scheme-4 (DMACP without power control),
the 802.11 MAC (N=1), and those using ideal power control
for N = 1, 4 and 8 are shown in Table 2. The results show
that ideal power control with omnidirectional antennas reduce
the power consumption by nearly 50%. With 90° sectorized
antennas (IV = 4) ideal power control can save more than 80%
power in comparison to the IEEE 802.11 MAC with omnidi-
rectional antennas. DMACP with N = 4 reduces the average
power consumption by 70%. When 45° sectorized antennas are
used (N=8), the power savings using DMACP is about 88%,
which can be as high as 91% with ideal power control. These
results are relatively same for the two mobile speeds.

TABLE Il
AVERAGE POWER CONSUMPTION USING MAC PROTOCOLS

Protocol Power consumption m\W/Mbps

Max speed=10 m/s  Max speed=30 m/s

IEEE 802.11 (N=1) 200.74 207.24
Ideal case (N=1) 102.00 111.84
Scheme-4, N=4 74.78 69.98
DMACP, N=4 68.38 67.92
Ideal case, N=4 37.54 32.62
Scheme-4, N=8 29.30 29.40
DMACP, N=8 25.10 25.25
ldeal case, N=8 17.59 17.76

The effect of mobility on the performance of DMACP is
shown in Figure 7. As expected, the packet delivery ratio de-
creases with increasing mobility with the DMACP protocol.
The relative effect on the IEEE 802.11 protocol is less pro-
nounced.

V1. CONCLUSION

We explored some schemes for medium access control in ad
hoc networks to take advantage of using directional antennas

in the mobile nodes. A primary objective of this work is to
explore power conservation in a mobile ad hoc network by uti-
lizing directional antennas. It is shown that in addition to using
directional antennas for data packets, directional transmission
of RTS and CTS packets can also be beneficial. Some practi-
cal schemes for implementing directional RTS and CTS trans-
missions and their corresponding performance results are pre-
sented. We further explore the issue of power control and pro-
pose a new MAC protocol that uses directional antennas with
power control (DMACP). Performance evaluations show that
efficient usage of directional antennas can provide significant
savings of the transmitter power and also improve the network
throughput.
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